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CHAPTER 6 

EXPERIMENTAL RESULTS AND VALIDATION 

To validate the proposed framework in this dissertation, real road sign images are 

gathered and used. To increase number of images with defects, synthetic defects were added 

to defect free images to simulate defects in the acquired road sings. Therefore, all realistic 

conditions were already available or added to test the robustness of proposed methods such 

as: 1) scale or size of ROI, 2) partial occlusion on the top or right side of the sign, 3) tilting, 

4) illumination variations, 5) vandalism, 6) deterioration, and 7) geometric distortions. 

This chapter is organized as follows: Section 6.1 introduces road sign images 

acquisition and preparation; Section 6.2 presents the color segmentation and shape 

recognition stage results; Section 6.3 introduces tilt angle detection and computation results; 

Section 6.4 presents the results of road sign partial occlusion condition assessment stage; 

Section 6.5 presents the results of road sign vandalism condition assessment; and Section 6.6 

presents road sign deterioration condition assessment results. 

6.1   Road sign image acquisition and preparation 

Three road sign image databases were used, these are: 

1. Images captured using SAMSUNG ST65 digital camera, still pictures 

2. Images from VISATTM mobile mapping system [21], taken using a moving van with 

60m/hr speed limit. 

3. Images from Michigan Department of Transportation (MDOT) [94]. 

Images from these three different databases were all color pictures but with different 

resolution. Preprocessing steps were enforced to rescale these images to 864x648 pixels 

for SAMSUMG camera images, 640x480 pixels for MDOT images, and 802x617 pixels 
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for VISATTM images. Since these images were captured under different circumstances 

and using different equipment, they have different levels of quality in terms of distortion, 

sharpness, noise, and contrast. Proposed methods were implemented using MATLAB 

environment and a 2.67-GHz Pentium4 and are independent of the source of data. 

Additionally, data were normalized to remove ROI actual size impact.  

Some images contained real defects that were captured by the SAMSUNG camera or 

extracted from VISATTM database while others contained simulated defects that were 

added into the images. Defects were added include tilting, partial occlusion, and 

vandalism. For example, partial occlusion defect was added by applying a mask to road 

sign background and ROI outline while vandalism defect has been achieved by painting 

on road sign’s content. Figure 6.1 shows real and synthetic defects in a sample of road 

sign images. 

 

Figure 6.1: Real and simulated defects appearing in road signs. a) real partial occlusion of 
a speed limit sign b) synthetic partial occlusion of a warning sign c) real graffiti on a 
STOP sign d) synthetic graffiti of paint to transform a 30 speed limit to an 80 one. 
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6.2   Color segmentation and shape recognition results 

Shape recognition has been satisfied geometrically by using color thresholding first 

and then applying a set of cascaded detectors. Threshold values of the color segmentation 

stage were chosen to segment different illumination levels images. Table 6.1 shows threshold 

values used in color segmentation stage. 

Table 6.1: Color segmentation threshold values. 

 Threshold values 

Red color 22.;3. == ThGThR  

Yellow color 95.=ThY  

White color 

240;160;240

;160;240;160

;40;40;32

212

121

321

===

===

===

ThBThBThG

ThGThRThR

ThAThAThA

 

 

Area and solidity thresholds of ROI in the detection stage were also chosen to discard 

non-road sign objects from the segmented frame. For each road sign shape, different road 

signs were tested to get the minimum and maximum solidity values considering partial 

occlusion; these values are used as the lower and upper bounds of solidity thresholds range. 

In fact, a safety margin was added to expand this solidity thresholds range since partial 

occlusion would have small effect on the solidity value.  

     Vertices and Dimensions ratio in the shape detection and recognition stage were also 

found within 3% tolerance of dimension length to assure the right process of the recognition 

stage. Table 6.2 shows shape detection and recognition threshold values of area, solidity, and 

dimensions-ratio tolerance used.  
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 Table 6.2: Shape detection and recognition threshold values. 

 

 

 

 

    

 

The shape detection and recognition methodology was applied on 420 images. Some 

images have no road signs and some have more than one road sign. Table 6.3 shows the 

results of the detection and recognition methodology. Number of existed road signs was 408, 

Five road signs were recognized falsely while twenty eight of the sample tested were not 

detected as road signs. This error is the result of segmentation and detection errors. The 

detection and recognition methodology has an accuracy of about 91.9%.  

Table 6.3: Summary of shape detection and recognition results. 

 

 

     

 

 

 

 

 

Table 6.4 shows the detection and recognition rate of each road sign shape. These shapes’ 

recognition results are also shown in Figure 6.2. 

 Area Solidity Dimensions-Ratio Tolerance 

Rectangle [2000-25000] 

[0.6-0.85] 3% 

Triangle [0.71-0.77]  

Octagon [0.77-0.85] 3% 

Diamond [0.5-0.85] 3% 

Pentagon [0.6-0.7] 3% 

Number of frames 420 

Number of existed road signs 408 

Number of detected road signs 380 

Number of recognized road signs 375 

Number of missed road signs 28 

Number of Falsely recognized road signs 5 
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Table 6.4: Shape detection and recognition rates or each road sign shape. 

Number of Signs Detected Missed Falsely recognized 

All Signs 375 28 5 

Rectangular 98 12 0 

Diamond 97 9 0 

Triangular 50 3 0 

Pentagonal 42 2 4 

Octagonal 88 2 1 

Total number of existed  signs  408  

 

 

Figure 6.2: Road sign shapes detection and recognition rate. 

 

Figure 6.3 shows the shape detection process of speed sign. Figure 6.4 shows the shape 

detection process of partial occluded warning sign while Figure 6.5 shows the shape 

detection process of tilted STOP sign. 
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Figure 6.3: Shape recognition process of speed sign. a) original frame b) segmented frame c) 
detected road sign. 

 

Figure 6.4: Shape recognition process of partially occluded warning sign. a) original frame b) 
segmented frame c) detected warning sign. 

 

Figure 6.5: Shape recognition process of partially occluded STOP sign. a) original frame 
b) segmented frame c) detected STOP sign.
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6.3   Tilt computation results 

A total of 105 images that contained all road sign shapes with real and synthetic tilting 

defect were used. Additionally, the methodology has been tested under different conditions: 

1) Scale; 2) Partial occlusion; and 3) Geometric distortion. In Table 6.5, the results of tilt 

angle computations under these different conditions are presented. It shows the maximum 

error and the average accuracy for all road signs tested. Figures 6.6, 6.7, and 6.8 show the 

results of tilt detection and the value of titling angle for a geometrically distorted warning 

sign, a tilted STOP sign, and partially occluded speed sign, respectively.  

Table 6.5: Summary of tilting computation results. 

 

 

The methodology has limitations in terms of maximum tilt angle values that can be 

computed due to the fact that we compute the tilt angle using only the shape outline 

regardless of sign content. For example, incorporating the content of the STOP sign in the 

direction calculation allowed for an increase in the range of its tilt angles. The method has the 

ability to determine the tilt angle up to ±45o for rectangular, diamond, octagonal and 

pentagonal shaped signs and up to ±60o for triangular shaped signs. 

Type of defect Number of signs Maximum error Average accuracy 

Partial occlusion 40 2o .5o 

Scale variations 40 2o 1o 

Geometric distortion 25 4o 2.5o 
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1.4−=θ

Figure 6.6: Geometrically distorted warning sign. a) original frame b) segmented frame c) 
detected shape with tilt angle. 

 
 

4.23=θ

Figure 6.7: Tilted STOP sign [18]. a) original frame b) segmented frame c) detected shape 
with tilt angle. 

 
 

3.18−=θ

Figure 6.8: Partially occluded tilted speed sign. a) original frame b) segmented frame c) 
detected shape with tilt angle.
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6.4 Partial occlusion condition assessment results 

Five linear support vector machines (SVM) were trained using DtB vectors, one for each 

of the occluded and non-occluded five road sign shapes. In addition, another five KNN 

classifiers were used as a benchmark to compare and evaluate the performance of the 

proposed SVM. The partial occlusion assessment method has been tested using 375 different 

road signs as shown in Table 6.6 with 225 non-occluded signs and 150 partially occluded 

ones. The testing data set has different conditions than the training set in terms of: 1) Scale; 

2) Rotation; 3) Geometric distortion; and 4) Different levels of partial occlusion.  

 

Table 6.6: Partial occlusion test data classification. 

 

 

 

 

 

 

The performance of both the KNN and SVM classifiers was evaluated under different 

number of training data; 16, 20, and 24 and different DtB vector sizes; 50, 100, and 200. Four 

possible cases are available for any test instance: 

• True positive (TP): partially occluded road sign correctly identified as partially occluded. 

• False positive (FP): non-occluded road sign incorrectly identified as partially occluded. 

• True negative (TN): non-occluded road sign correctly identified as non-occluded. 

• False negative (FN): partially occluded road sign incorrectly identified as non-occluded. 

Shape tested Test Data 

Sign Shape Non-occluded Partially Occluded Total  

Octagonal 55 33 88 

Rectangular 58 40 98 

Diamond 62 35 97 

Triangular 30 20 50 

Pentagonal 20 22 42 

All Signs 225 150 375 
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The performance is evaluated in terms of sensitivity, specificity, and accuracy as follows: 
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The performance of the KNN classifier is better than the performance of the SVM 

when a small training data used but as the training data increases; SVM outperformed KNN. 

Table 6.7 shows the performance of both SVM classifier and  KNN classifier with DtB vector 

equals 200.  

 

Table 6.7: SVM and KNN performance with DtB vector equals 200. 

Training Data TN TP FN FP Sensitivity Specificity Accuracy  

16 198 125 25 27 83.3 88 86.1 
S
V
M
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

20 214 131 19 11 87.3 95.1 92 

24 218 139 11 7 92.6 96.8 95.2 

16 206 128 22 19 85.3 91.5 89.1 

K
N
N
 

20 213 130 20 12 86.6 94.6 91.5 

24 215 134 16 10 89.3 95.5 93.1 
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The DtB vector length has an effect on the classifier performance, as DtB vector 

length decreases; the classifier accuracy decreases. Figure 6.9 shows the relation between 

classification accuracy and DtB vector length. Also, in figures 6.10 and 6.11, the ROC curves 

of KNN and SVM classifiers versus DtB vector length of 200 and 50 respectively, are shown. 

SVM is a more accurate than KNN.   

 

 

Figure 6.9: The relation between classification accuracy and DtB vector length.  

 

 
Figure 6.10: ROC curve of both KNN and SVM. a)  ROC curve with DtB length of 200 b) 

ROC curve with DtB length of 50. 
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Figure 6.11 shows an example of both occluded and non-occluded STOP signs along with 

their DtB. 

θ

θ  

Figure 6.11: Occluded and non-occluded STOP signs and their corresponding DtB. 

 

6.5 Vandalism condition assessment results 

The classification process between vandalized and non-vandalized road signs has been 

achieved using three one-versus-one Gaussian-kernel SVM classifiers with STOP sign, 

school sign, and YIELD sign. Rectangular and diamond vandalized road signs have been 

inspected using two one-versus-all Gaussian-kernel SVM classifiers (Figure 5.10). The input 

of each SVM is a gray scale image of size 40x40 pixels where each SVM has been trained 

with vandalized and non-vandalized road signs.  
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Parameter values of Gaussian-kernel SVM (   , C) were selected using two different 

methods: 

• Grid search (GS) in which the best parameter values combination is selected from 

exponentially growing sequences of   and C. Sequences are defined as 

}2,........,2{};2........,,2{ 71155 −−− ∈∈ σC and the best combination is selected using 

cross-validation for checking the accuracy [95, 96]. 

• Particle swarm optimization (PSO) where each particle is characterized in the parameter 

space by a 2-dimensional vector x= [  , C]. Each particle is initialized randomly with C    

and   ; then the fitness function which is the classification rate is calculated by training 

SVM after partitioning the training data to 6 partitions as shown in Figure 6.12. The 

fitness function of the best particle would be used to update particles’ positions and 

velocities and the operation will repeat until the termination condition is satisfied [97, 

98]. Table 6.8 shows the values of both     and C for each classifier using both PSO and 

GS. 

 

Figure 6.12: PSO-SVM model. 
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Table 6.8: Gaussian-kernel SVM parameter values using PSO and GS. 

 

Vandalism assessment methodology has been tested separately on each road sign shape 

with different vandalized and non-vandalized road signs as shown in Table 6.9. The accuracy 

of both rectangular and diamond shapes represents the accuracy of the assessment classifier. 

The overall accuracy of the vandalism assessment methodology is 88.7%. Figure 6.13 shows 

the ROC curve of vandalism assessment performance using Gaussian-kernel SVM with PSO, 

Gaussian-kernel SVM with GS, linear SVM, and KNN classifiers where SVM has 

outperformed KNN. Additionally, Gaussian-kernel SVM with PSO parameter selection has 

the best accuracy among the four classifiers. 

 

 

 

 

 

 

 

 

 

Parameter Octagonal Rectangular Triangular Pentagonal Diamond 

σ  11.898 19.652 6.5692 19.854 18.878 
PSO 

C 38.0546 96.26 48.44 54.24 28.78 

σ  11.25 54.35 11.1 20.85 32.5 
GS 

C 38.1 52.2 48.5 32.5 48.45 
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Table 6.9: Summary of vandalism condition assessment results using SVM-PSO. 

Sign shape  TN TP FN FP Sensitivity Specificity Accuracy 

Octagonal 49 41 2 5 95.3 90.7 92.8 

Triangular 31 27 2 6 93.1 83.8 87.9 

Pentagonal 26 23 1 5 95.8 83.9 89.1 

Rectangular 66 54 6 13 90 83.5 86.3 

Diamond 64 51 4 11 92.7 85.3 88.5 

All signs 236 196 15 40 92.9 85.5 88.7 

 

 

 

Figure 6.13: ROC curve of the vandalism condition assessment methodology 
performance. 
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6.6 Deterioration condition assessment results 

Linear support vector machines (SVM) was trained using a feature vector of road sign 

background’s red, green, blue, and gray channels of both deteriorated and non-deteriorated 

red signs. The deterioration methodology has been tested over 91 different red road sign 

objects with 58 non-deteriorated objects and 33 deteriorated ones. Road signs’ test data has 

different conditions in terms of illumination level. 

The feature vector was built by extracting a small portion from the road sign background 

with size equals 30x30 pixels where the different channels were computed from it. Figure 

6.14 shows the process of extracting the feature vector components from the original road 

sign object. Two feature vectors (FV) were suggested in the training process of support 

vector machine, the first feature vectors (FV1) is defined as [Red; Green; Blue; Gray] while 

the second feature vector (FV2) is defined as [Red, Green, Gray]. The classifier was trained 

with 30 different instances with 15 deteriorated signs and 15 non-deteriorated ones. All road 

signs in the training and testing subsets were classified visually as deteriorated or non-

deteriorated. 

 

Figure 6.14: Feature vector extraction method from road sign background. a) non-
deteriorated road sign with background and the four channels b) deteriorated road sign with 

background and the four channels. 
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 The performance of SVM classifier was evaluated with the two feature vectors as shown 

in Table 6.10 and Figure 6.15 using the four possible test results mentioned in Section 3.5: 

• True positive (TP): deteriorated road sign correctly identified as deteriorated. 

• False positive (FP): non-deteriorated road sign incorrectly identified as deteriorated. 

• True negative (TN): non-deteriorated road sign correctly identified as non-deteriorated. 

• False negative (FN): deteriorated road sign incorrectly identified as non- deteriorated. 

The overall accuracy of the SVM with FV1 is slightly better than that with FV2. 

 

Table 6.10: Summary of deterioration condition assessment results. 

Feature vector TN TP FN FP Sensitivity Specificity Accuracy 

FV1 51 31 2 7 93.9 87.9 90.1 

FV2 49 31 2 9 93.9 84.5 87.9 

 

 

Figure 6.15: ROC curve of the deterioration condition assessment methodology 
performance. 
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CHAPTER 7 

CONCLUSION 

 

7.1 Summary 

 In this dissertation, a framework to automate the condition assessment of road signs in 

terms of tilting, partial occlusion, vandalism, and deterioration has been developed. The 

framework methodology includes a defect-invariant method for sign detection and shape 

recognition. The framework consists of the following stages:  

1. Road sign detection using color segmentation;  

2. Road sign shape recognition based on sign geometry and color;  

3. Sign tilt detection and computation using geometric dimensions of shape outline; 

4. Partial occlusion assessment using distance to border (DtB) feature vector and linear 

support vector machine (SVM) as a classifier;  

5. Vandalism condition assessment of road signs based on Gaussian-kernel SVM; and  

6. Deterioration condition assessment of road signs using color channels and linear 

SVM. 

The framework was tested and validated on three different road sign image databases. 

Furthermore, in addition to the real defects in the dataset, synthetic defects were added to 

some of the real images to satisfy certain conditions and to increase the number of images 

with sign defects.  

The proposed framework can be applied to any mobile mapping system images. This 

automated inspection and condition assessment system should improve the process of road 

sign maintenance that is currently achieved by a human operator going through the field. 

Maintenance agencies and departments of transportation can benefit from such a system by 
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providing an automated mechanism for tracking the condition of road signs among other 

applications such as intelligent vehicle information system.   

 

7.2 Limitations and recommendations 

The condition assessment framework demonstrated in this dissertation can be improved 

by increasing its efficiency and reducing it execution time. Limitations of this system include: 

1) the lighting condition problem is still a challenge, affecting the detection of road signs 

especially the white colored ones; 2) the tilt angle values are limited due to the fact that we 

compute the tilt angle using only the shape outline regardless of sign content; and, 3) the 

algorithms for the assessment methodology and detection of signs are computationally 

demanding. 

Recommendations for improvements to enhance performance may include:  

– Proposing another color segmentation technique that is more robust to variation in 

illumination;  

– Improving the efficiency of detection of small size road sign objects by post-

processing of already segmented frames;  

– Including the possibility of partial occlusion occurring on the left side of the road sign 

which can be useful in detecting defects such as breakage in left side of sign and 

graffiti; and, . 

– Investigating deterioration further by using real images with pre-determined 

retroreflectivity to validate the results of this work and perhaps to establish a better 
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understanding of the correspondence between sign retroreflectivity and deterioration 

perception from an image. 

7.3 Contributions 

Contributions of this dissertation are: 

• Detection and recognition of partially occluded and tilted road signs by using geometric 

features integrated with color information.  

• Tilt detection and value computation of road signs using the symmetry properties of road 

sign shapes.  

• Evaluation of road sign shape visibility in terms of partial occlusion and partial breakage 

using DtB feature vector and SVM methods. 

• Evaluation of road sign visibility in terms of vandalism using Gaussian-kernel SVM. 

• Evaluation of road sign visibility in terms of deterioration using color based feature 

vector and linear SVM.  

7.4 Future research directions 

 Extensions to this work should investigate other methods for the shape detection and 

recognition instead of the color segmentation based method used in this work to improve 

computational efficiency.  Assessment of road sign visibility and deterioration stages using 

background homogeneity should also be addressed in the future to establish a correspondence 

with road sign retroreflectivity measurements. The deterioration detection can also be 

enhanced by allowing for multi-level assessment and classification of defects as opposed to 

the current binary result of being either a defective or non-defective road sign within specific 

categories of defects.  
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 Assessment of road sign deterioration can be compared to retroreflectivity 

measurements of any maintenance agency to establish a relation between deterioration and 

retroreflectivity. Visibility parameters can also be combined to set up one visibility parameter 

with multi-levels that describes the overall status of road signs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



109 
 

BIBLIOGRAPHY 

[1] Z. Hou, "An Automated Road Sign Inventory System based on Computer Vision," 
University of Arkansas, 2009.  

[2] S. Kumares and L. Samuel, Transportation Decision Making: Principles of Project 

Evaluation and Programming. John Wiley &Sons, Inc, 2007.  

[3] C. V. Tao, "Mobile mapping technology for road network data acquisition," Journal of 

Geospatial Engineering, vol. 2, pp. 1-13, 2000.  

[4] G. He and G. Orvets, "Capturing road network data using mobile mapping technology," in 
International Archives of Photogrammetry and Remote Sensing, Vol.XXXIII, Part 2, 

Amsterdam, 2000, pp. 272-277.  

[5] D. J. Findley, C. M. Cunningham and J. E. Hummer, "Comparison of mobile and manual 
data collection for roadway components," Transportation Research Part C: Emerging 

Technologies, vol. 19, pp. 521-540, 6, 2011.  

[6] K. Opiela and D. D. Perkins, " Infrastructure Inventories – The Starting Point for 
Effective HighwayManagement," ITE Journal, vol. 56, pp. 27-34, 1986.  

[7] D. K. Peter, P. Schwarz and D. N. El-sheimy, "Mobile mapping systems -- state of the art 
and future trends," in XXXV, Part B1, 2004, pp. 5.  

[8] N. El-Sheimy, "Analytical The Development of VISAT - A Mobile Survey System For 
GIS Applications," 1996.  

[9] P. Gil Jim\'enez, S. M. Basc\'on, H. G. Moreno, S. L. Arroyo and F. L. Ferreras, "Traffic 
sign shape classification and localization based on the normalized FFT of the signature of 
blobs and 2D homographies," Signal Process, vol. 88, pp. 2943-2955, dec, 2008.  

[10] A. D. L. Escalera, J. M. A. Armingol and M. Mata, "Traffic sign recognition and 
analysis for intelligent vehicles," Image Vision Comput., vol. 21, pp. 247-258, 2003.  

[11] S. Lafuente-Arroyo, P. Gil-Jimenez, R. Maldonado-Bascon, F. Lopez-Ferreras and S. 
Maldonado-Bascon, "Traffic sign shape classification evaluation I: SVM using distance to 
borders," in Intelligent Vehicles Symposium, 2005. Proceedings. IEEE, 2005, pp. 557-562.  

[12] I. Sebanja, "A robust and efficient technique for detection and recognition of American 
road signs," Department of Electrical and Computer Engineering, University of 

Massachusetts Lowell, USA, 2010.  

[13] Meng-Yin Fu and Yuan-Shui Huang, "A survey of traffic sign recognition," in Wavelet 

Analysis and Pattern Recognition (ICWAPR), 2010 International Conference on, 2010, pp. 
119-124.  

[14] P. Siegmann, S. Lafuente-Arroyo, S. Maldonado-Basc\'on, P. Gil-Jim\'enez and H. 
G\'omez-Moreno, "Automatic evaluation of traffic sign visibility using SVM recognition 



110 
 

methods," in Proceedings of the 5th WSEAS International Conference on Signal Processing, 

Computational Geometry \& Artificial Vision, Malta, 2005, pp. 170-175.  

[15] A. Gonzalez, M. A. Garrido, D. F. Llorca, M. Gavilan, J. P. Fernandez, P. F. 
Alcantarilla, I. Parra, F. Herranz, L. M. Bergasa, M. A. Sotelo and P. Revenga de Toro, 
"Automatic Traffic Signs and Panels Inspection System Using Computer Vision," Intelligent 

Transportation Systems, IEEE Transactions on, vol. 12, pp. 485-499, 2011.  

[16] S. Gilani, "Road Sign Recognition based on Invariant Features using Support Vector 
Machine," Faculty of Electrical and Computer Engineering, Dalarna University, Sweden, 

2007.  

[17] P. Gil Jim\'enez, S. M. Basc\'on, H. G. Moreno, S. L. Arroyo and F. L. Ferreras, "Traffic 
sign shape classification and localization based on the normalized FFT of the signature of 
blobs and 2D homographies," Signal Process, vol. 88, pp. 2943-2955, dec, 2008.  

[18] J. F. Khan, S. M. A. Bhuiyan and R. R. Adhami, "Image Segmentation and Shape 
Analysis for Road-Sign Detection," Intelligent Transportation Systems, IEEE Transactions 

on, vol. 12, pp. 83-96, 2011.  

[19] S. Maldonado-Bascon, S. Lafuente-Arroyo, P. Gil-Jimenez, H. Gomez-Moreno and F. 
Lopez-Ferreras, "Road-Sign Detection and Recognition Based on Support Vector Machines," 
Intelligent Transportation Systems, IEEE Transactions on, vol. 8, pp. 264-278, 2007.  

[20] N. El-Sheimy, " 
The Development of VISAT - A Mobile Survey System For GIS Applications," Department 

of Geomatics Engineering, University of Calgary, Calgary, Alberta, 1996.  

[21] Absolute Mapping Solutions Inc., Http://www.Amsvisat.Com/, .  

[22] K. P. Schwartz and N. El-Sheimy, "Kinematic multi-sensor systems for close range 
digital imaging," in International Archives of Photogrammetry and Remote Sensing, Vienna, 
Austria, 1996, .  

[23] Federal Highway Administration,Department of Transportation, Manual on Uniform 

Traffic Control Devices (MUTCD). 2009.  

[24] Richard C.Moeur, "Manual of Traffic Signs," Http://www.Trafficsign.Us/, .  

[25] V. P. K. Immaneni, W. J. Rasdorf, J. E. Hummer and C. Yeom, "Field Investigation of 
Highway Sign Damage Rates and Inspector Accuracy," Public Works Management & 

Policy}, vol. 11, pp. 266-278, 2007.  

[26] E. Harris, "Sign Maintenance Strategies for Agencies to Comply with the FHWA 
Minimum Retroreflectivity Standards," North Carolina State University,North 

Carolina,United States, 2010.  

[27] A. Bischoff and D. Bullock, "Sign retroreflectivity study," FHWA-IN-JTRP-2002-22, 
FHWA, Washington, D.C., 2003.  



111 
 

[28] G. Flintsch, "Review of retroreflective sign sheeting materials, practices, and policies. 
final report," Research Project FHWA/AZ-SP93/04, Federal Highway Administration, 1993.  

[29] N. H. Maerz and Q. Niu, "Automated mobile highway sign visibility measurement 
system," in Transaction Research Board, 82th AnnualMeeting, Washington, D.C., January 
12-16, 2003, .  

[30] B. Wolshon and R. Degeyter, "Performance of Traffic Sign Retroreflectivity," IMSA 

(International Municipal Signal Association), vol. 38, 2000.  

[31] S. R. Madeira, L. C. Bastos, A. M. Sousa, J. F. Sobral and L. P. Santos, "AUTOMATIC 
TRAFFIC SIGNS INVENTORY USING A MOBILE MAPPING SYSTEM " in GIS 

PLANET 2005, International Conference and Exhibition on Geographic Information, Lisboa, 
Portugal, 2005, .  

[32] S. Šegvić, K. Brkić, Z. Kalafatić, V. Stanisavljević, D. Budimir and I. Dadić, "Towards 
automatic assessment and mapping of traffic infrastructure by adding vision capabilities to a 
geoinformation inventory," in MIPRO, Croatia, 2009, .  

[33] S. Maldonado-Bascon, S. Lafuente-Arroyo, P. Siegmann, H. Gomez-Moreno and F. J. 
Acevedo-Rodriguez, "Traffic sign recognition system for inventory purposes," in Intelligent 

Vehicles Symposium, 2008 IEEE, 2008, pp. 590-595.  

[34] Facet Technology Corp., "The automated determination of sign and pavement marking 
retroreflectivity from moving platform," Eden Prairie, MN, .  

[35] K. Doman, D. Deguchi, T. Takahashi, Y. Mekada, I. Ide, H. Murase and Y. Tamatsu, 
"Estimation of traffic sign visibility toward smart driver assistance," in Intelligent Vehicles 

Symposium (IV), 2010 IEEE, 2010, pp. 45-50.  

[36] K. Doman, D. Deguchi, T. Takahashi, Y. Mekada, I. Ide, H. Murase and Y. Tamatsu, 
"Estimation of traffic sign visibility considering temporal environmental changes for smart 
driver assistance," in Intelligent Vehicles Symposium (IV), 2011 IEEE, 2011, pp. 667-672.  

[37] H. González-Jorge, B. Riveiro, J. Armesto and P. Arias, "GEOMETRIC EVALUATION 
OF ROAD SIGNS USING RADIOMETRIC INFORMATION FROM LASER SCANNING 
DATA," in 28th International Symposium on Automation and Robotics in Construction, 

Seoul, Korea (South), 2011, pp. 1007-1012.  

[38] F. Kimura, T. Takahashi, Y. Mekada, I. Ide, H. Murase, T. Miyahara and Y. Tamatsu, 
"Measurement of visibility conditions toward smart driver assistance for traffic signals," in 
Intelligent Vehicles Symposium, 2007 IEEE, 2007, pp. 636-641.  

[39] K. Mori, T. Kato, T. Takahashi, I. Ide, H. Murase, T. Miyahara and Y. Tamatsu, 
"Visibility estimation in foggy conditions by in-vehicle camera and radar," in Innovative 

Computing, Information and Control, 2006. ICICIC '06. First International Conference on, 

2006, pp. 548-551.  



112 
 

[40] J. F. Khan, S. M. A. Bhuiyan and R. R. Adhami, "Image Segmentation and Shape 
Analysis for Road-Sign Detection," Intelligent Transportation Systems, IEEE Transactions 

on, vol. 12, pp. 83-96, 2011.  

[41] E. Perez and B. Javidi, "Nonlinear distortion-tolerant filters for detection of road signs," 
Vehicular Technology, IEEE Transactions on, vol. 51, pp. 567-576, 2002.  

[42] Min Shi, Haifeng Wu and H. Fleyeh, "Support vector machines for traffic signs 
recognition," in Neural Networks, 2008. IJCNN 2008. (IEEE World Congress on 

Computational Intelligence). IEEE International Joint Conference on, 2008, pp. 3820-3827.  

[43] X. Baro, S. Escalera, J. Vitria, O. Pujol and P. Radeva, "Traffic Sign Recognition Using 
Evolutionary Adaboost Detection and Forest-ECOC Classification," Intelligent 

Transportation Systems, IEEE Transactions on, vol. 10, pp. 113-126, 2009.  

[44] Jialin Jiao, Zhong Zheng, Jungme Park, Y. L. Murphey and Yun Luo, "A robust multi-
class traffic sign detection and classification system using asymmetric and symmetric 
features," in Systems, Man and Cybernetics, 2009. SMC 2009. IEEE International 

Conference on, 2009, pp. 3421-3427.  

[45] K. N. Plataniotis and A. N. Venetsanopoulos, Color Image Processing and Applications. 

New York, NY, USA: Springer-Verlag New York, Inc, 2000.  

[46] R. C. Gonzalez and R. E. Woods, Digital Image Processing. Boston, MA, USA: 
Addison-Wesley Longman Publishing Co., Inc, 1992.  

[47] H. D. Cheng, X. H. Jiang, Y. Sun and J. L. Wang, "Color image segmentation: Advances 
and prospects," Pattern Recognit, vol. 34, pp. 2259-2281, 2001.  

[48] W. Skarbek and A. Koschan, "Color image segmentation a survey," Tech. Univ. of 
Berlin, 1994.  

[49] L. Lucchese and S. K. Mitra, "Color image segmentation: A state-of-the-art survey," 
Proc. Indian Nat. Sci. Acad., vol. 67, pp. 207–221, 2001.  

[50] V. Kshirsagar, A. Adgaonkar and K. Tewari, "An adaptive color image segmentation (A 
study and observations based on actual implementation)," in Emerging Trends in Engineering 

and Technology (ICETET), 2009 2nd International Conference on, 2009, pp. 182-187.  

[51] H. Gomez-Moreno, S. Maldonado-Bascon, P. Gil-Jimenez and S. Lafuente-Arroyo, 
"Goal Evaluation of Segmentation Algorithms for Traffic Sign Recognition," Intelligent 

Transportation Systems, IEEE Transactions on, vol. 11, pp. 917-930, 2010.  

[52] R. Janssen, W. Ritter, F. Stein and S. Ott, "Hybrid approach for traffic sign recognition," 
in Intelligent Vehicles '93 Symposium, 1993, pp. 390-395.  

[53] A. Soetedjo and K. Yamada, "Traffic Sign Classification Using Ring Partitioned 
Method," IEICE Trans.Fundam.Electron.Commun.Comput.Sci., vol. E88-A, pp. 2419-2426, 
sep, 2005.  



113 
 

[54] I. Sebanja and D. B. Megherbi, "Automatic detection and recognition of traffic road 
signs for intelligent autonomous unmanned vehicles for urban surveillance and rescue," in 
Technologies for Homeland Security (HST), 2010 IEEE International Conference on, 2010, 
pp. 132-138.  

[55] A. de la Escalera, L. E. Moreno, M. A. Salichs and J. M. Armingol, "Road traffic sign 
detection and classification," Industrial Electronics, IEEE Transactions on, vol. 44, pp. 848-
859, 1997.  

[56] S. Maldonado Basc\'on, J. Acevedo Rodr\'\iguez, S. Lafuente Arroyo, A. Fernndez 
Caballero and F. L\'opez-Ferreras, "An optimization on pictogram identification for the road-
sign recognition task using SVMs," Comput.Vis.Image Underst., vol. 114, pp. 373-383, mar, 
2010.  

[57] Yok-Yen Nguwi and A. Z. Kouzani, "Automatic road sign recognition using neural 
networks," in Neural Networks, 2006. IJCNN '06. International Joint Conference on, 2006, 
pp. 3955-3962.  

[58] S. Lafuente-Arroyo, P. García Díaz, F. J. Acevedo-Rodríguez, P. Gil-Jiménez and S. 
Maldonado-Bascón, "Traffic sign classification invariant to rotations using support vector 
machines," in Proceedings of Advanced Concepts for Intelligent Vision Systems, 2004, .  

[59] J. F. Khan, S. M. A. Bhuiyan and R. R. Adhami, "Distortion invariant road sign 
detection," in Image Processing (ICIP), 2009 16th IEEE International Conference on, 2009, 
pp. 841-844.  

[60] H. Fleyeh, "Shadow and highlight invariant colour segmentation algorithm for traffic 
signs," in Cybernetics and Intelligent Systems, 2006 IEEE Conference on, 2006, pp. 1-7.  

[61] R. Malik, J. Khurshid and S. N. Ahmad, "Road sign detection and recognition using 
colour segmentation, shape analysis and template matching," in Machine Learning and 

Cybernetics, 2007 International Conference on, 2007, pp. 3556-3560.  

[62] Z. Hu and Y. Tsai, "generalized image recognition algorithm for sign inventory," 
Journal of Computing in Civil Engineering, vol. 25, pp. 149-157, 2011.  

[63] F. Parada-Loira and J. L. Alba-Castro, "Local contour patterns for fast traffic sign 
detection," in Intelligent Vehicles Symposium (IV), 2010 IEEE, 2010, pp. 1-6.  

[64] I. Landesa-Vázquez, F. Parada-Loira and J. L. Alba-Castro, "Fast real-time multiclass 
traffic sign detection based on novel shape and texture descriptors," in Intelligent 

Transportation Systems (ITSC), 2010 13th International IEEE Conference on, 2010, pp. 
1388-1395.  

[65] N. Barnes, A. Zelinsky and L. S. Fletcher, "Real-Time Speed Sign Detection Using the 
Radial Symmetry Detector," Intelligent Transportation Systems, IEEE Transactions on, vol. 
9, pp. 322-332, 2008.  



114 
 

[66] C. Bahlmann, Y. Zhu, Visvanathan Ramesh, M. Pellkofer and T. Koehler, "A system for 
traffic sign detection, tracking, and recognition using color, shape, and motion information," 
in Intelligent Vehicles Symposium, 2005. Proceedings. IEEE, 2005, pp. 255-260.  

[67] Woong-Jae Won, Minho Lee and Joon-Woo Son, "Implementation of road traffic signs 
detection based on saliency map model," in Intelligent Vehicles Symposium, 2008 IEEE, 

2008, pp. 542-547.  

[68] Yok-Yen Nguwi and Siu-Yeung Cho, "Two-tier self-organizing visual model for road 
sign recognition," in Neural Networks, 2008. IJCNN 2008. (IEEE World Congress on 

Computational Intelligence). IEEE International Joint Conference on, 2008, pp. 794-799.  

[69] M. A. Garcia-Garrido, M. A. Sotelo and E. Martm-Gorostiza, "Fast traffic sign detection 
and recognition under changing lighting conditions," in Intelligent Transportation Systems 

Conference, 2006. ITSC '06. IEEE, 2006, pp. 811-816.  

[70] Wen-Jia Kuo and Chien-Chung Lin, "Two-stage road sign detection and recognition," in 
Multimedia and Expo, 2007 IEEE International Conference on, 2007, pp. 1427-1430.  

[71] Anonymous Fundamentals of Neural Networks: Architectures, Algorithms, and 

Applications. Upper Saddle River, NJ, USA: Prentice-Hall, Inc, 1994.  

[72] A. Abraham, "Meta-Learning Evolutionary Artificial Neural Networks," Journal, 

Elsevier Science, Netherlands, vol. 56, pp. 1-38, 2003.  

[73] P. Medici, C. Caraffi, E. Cardarelli, P. P. Porta and G. Ghisio, "Real time road signs 
classification," in Vehicular Electronics and Safety, 2008. ICVES 2008. IEEE International 

Conference on, 2008, pp. 253-258.  

[74] S. Vitabile, A. Gentile and F. Sorbello, "A neural network based automatic road signs 
recognizer," in Neural Networks, 2002. IJCNN '02. Proceedings of the 2002 International 

Joint Conference on, 2002, pp. 2315-2320.  

[75] J. Miura, T. Kanda and Y. Shirai, "An active vision system for real-time traffic sign 
recognition," in Intelligent Transportation Systems, 2000. Proceedings. 2000 IEEE, 2000, pp. 
52-57.  

[76] T. Hassan and N. El-Sheimy, "Automated traffic sign detection for modern driver 
assistance systems," in FIG Congress 2010, Sydney, Australia, 2010, .  

[77] A. Ruta, Y. Li and X. Liu, "Real-time traffic sign recognition from video by class-
specific discriminative features," Pattern Recogn., vol. 43, pp. 416-430, jan, 2010.  

[78] A. Ruta, Y. Li and X. Liu, "Traffic sign recognition using discriminative local features," 
in Proceedings of the 7th International Conference on Intelligent Data Analysis, Ljubljana, 
Slovenia, 2007, pp. 355-366.  

[79] B. Scholkopf and A. J. Smola, Learning with Kernels: Support Vector Machines, 

Regularization, Optimization, and Beyond. Cambridge, MA, USA: MIT Press, 2001.  



115 
 

[80] A. Karatzoglou, T. U. Wien, D. Meyer, W. Wien, K. Hornik and W. Wien, "Support 
Vector Machines in R," Journal of Statistical Software, Volume, pp. 1-28, 2006.  

[81] C. J. C. Burges, "A Tutorial on Support Vector Machines for Pattern Recognition," Data 

Min.Knowl.Discov., vol. 2, pp. 121-167, jun, 1998.  

[82] A. M. Andrew, "AN INTRODUCTION TO SUPPORT VECTOR MACHINES AND 
OTHER KERNEL-BASED LEARNING METHODS by Nello Christianini and John Shawe-
Taylor, Cambridge University Press, Cambridge, 2000, xiii\&plus;189 pp., ISBN 0-521-
78019-5 (Hbk, \£27.50)." Robotica, vol. 18, pp. 687-689, nov, 2000.  

[83] V. N. Vapnik, The Nature of Statistical Learning Theory. New York, NY, USA: 
Springer-Verlag New York, Inc, 1995.  

[84] N. Cristianini and J. Shawe-Taylor, An Introduction to Support Vector Machines: And 

Other Kernel-Based Learning Methods. New York, NY, USA: Cambridge University Press, 
2000.  

[85] P. Cunningham and S. J. Delany, "k-Nearest Neighbour Classifiers," 2007.  

[86] S. Theodoridis and K. Koutroumbas, Pattern Recognition, Fourth Edition. Academic 
Press, 2008.  

[87] R. Kohavi, "A study of cross-validation and bootstrap for accuracy estimation and model 
selection," in 1995, pp. 1137-1143.  

[88] P. Refaeilzadeh, L. Tang and H. Liu, "Cross-validation," in Encyclopedia of Database 

Systems, L. Liu and M. T. \{O}zsu, Eds. Springer US, 2009, pp. 532-538.  

[89] J. Kennedy and R. Eberhart, "Particle swarm optimization," in Neural Networks, 1995. 

Proceedings., IEEE International Conference on, 1995, pp. 1942-1948 vol.4.  

[90] Sheng Ding and Shunxin Li, "PSO parameters optimization based support vector 
machines for hyperspectral classification," in Information Science and Engineering (ICISE), 

2009 1st International Conference on, 2009, pp. 4066-4069.  

[91] R. C. Eberhart, Y. Shi and J. Kennedy, Swarm Intelligence (the Morgan Kaufmann 

Series in Evolutionary Computation). Morgan Kaufmann, 2001.  

[92] W. Zhu, N. Zeng and N. Wang, "Sensitivity, Specificity, Accuracy, Associated 
Confidence Interval and ROCAnalysis with Practical SAS Implementations," Health Care 

and Life Sciences, NESUG, 2010.  

[93] K. Chu, "An introduction to sensitivity, specificity, predictive values and likelihood 
ratios," Emerg. Med., pp. 175-181, sep, 1999.  

[94] Michigan Department of Transportation, "http://www.michigan.gov/mdot" .  



116 
 

[95] B. F. de Souza, A. C. P. L. F. de Carvalho, R. Calvo and R. P. Ishii, "Multiclass SVM 
model selection using particle swarm optimization," in Hybrid Intelligent Systems, 2006. HIS 

'06. Sixth International Conference on, 2006, pp. 31-31.  

[96] M. Hric, M. Chmulik and R. Jarina, "Model parameters selection for SVM classification 
using particle swarm optimization," in Radioelektronika (RADIOELEKTRONIKA), 2011 21st 

International Conference, 2011, pp. 1-4.  

[97] F. Ardjani, K. Sadouni and M. Benyettou, "Optimization of SVM MultiClass by particle 
swarm (PSO-SVM)," in Database Technology and Applications (DBTA), 2010 2nd 

International Workshop on, 2010, pp. 1-4.  

[98] B. F. de Souza, A. C. P. L. F. de Carvalho, R. Calvo and R. P. Ishii, "Multiclass SVM 
model selection using particle swarm optimization," in Hybrid Intelligent Systems, 2006. HIS 

'06. Sixth International Conference on, 2006, pp. 31-31.  

 


