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MATHEMATICAL METHODS OF ANALYSIS FOR CONTROL AND

DYNAMIC OPTIMIZATION PROBLEMS ON MANIFOLDS

Robert J. Kipka, Ph.D.

Western Michigan University, 2014

Driven by applications in fields such as robotics and satellite attitude control, as

well as by a need for the theoretical development of appropriate tools for the analysis

of geometric systems, problems of control of dynamical systems on manifolds have

been studied intensively during the past three decades. In this dissertation we sug-

gest new mathematical techniques for the study of control and dynamic optimization

problems on manifolds. This work has several components including: an extension

of the classical Chronological Calculus to control and dynamical systems which are

merely measurable in time and evolve on manifolds modeled over Banach space;

novel proofs of Pontryagin Maximum Principle in settings more general than those

currently existing in the literature; necessary optimality conditions for dynamic

optimization problems on manifolds in which the dynamics are constrained by a

differential inclusion; and a generic existence and uniqueness theorem for problems

of optimal control posed on manifolds. Our studies of optimal control and dynamic

optimization include exact penalization and metric regularity results for problems

with initially and terminally constrained states which are new even in the case

M = Rn. This work also includes generalizations of the classical Chow-Rashevskii

theorem from geometric control theory and the Fundamental and duBois-Reymond

lemmas from classical Calculus of Variations to the setting of infinite-dimensional

manifolds.
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CHAPTER 1

Introduction

In this dissertation we develop techniques of analysis for problems of dynamic

optimization and control in which the state evolves on a manifold, possibly of infinite

dimension. Our intent is to present a framework in which such problems can be

analyzed and to develop new results within this framework. To this end we present a

generalization of the Chronological Calculus, a powerful computational technique for

the study of nonlinear control systems first introduced by Agrachev and Gamkrelidze

in 1978 [2]. We also suggest a new technique of Lagrangian charts, which is in

close analogy with idea of Lagrangian coordinates in classical fluid dynamics [8].

These techniques, along with the recently developed theory of nonsmooth analysis

for smooth manifolds [66], are used to develop results in the geometric theory of

dynamic optimization regarding: global controllability; existence and uniqueness

of optimal controls; and necessary optimality conditions. A central focus of this

dissertation is the development of necessary optimality conditions for geometric

problems and we devote three chapters to this topic.

1.1. Overview of Main Results

This introductory chapter provides a brief overview of our main results and a

short outline of background material.

1.1.1. Extension of the Chronological Calculus. In 1978, Agrachev and

Gamkrelidze introduced in [2] the Chronological Calculus as a technique for the
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study of nonlinear control systems. The central idea of this technique is to study non-

linear objects of control and dynamical systems as linear operators on a particular

function space. The Chronological Calculus has been further developed in [3, 4, 47]

and greatly simplifies many calculations of nonlinear control theory. Applications

of the existing Chronological Calculus are many and can be found in studies of

abnormal extremals [5]; averaging techniques for control systems [20, 78, 88]; con-

trollability [6, 55, 85]; higher order necessary conditions [85, 86]; motion planning

[83]; series expansions such as those of Volterra or Chen-Fleiss [56, 57, 58, 70, 88];

and stability [78].

However, the existing Chronological Calculus is limited in that: it is valid only

for control systems on finite-dimensional manifolds; the dynamical systems con-

sidered must be C∞-smooth; controls should be piecewise continuous for the full

calculus; and the function space in question is a Fréchet space – a feature which

complicates a number of proofs. We introduce an extension of the Chronological

Calculus which is valid for Ck-smooth Banach manifolds; applies to dynamical sys-

tems which are merely Ck-smooth and controls which are merely measurable; and

replaces the Fréchet-space structure with a simplified remainder-term calculus.

The Chronological Calculus has classically been very useful in applications such

flows of perturbed vector fields; Volterra series expansions of flows; and derivative

of flows with respect to parameter. We expand each of these applications to flows

of Ck-smooth vector fields on Banach manifolds.

A 1992 paper of Mauhart and Michor [68] defines a useful notion of bracket of

flows: for flows Pt and Qt of autonomous vector fields X,Y one may define

[Pt, Qt] := Q−t ◦ P−t ◦Qt ◦ Pt.

In the same paper the authors establish a formula relating brackets of flows on man-

ifolds of infinite dimension to Lie brackets of their vector fields. The Chronological
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Calculus greatly simplifies the study of Lie brackets of vector fields and associated

flows and to demonstrate the effectiveness of our remainder term calculus we provide

a new proof of their formula.

Lie brackets play an important role in the study of controllability of nonlinear

systems and an important classical result for finite-dimensional nonlinear control

problems is the Chow-Rashevskii theorem [22, 75]. This result provides sufficient

conditions for global controllability of finite-dimensional, affine control systems in

the absence of drift. The second chapter of this dissertation concludes by combining

techniques of nonsmooth analysis with the bracket formula of Mauhart and Michor

to establish the following generalization of the Chow-Rashevskii theorem:

Theorem. Consider a control system

q̇(t) =
∞∑
i=1

ui(t)Vi(q(t))

evolving on a manifold M modeled over a smooth Banach space E. We suppose that

at each time controls ui(t) take values in {−1, 0, 1} and all but finitely many are

zero.

Define a distribution L ⊂ TM through

L = span {[Vi1 , [Vi2 , [. . . , Vik ]]] : k ∈ N} .

If for each q ∈ M , Lq is dense in TqM , then the system is globally approximately

controllable.

1.1.2. Vector Fields, Flows, and Lagrangian Charts. In the third chapter

we provide a careful exposition of properties of vector field flows, as well as flows on

TM and T ∗M induced by their pushforward or pullback. In addition, we provide

an introduction to the method of Lagrangian chart and establish some elementary

properties of these charts.
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1.1.3. Necessary Optimality Conditions. In Chapters Four, Five, and Seven,

we consider dynamic optimization problems in which the velocities are constrained

either according to a control system:

(1.1.1) q̇(t) = f(t, q(t), u(t))

with measurable control u taking values in a metric space U or according to a

differential inclusion:

(1.1.2) q̇(t) ∈ F (t, q(t)),

where F : [0, T ] ×M ⇒ TM is a set-valued map satisfying F (t, q) ⊂ TqM for all

(t, q). For problems of the first type we derive geometric versions of the Pontryagin

Maximum Principle while for problems of the second we derive a geometric version

of Clarke’s Hamiltonian inclusion. We briefly describe these approaches below.

1.1.3.1. Pontryagin Maximum Principle. A classical condition for characterizing

optimal controls is the Pontryagin Maximum Principle [74], a central result in the

field of dynamic optimization. Since its appearance in the 1950’s, the Maximum

Principle has inspired considerable effort in the study of optimal control problems

in Rn. During the past few decades, optimal control problems on manifolds have also

been studied intensively and statements of the Maximum Principle for such problems

can be found in [4, 7, 12, 17, 54, 79, 84]. However, of these, only a handful (see

e.g. [4, 7, 17]) offer a full proof of the Maximum Principle for problems on general

manifolds and these papers are limited to special cases. Among the restrictions

are assumptions that the set S constraining the terminal point q(T ) must be an

immersed submanifold or singleton and the terminal cost `(q(T )) must be at least

C1-smooth. Further, none of the above references establish the Maximum Principle

for problems in which the state evolves on a Banach manifold.
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We demonstrate in Chapter Four that, for a broad class of problems, the first-

order theory of Calculus of Variations is contained in the Maximum Principle. In this

chapter we arrive at the Maximum Principle through a kind of nonsmooth calculus

of variations. This approach is similar to that introduced by Clarke in [31] for the

study of differential inclusions in which a penalty function of the type introduced

by Filippov [44] is used to decouple the controls from the trajectories. We apply

the method of Lagrangian charts to derive a similar penalty function for problems

on manifolds and obtain a general statement of the Maximum Principle for Bolza

problems on Banach manifolds.

This approach, in which optimal control is approached through the nonsmooth

Calculus of Variations, relies on a geometric generalization of the fundamental lemma

of Calculus of Variations. This lemma has classically played a central role in the

derivation of necessary optimality conditions in Calculus of Variations and one

source [35] dates the appearance of this lemma as far back as 1854. In spite of

its age and importance in the linear theory, there does not appear to be an ana-

logue for this lemma when the underlying space is a Banach manifold, even of finite

dimension.

Chapter Four also provides a generalization of the classical duBois-Reymond

lemma, whose linear analogue dates back to 1879 [36], and a theory of integration

by parts for maps into TM and T ∗M .

In the fifth chapter we study geometric control problems with terminal con-

straints. Here there is a nice analogy with classical optimization theory. Consider

the problem of minimizing a function c : Rn → R subject to smooth inequality

constraints gi(x) ≤ 0, 1 ≤ i ≤ r. Suppose that x is a local minimizer. Under the

assumption that the gradients of the active constraints are convex independent at
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x one can show that x is an unconstrained local minimizer for the function

(1.1.3) c(x) +K max {0, g1(x), . . . , gr(x)} ,

with K sufficiently large. One may then employ techniques of nonsmooth analysis

to arrive at the Lagrange multiplier rule: there exist λi ≥ 0 satisfying λigi(x) = 0

for 1 ≤ i ≤ r such that

(1.1.4) ∇c(x) +
r∑
i=1

λi∇gi(x) = 0.

On the other hand, if the gradients of the active constraints are not convex inde-

pendent at x then there exist λi ≥ 0 satisfying λigi(x) = 0 for 1 ≤ i ≤ r such

that

(1.1.5)
r∑
i=1

λi∇gi(x) = 0.

Further, in this second case, the λi are not all equal to zero. Thus exact penalization,

abnormality of minimizers, and necessary optimality conditions are closely related

through nonsmooth analysis, even when the data c and gi are smooth.

This approach to the theory of Lagrange multipliers is related to the metric

regularity of the smooth inequality constraints. In the fifth chapter we approach the

derivation of a geometric Maximum Principle for problems with terminal constraints

by developing a pseudometric for controls and studying the metric regularity of the

constraint q(T ) ∈ S with respect to this pseudometric. Interestingly, we are able

to arrive at results which are analogous to the Lagrange multiplier result described

above. In particular, we prove the following:
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Theorem. Let u0 be an optimal control with trajectory q0. Suppose that every

absolutely continuous solution ζ to the adjoint equations

ζ̇(t) =
−→
H (t, ζ(t), u0(t)),(1.1.6)

which satisfies both the transversality condition −ζ(T ) ∈ NL
S (q0(T )) and the nonde-

generacy condition ζ(T ) 6= 0 fails to satisfy the maximum principle

(1.1.7) H(t, ζ(t), u0(t)) = max
u∈U

H(t, ζ(t), u)

on a subset of [0, T ] with nonzero measure.

Then u0 is an unconstrained local minimizer for the penalized Mayer problem

whose cost is given by

(1.1.8) q 7→ `(q) +Kd(q),

where d is the locally defined function d(q) := dθ(S) ◦ θ(q) for a coordinate chart θ

whose domain includes q0(T ).

The precise problem studied and surrounding assumptions are given explicitly

in Chapter Five. This theorem is analogous to the Lagrange multiplier problem in

that the absence of abnormality implies that the constraint can be removed through

exact penalization. These techniques are used to prove the following version of the

Maximum Principle:

Theorem. Suppose that u0 is an optimal control with trajectory q0. There exist

λ0 ∈ {0, 1} and −ζT ∈ λ0∂L`(q
0(T )) + NL

S (q0(T )) such that if ζ : [0, T ] → T ∗M is

the solution to

ζ̇(t) =
−→
H (t, ζ(t), u0(t)), ζ(T ) = ζT(1.1.9)
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then for almost all t

H(t, ζ(t), u0(t)) = max
u∈U

H(t, ζ(t), u).

Further, either λ0 = 1 or ζ(t) 6= 0 for all t.

1.1.3.2. Clarke’s Hamiltonian Inclusion. In Chapter Seven we develop necessary

optimality conditions for problems of dynamic optimization which include a dynamic

constraint in the form of a differential inclusion

(1.1.10) q̇(t) ∈ F (t, q(t)).

Such differential inclusions appear naturally in a variety of settings, including geo-

desic problems, in which a natural formulation is

q̇(t) ∈
{
v ∈ Tq(t)M : ‖v‖g ≤ 1

}
.

Differential inclusions also arise naturally optimal control problems which are sub-

ject to mixed constraints of the form

gj(t, x(t), u(t)) ≤ 0 1 ≤ j ≤ r.

Early studies of such problems in the context of optimal control include [37]. Sub-

stantial progress in the theory of necessary conditions for differential inclusions was

made in the 1970s by Clarke [31], followed by Vinter and Pappas [90] and Ioffe [52]

in the early 1980s.

Our approach is modelled closely on that taken in Clarke’s classic text [23]. We

study a Mayer problem of minimizing a locally Lipschitz function `(q(T )) subject

to terminal constraint q(T ) ∈ S and dynamic constraint q̇(t) ∈ F (t, q(t)). Precise

assumptions on F are given in Chapter Seven. Again it is useful to consider a locally
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defined penalty function d : M → R given by dθ(S) ◦θ for a coordinate chart θ whose

domain includes q0(T ). We provide a careful proof of the following theorem:

Theorem. Let q0 : [0, T ] → M be a local minimizer. Suppose there are no

absolutely maps ζ : [0, T ]→ T ∗M which satisfy the differential inclusion

ζ̇(t) ∈
−→
H (t, ζ(t)),

the transversality condition −ζ(T ) ∈ NL
S (q0(T )), and the nondegeneracy condition

ζ(T ) 6= 0.

Then there exists a constant K > 0 such that q0 provides a local minimum for

the cost function

(1.1.11) q 7→ `(q) +Kd(q),

subject only to the dynamic constraint q̇(t) ∈ F (t, q(t)).

Here
−→
H : [0, T ]×T ∗M ⇒ TT ∗M is a set-valued generalization of the Hamiltonian

lift of a vector field. We also establish the following:

Theorem. If q0 : [0, T ] → M is a local minimizer then there is a λ0 ∈ {0, 1}

and solution ζ : [0, T ]→ T ∗M to

ζ̇(t) ∈
−→
H (t, ζ(t)).

which satisfies −ζ(T ) ∈ λ0∂L`(q
0(T )) +NL

S (q0(T )).

1.1.4. Existence and Uniqueness. The sixth chapter of this dissertation

concerns itself with the existence and uniqueness of optimal trajectories, follow-

ing [62]. In this chapter we establish existence and uniqueness theorems for Mayer
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and Bolza problems on manifolds which do not rely on the convexity of the associ-

ated differential inclusion f(t, q,U). Again techniques of nonsmooth analysis play

an important role, even though the data for the problem are assumed smooth.

1.2. Background

For background in smooth manifolds including the symplectic structure of T ∗M ,

John Lee’s introduction to smooth manifolds [67] provides a useful introduction to

the finite-dimensional case and Lang’s text [61] provides an introduction to man-

ifolds modeled over Banach spaces. Integration in Banach space is given a clear

exposition in [34], a source which includes many applications of integration to gen-

eral Banach space theory. Additional properties of the Bochner integral such as

Fubini’s theorem are carefully established in [38] and the functional analysis sur-

rounding the resulting Lebesgue-Bochner spaces is summarized nicely in [42].

Though certain aspects of the finite dimensional theory of differential equations

can be carried easily to the case of ODE in Banach space, certain useful and delicate

results on differential equations in Banach space can be found in [33]. There it is

shown, for example, that continuity of the right-hand side is not enough to ensure

existence of solutions to differential equations in general Banach space. The theory

of Fréchet spaces is included in the classic [60] by Köthe and a complete introduction

to the classical Chronological Calculus can be found in [4].

In the following subsections we collect the basic materials from the above sources

that will be called for in this dissertation.

1.2.1. Calculus in a Banach Space. Let E and F be Banach spaces. A map

f : E → F is said to be differentiable at x0 if there exists a bounded linear operator

f ′(x0) : E → F such that for all x ∈ E we have f(x) = f(x0) + f ′(x0) (x− x0) +

o (‖x− x0‖). If f is differentiable on all of E, then we have f ′ : E → L(E,F ), where

L(E,F ) is the Banach space of bounded linear operators from E to F . When f ′ is
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continuous, we say that f is of class C1. As a map between Banach spaces, we may

then ask if f ′ is differentiable and so on. If f has m continuous derivatives, then

we say that f is of class Cm. The mth derivative at a point x0 may be identified

with an m-multilinear map E × · · · × E︸ ︷︷ ︸
m copies

→ F and the space of such maps is again a

Banach space with norm

‖A‖ = sup {‖A(x1, . . . , xm)‖ : ‖x1‖ = · · · = ‖xm‖ = 1} .

Functions which take values in a Banach space can also be integrated [34]. We

briefly describe here the Bochner integral for functions f : [t0, t1] → E, where E

is a Banach space. As one might expect, a function f : [t0, t1] → E is said to be

simple if it takes on only finitely many values, say [t0, t1] = ∪ki=1Ai, with Ai disjoint

measurable sets and f |Ai = fi ∈ E. For simple functions one then defines

∫ t1

t0

f dt =
k∑
i=1

fiµ(Ai),

where µ is Lebesgue measure. If E is a Banach space, a function f : [t0, t1] → E

is said to be measurable if it is a pointwise limit of a sequence of simple functions,

say fn → f . Measurable function f is said to be Bochner integrable if lim
n

∫ t1

t0

‖f −

fn‖dt = 0 for some sequence of simple functions fn . In this case the Bochner

integral of f is defined as ∫ t1

t0

f(t) dt = lim
n

∫ t1

t0

fn(t) dt

It is worth noting that when E = Rn, the Bochner integral is the same as the

Lebesgue integral. Indeed the Bochner integral has many desirable properties of the

Lebesgue integral. In particular, one has

d

dt

∫ t

t0

f(τ) dτ = f(t)

11



for almost all t in [t0, t1]. A function F (t) is called absolutely continuous if F (t) =

F (t0) +
∫ t
t0
f(τ) dτ for some integrable f . This and other properties of Bochner

integral are given a clear treatment in [34, 38, 42]. For a first reading we suggest

[34].

1.2.2. Differential Equations and Flows in Banach Space. We recall

some results from the theory of differential equations in Banach spaces. In par-

ticular, we are interested in equations of the form

(1.2.1) ẋ = f(t, x) x(t0) = x0

where f : J × E → E and J ⊆ R is an interval containing t0. We introduce the

following definitions for vector fields on E:

Definition 1.2.1. A nonautonomous Cm vector field on E is a function f :

J × E → E which is measurable in t for each fixed x and Cm in x for almost all t.

Definition 1.2.2. A nonautonomous Cm vector field on E is said to be locally

integrable bounded if for any x0 ∈ E, there exists an open neighborhood U of x0 and

k ∈ L1(J,R) such that for all x ∈ U , for all 0 ≤ i ≤ m, we have
∥∥f (i)(t, x)

∥∥ ≤ k(t)

for almost all t, where f (i) denotes the ith derivative of f with respect to x.

Definition 1.2.3. A nonautonomous Cm vector field on E is said to be locally

bounded if for any x0 ∈ E, there exists an open neighborhood U of x0 and K ≥ 0

such that for all x ∈ U , for all 0 ≤ i ≤ m, we have
∥∥f (i)(t, x)

∥∥ ≤ K for almost all t.

Notice that any autonomous Cm vector field is locally bounded. It can be shown

that if f : J ×E → E is a nonautonomous Cm vector field that is locally integrable

bounded, then for any (t0, x0) there exists an open interval J0 ⊂ J containing

t0 and depending on (t0, x0) as well as a unique, absolutely continuous function

x : J0 → E which satisfies (1.2.1) for almost all t ∈ J0. This type of solution is

12



called a Carathéodory solution. In addition, the dependence of this solution upon

the initial condition x0 is Cm-smooth. More precisely, if x(t; t0, x0) denotes the

solution to (1.2.1), then x0 7→ x(t; t0, x0) is k times continuously differentiable for

appropriate values of t and x0.

We will write Pt0,t for the local flow x0 7→ x(t; t0, x0). Uniqueness of solutions

gives us the following properties for the flow:

Ps,t ◦ Pt0,s(x) = Pt0,t(x)(1.2.2)

P−1
t0,t

(x) = Pt,t0(x)(1.2.3)

When the underlying vector field is autonomous, we will write Pt for P0,t. One may

then obtain the following local semigroup properties for the flow:

Ps ◦ Pt(x) = Ps+t(x)

P−1
t (x) = P−t(x),

provided that t, s, t + s, and −t lie in J0, an interval which in general will depend

on x.

1.2.3. Smooth Manifolds. In defining dynamical systems, it is enough for

the underlying space to have the structure of a Banach space only locally. In this

section we remind the reader of some definitions and basic results from the theory

of smooth manifolds. For a greater level of detail, we suggest [61].

A Banach manifold of class Cm over a Banach space E is a paracompact Haus-

dorff space M along with a collection of coordinate charts {(Uα, ϕα) : α ∈ A}, where

A is an indexing set. This collection of charts should be such that the collection

{Uα} is a cover for M ; each ϕα is a bijection of Uα with an open subset of E; and

the transition maps ϕα ◦ ϕ−1
β : ϕβ(Uα ∩ Uβ)→ ϕα(Uα ∩ Uβ) are of class Cm.
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If M and N are Banach manifolds, a function f : M → N is said to be Cm-

smooth (or Cm for brevity) if for any coordinate charts ϕ : U ⊆ M → E and

ψ : V ⊆ N → F the map ψ ◦ f ◦ ϕ−1 is a Cm-smooth mapping of Banach spaces.

Analogously, a function f : M → N is differentiable at a point q0 if ψ ◦ f ◦ ϕ−1 is

differentiable at ϕ(q0).

The tangent space to M at q is defined as follows. Consider the collection of

differentiable curves γ : R → M with γ(0) = q and define an equivalence relation

on this collection by γ1 ∼ γ2 if and only if (ϕ ◦ γ1)′ (0) = (ϕ ◦ γ2)′ (0) for some

coordinate chart ϕ. One can check that if this relationship holds for one coordinate

chart, it will hold for all coordinate charts. We write [γ] for the equivalence class of

a curve γ. The collection of these equivalence classes forms the tangent space TqM

and there is a natural isomorphism TqM ↔ E.

Every Cm map f : M → N induces a map from TqM to Tf(q)N by [γ] 7→ [f ◦ γ]

and we denote this mapping by f∗(q). The tangent bundle TM is the union of the

tangent spaces with a topology given locally by the charts (q, v) 7→ (ϕ(q), ϕ∗(q)v),

where ϕ is a coordinate chart for M . When f is a map between linear spaces E and

F we will write f ′ for its derivative. When f is a map between Banach manifolds,

we will write f∗ for the corresponding map from TM to TN . We emphasize that

in local coordinates, f∗(q) : TqM → Tf(q)N is the map given by v 7→ f ′(q)v. In

contrast, the map f∗ : TM → TN sends a pair (q, v) to the pair (f(q), f∗(q)v).

1.2.4. Vector Fields and Flows on Manifolds. Let π : TM → M be the

projection (q, v) 7→ q. A nonautonomous vector field is a mapping V : R×M → TM

which satisfies π ◦ Vt(q) = q. Given q0 ∈M and a coordinate chart (U,ϕ) at q0, the

function J × E → E given by

(1.2.4) (ϕ∗Vt)(x) := ϕ∗
(
ϕ−1(x)

)
Vt
(
ϕ−1(x)

)
14



is the local coordinate representation for Vt. Recalling definition 1.2.2 we introduce

Definition 1.2.4. A nonautonomous vector field on M is said to be a locally in-

tegrable bounded Ck vector field if it is Ck-smooth in q for almost all t, is measurable

in t, and in some neighborhood of each q ∈ M there is a coordinate representation

(1.2.4) which is locally integrable bounded.

Similarly, recalling definition 1.2.3, we introduce

Definition 1.2.5. A nonautonomous vector field on M is said to be a locally

bounded Ck vector field if it is Ck-smooth in q for almost all t, is measurable in t,

and in some neighborhood of each q ∈M there is a coordinate representation (1.2.4)

which is locally bounded.

If x(t) is a solution for the differential equation ẋ = (ϕ∗Vt)(x) on E with initial

condition x(t0) = ϕ(q0), then q(t) = ϕ−1 ◦ x(t) is a solution to the differential

equation on M

(1.2.5) q̇ = Vt(q), q(t0) = q0.

For any ϕ ∈ Cm(M,E) we have the following integral representation

(1.2.6) ϕ(q(t)) = ϕ(q0) +

∫ t

t0

ϕ∗(q(τ))Vτ (q(τ)) dτ.

With each nonautonomous vector field Vt on M , we associate a local flow Pt0,t given

by q0 7→ q(t; t0, q0), the solution to (1.2.5) with initial condition q(t0) = q0. In the

case of autonomous vector fields V we consider a local flow Pt : q0 7→ q(t; 0, q0).

These flows are Cm diffeomorphisms of M and are of central importance in the

development of our extension of the Chronological Calculus.

1.2.5. Nonsmooth Analysis. The field of nonsmooth analysis now plays a

significant role in modern optimization and control theory and has been shown to be
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effective even for problems with smooth data. Textbook introductions can be found

in [14, 23, 28, 80]. For the techniques used in this dissertation we recommend [28]

and the paper [66], which introduces techniques of nonsmooth analysis for smooth

manifolds.

Let us recall that a Banach space E is called smooth if there exists a non-

trivial C1-smooth bump function (that is, a function with a bounded support). For

example, Banach spaces with differentiable norm are smooth Banach spaces as, in

particular, Hilbert spaces are. The spaces Lp ([0, T ] ,Rn) with 1 < p < ∞ are all

smooth.

A subgradient ζ ∈ E∗ of a function f : E → (−∞,+∞] at the point x is defined

as follows: suppose there exists a C1-smooth function g : E → R such that the

function f − g attains a local minimum at x. Then a subgradient of f at x is

the vector ζ = g′(x). The set of all subgradients at x is called a subdifferential

∂F f(x). It can be shown that for lower semicontinuous functions f subdifferentials

are nonempty on a set which is dense in the domain of f . The detailed calculus of

such subdifferentials can be found in the monographs [14, 28, 80]. The monograph

[28] is dedicated to the calculus of proximal subgradients in Hilbert spaces.

Nonsmooth analysis for nonsmooth semicontinuous functions on smooth finite-

dimensional manifolds was suggested in [66]. The concept of a subgradient of a

lower semicontinuous function from [66] is easily adapted for infinite-dimensional

manifolds:

Definition 1.2.6. Let ` : M → R be lower semicontinuous. A covector ζ ∈ T ∗qM

is a Fréchet subgradient for ` if ζ = dgq for some C1-smooth function g : M → R

such that `−g attains a local minimum at q. The set of all such covectors is denoted

∂F `(q).

The following constructs are also of considerable importance:
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Definition 1.2.7. Let ` : M → R be lower semicontinuous. A covector ζ ∈ T ∗qM

is a limiting subgradient for ` if there is a sequence qi ∈ M for which (qi, `(qi)) →

(q, `(q)) and Fréchet subgradients ζi ∈ ∂F `(qi) for which ζi → ζ. The set of all such

covectors is denoted ∂L`(q).

The limiting subdifferential satisfies the following sum rule:

(1.2.7) ∂L(`1 + `2)(q) ⊆ ∂L`1(q) + ∂L`2(q).

The normal cone to a closed set S is defined through NL
S (q) = ∂LψS(q), where ψS

is the function defined through ψS(q) = 0 for q ∈ S and ψS(q) = +∞ otherwise.

One can show that if for a closed set S ⊂ Rn, when q ∈ S then ∂LdS(q) ⊂ NL
S (q)

and when q 6∈ S, then ζ ∈ ∂LdS(q) implies ‖ζ‖Rn = 1.

Definition 1.2.8. Let ` : M → R be locally Lipschitz. The Dini subderivate

for ` at q in a direction v ∈ TqM is defined by

(1.2.8) D`(q; v) = lim inf
t↓0

`(cv(t))− `(q)
t

,

where cv is a differentiable curve through q satisfying ċv(0) = v.

Definitions 1.2.6, 1.2.7, and 1.2.8, developed in [66], where they are shown to

be independent of local coordinates.

Nonsmooth analysis makes extensive use of mappings whose values are sets. The

integral of a set-valued map F : [0, T ]→ Rn is defined through

(1.2.9)

∫ T

0
F (t) dt =

{∫ T

0
vt dt : vt ∈ F (t) a.a. t ∈ [0, T ]

}
.

We will have need for the following results regarding set-valued maps. Proofs can

be found in [28].
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Theorem 1.2.9 (Aumann). Let F : [0, T ] → Rn be a measurable set-valued

mapping which is bounded and has closed, nonempty values. Then

(1.2.10)

∫ T

0
F (t) dt =

∫ T

0
coF (t) dt.

Lemma 1.2.10 (Filippov). Let F : [0, T ]→ Rn be a measurable set-valued map-

ping with closed values and let g : [0, T ] × U → Rn be Carathéodory. Suppose that

for almost every t ∈ [0, T ] there exists u ∈ U such that g(t, u) ∈ F (t). Then there

exists a measurable mapping u(t) : [0, T ]→ U such that g(t, u(t)) ∈ F (t) for almost

all t.

With this we turn to our first chapter of results – an extension of the classical

Chronological Calculus.
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CHAPTER 2

Extension of the Chronological Calculus

In the 1970s, Agrachev and Gamkrelidze suggested in [2, 3] the Chronological

Calculus for the analysis of C∞-smooth dynamical systems on finite-dimensional

manifolds (for a textbook exposition see [4]). The central idea of this calculus is to

consider flows of dynamical systems as linear operators on the space of C∞-smooth

scalar functions. This “linearization” of flows on manifolds presents significant ad-

vantages from the point of view of defining derivatives of flows, developing a calculus

of such derivatives, and effective computations of formal power series representing

flows.

But in addition to these desirable properties, the Chronological Calculus poses

some interesting problems. The space of C∞-smooth scalar functions is a Fréchet

space with topology given by a countable family of seminorms and this complicates

the proofs of the calculus rules given in [3, 4]. The approach also requires the

strong assumption of C∞-smoothness of dynamical systems and manifolds, even if

for many applications only finite sums of Volterra-like series representing flows are

enough [71].

Another restriction of the classical Chronological Calculus (which is important

from the point of view of applications to control systems on manifolds) is its treat-

ment of nonautonomous vector fields which depend on t in a measurable way. In

particular, there is no variant of the product rule in the classical Chronological

Calculus which can be used for such flows.
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In this chapter we extend the Chronological Calculus so as to require only Cm-

smoothness of dynamical systems and manifolds. The result is a computationally

effective version of the Chronological Calculus without reference to Fréchet spaces.

Moreover, in the framework of this extension we provide a “distributional” version

of the product rule which can be applied to flows of nonautonomous vector fields

which are merely measurable in t. We thus provide details for a rule which are

lacking in the description of the classical Chronological Calculus [2, 3, 4, 47], even

for finite-dimensional manifolds.

Further, this extension allows analysis of dynamical systems on infinite-dimensional

manifolds which are interesting from the point of view of applications to the the-

ory of partial differential equations. We also develop a calculus of remainder terms

(calculus of “little o’s”) which is used for the effective calculation of representa-

tions of brackets of flows in terms of respective brackets of vector fields on infinite-

dimensional manifolds and which provides an algorithm for the computation of

remainder terms in such representations. Finally, we use these results for proving a

generalization of Chow-Rashevskii theorem for infinite-dimensional manifolds.

2.1. Extension of Chronological Calculus

The main observation behind the Chronological Calculus [2, 3, 4] is that one

may trade analytic objects such as diffeomorphisms or vector fields for algebraic

objects such as automorphisms or derivations of the algebra C∞(M), which is the

collection of C∞ mappings f : M → R. This correspondence is developed in [2,

3, 4], where C∞(M) is given the structure of a Fréchet space. Below we develop a

streamlined version of the theory which is effective for computations with infinite-

dimensional Cm-manifolds and dynamical systems. In order to include Banach

spaces in the theory, we consider the vector space Cm(M,E) of Cm-smooth functions

f : M → E rather than the algebra of scalar functions C∞(M).
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2.1.1. Chronological Calculus Formalism: Flows as Linear Operators.

We begin by defining the following operators:

(i) Given any point q ∈ M , let q̂ : Cm(M,E) → E be the linear map given by

q̂(ϕ) := ϕ(q).

(ii) Given Cm-manifolds M and N over a Banach space E and a Cm map P :

M → N , let P̂ : Cm(N,E)→ Cr(M,E) (0 ≤ r ≤ m) be the linear map given

by P̂ (ϕ) := ϕ ◦ P . Note that if P is a diffeomorphism of M , P̂ gives us an

isomorphism of Cm(M,E).

(iii) Given a tangent vector v ∈ TqM , let v̂ : Cm(M,E) → E be the linear map

given by v̂(ϕ) := ϕ∗(q)v.

(iv) Given any Cm vector field V on M , we define a linear map V̂ : Cm(M,E) →

Cm−1(M,E) by V̂ (ϕ) : q 7→ ϕ∗(q)V (q).

Of course, we can consider linear combinations of such linear operators. Notice

that for any smooth manifold M the identity map IdM : M → M defined by

IdM (q) = q induces the identity operator ÎdM : Cm(M,E) → Cr(M,E) through

ÎdM (ϕ) = ϕ.

We need not restrict ourselves to the space Cm(M,E). Given any open set

U ⊆M , we may view U as a Banach manifold in its own right and therefore consider

the space Cm(U,E). For example, the local flow Pt0,t : J0×U0 → U of a vector field

Vt gives rise to a family of linear mappings P̂t0,t : Cm(U,E)→ Cm(U0, E). We also

note that when ϕ is a local diffeomorphism then under an appropriate restriction of

domain, the operators defined above simply give us local coordinate expressions.

For a mapping P : M → N , the operation P 7→ P̂ is contravariant. Thus

for operators P̂t0,t arising as flows of vector fields the semigroup property (1.2.2)

becomes

(2.1.1) P̂t0,s ◦ P̂s,t = P̂t0,t.
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An operator ô(t) will play an important role in the calculus of remainder terms.

Later we will develop a more detailed definition of such operators, as well as several

useful examples. For the moment we denote by ô(t) any linear operator Cm(M,E)→

Cr(M,E) (0 ≤ r ≤ m) with the following property: for any ϕ ∈ Cm(N,E) and

q0 ∈M there exists a neighbourhood U such that

(2.1.2) lim
t↓0

‖ô(t)(ϕ)(q)‖
t

= 0

uniformly with respect to q ∈ U . For an example of such an operator, consider the

flow operator P̂t for an autonomous vector field V . It follows from (1.2.6) that for

the operator

(2.1.3) ô(t) := P̂t − ÎdM − tV̂

and a function ϕ ∈ Cm(M,E) we have that

(2.1.4) ô(t)(ϕ) =

∫ t

0
ϕ∗(Ps(q))(V (Ps(q))− ϕ∗(q)V (q)) ds.

This representation implies that the operator (2.1.3) satisfies (2.1.2).

2.1.2. Differentiation and Integration of Operator-Valued Functions.

In this section we define integration and differentiation for operators depending on

a parameter t ∈ R.

Definition 2.1.1. Consider an operator-valued function t → At whose values

are linear mappings At : Cm(M,E)→ Cp(M,E). This function is called integrable

if for any ϕ ∈ Cm(M,E) and q ∈ M the function t → At(ϕ)(q) is integrable and

the assignment

(2.1.5) q 7→
∫ T

0
At(ϕ)(q) dt

is Cp-smooth.
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The resulting linear operator

(∫ t1

t0

Aτ dτ

)
: Cm(M,E)→ Cp(M,E) is defined

as follows (∫ t1

t0

Aτ dτ

)
(ϕ)(q) :=

∫ t1

t0

Aτ (ϕ)(q) dτ

It follows immediately from (1.2.5) and (1.2.6) that the flow operator P̂t0,t rep-

resenting the flow of diffeomorphisms for a nonautonomous vector field Vt satisfies

the integral equation

(2.1.6) P̂t0,t = ÎdM +

∫ t

t0

P̂t0,τ ◦ V̂τ dτ.

Moreover, the unique operator valued solution of the integral equation (2.1.6) is the

function t→ P̂t0,t. Next we introduce a concept of differentiability for an operator-

valued function At.

Definition 2.1.2. An operator-valued function At : Cm(M,E)→ Cr(M,E) is

called differentiable at t if there exists a linear operator Bt : Cr(M,E)→ Cs(M,E)

(2.1.7) At+h = At + hBt + ô(h).

The operator
dAt
dt

:= Bt is the derivative of At.

This definition is well-suited for the operator P̂t0,t arising from the flow of dif-

feomorphisms representing differential equation (1.2.5) in the case where the nonau-

tonomous vector field Vt is continuous in t. In particular, the semigroup property

(2.1.1) implies that

P̂t0,t+h − P̂t0,t − hP̂t0,t ◦ V̂t = P̂t0,t ◦ (P̂t,t+h − ÎdM − hV̂t).

The last expression can be represented as

(2.1.8) P̂t0,t ◦
∫ t+h

t
(P̂t,s ◦ V̂s − V̂t) ds.
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Using a representation for (2.1.8) similar to the one from (2.1.4) and continuity Vt

in t, we obtain that (2.1.8) is ô(h). Thus, we have derived the representation

(2.1.9) P̂t0,t+h = P̂t0,t + hP̂t0,t ◦ V̂t + ô(h).

This means that t→ P̂t0,t is differentiable and for every t,

d

dt
P̂t0,t = P̂t0,t ◦ V̂t.

We see that when Vt is continuous in time, the operator-valued function P̂t0,t satisfies

the differential equation

(2.1.10)
dP̂t0,t
dt

= P̂t0,t ◦ V̂t, P̂t0,t0 = ÎdM .

It is easy to check that P̂t0,t is the unique solution of this operator differential

equation and also of the operator integral equation (2.1.6).

However, in the case when the vector field Vt is only integrable in t then a

Carathéodory solution q(t) of the differential equation (1.2.5) is an absolutely con-

tinuous function and we cannot guarantee that P̂t0,t is differentiable for every t.

Definition 2.1.3. An operator-valued function Ât is called absolutely continu-

ous on [a, b] if Ât = Ât0 +

∫ t

t0

B̂τ dτ for any t ∈ [a, b] for some integrable operator-

valued function B̂t. We denote B̂t as
d

dt
Ât and understand this derivative in the

sense of distributions1: for any t1, t2 ∈ [a, b], for any ϕ ∈ Cm(M,E) and q ∈M

Ât2(ϕ)(q)− Ât1(ϕ)(q) =

∫ t2

t1

d

dt
Ât (ϕ)(q) dt.

Remark 2.1.4. Let W be a Cm vector field and Ât is absolutely continuous

then Ât ◦ Ŵ is also absolutely continuous and
d

dt
(Ât ◦W ) =

d

dt
Ât ◦W .

1We use a term distribution by analogy with a concept of a generalized derivative as a distribution
in the theory of linear partial differential operators (see [51]).
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Note that in the case when the absolutely continuous operator-valued function

Ât is defined by a flow of diffeomorphisms Pt : M → M then for any q ∈ M the

derivative
d

dt
Pt(q) exists for a.a. t ∈ [a, b].

As demonstrated above, for measurable in t vector fields Vt the flow operator

P̂t0,t is the unique absolutely continuous solution of the integral operator equation

(2.1.6). In view of Definition 2.1.3, P̂t is also the unique solution of the operator

differential equation (2.1.10) in the sense of distributions.

2.1.3. Product Rules. In this subsection we discuss product rules for operator-

valued functions P̂t and Q̂t. We first establish a product rule for the case in which

these functions are differentiable at t in the sense of (2.1.7), namely

(2.1.11) P̂t+h = P̂t + h
d

dt
P̂t + ô1(h), Q̂t+h = Q̂t + h

d

dt
Q̂t + ô2(h)

for some operators
d

dt
P̂t and

d

dt
Q̂t.

Theorem 2.1.5. Let operator-valued functions P̂t and Q̂t be differentiable at t

and suppose the remainder terms ô1 and ô2 have the property

(2.1.12) ô1(h) ◦ d
dt
Q̂t +

d

dt
P̂t ◦ ô2(h) + ô1(h) ◦ ô2(h) = ô(h).

Then the operator-valued function P̂t ◦ Q̂t is differentiable at t and

(2.1.13)
d

dt
(P̂t ◦ Q̂t) =

d

dt
P̂t ◦ Q̂t + P̂t ◦

d

dt
Q̂t

Proof. It follows from (2.1.11) and (2.1.12) that

P̂t+h ◦ Q̂t+h = P̂t ◦ Q̂t + h(
d

dt
P̂t ◦ Q̂t + P̂t ◦

d

dt
Q̂t) + ô(h) + ô1(h) ◦ Q̂t + P̂t ◦ ô2(h)

The sum of last three terms is again operator ô(h) (see (2.1.2)). This implies the

differentiability of the product P̂t ◦ Q̂t and the product rule (2.1.13). �
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Thus the validity of a product rule in the form (2.1.13) can be reduced to the

verification of the condition (2.1.12). We can verify directly that (2.1.12) holds

for flow operators P̂t and Q̂t which are operator solutions of the operator equation

(2.1.10) or equation

(2.1.14)
d

dt
Q̂t = Ŵt ◦ Q̂t

for continuous in t vector fields Vt and Wt.

Now we consider a product rule in the sense of distributions for absolutely con-

tinuous operator-valued functions P̂t and Q̂t which are represented for any t ∈ (a, b)

as

(2.1.15) P̂t = P̂t0 +

∫ t

t0

d

dτ
P̂τ dτ, Q̂t = Q̂t0 +

∫ t

t0

d

dτ
Q̂τ dτ,

Assumption 2.1.6. Let P̂t, Q̂t be absolutely continuous operator-valued functions

such that for any ϕ ∈ Cm(M,E) and q ∈M

(i) The function t→ P̂t ◦ Q̂t(ϕ)(q) is continuous on (a, b);

(ii) The functions

(t, τ)→ d

dτ
P̂τ ◦ Q̂t(ϕ)(q), (t, τ)→ P̂t ◦

d

dτ
Q̂τ (ϕ)(q)

are integrable on (a, b)× (a, b);

(iii) For any t, t1, t2 ∈ (a, b)∫ t2

t1

d

dτ
P̂τdτ ◦ Q̂t(ϕ)(q) =

∫ t2

t1

d

dτ
P̂τ ◦ Q̂t(ϕ)(q)dτ,

P̂t ◦
∫ t2

t1

d

dτ
Q̂τdτ(ϕ)(q) =

∫ t2

t1

P̂t ◦
d

dτ
Q̂τ (ϕ)(q)dτ ;
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(iv) There exists an integrable function k1(τ) such that for all small h, all

t ∈ [τ − h, τ ] and a.a. τ ∈ (a, b)

(2.1.16) ‖ d
dτ
P̂τ ◦ Q̂t(ϕ)(q)‖ ≤ k1(τ) ‖P̂t+h ◦

d

dτ
Q̂τ (ϕ)(q)‖ ≤ k1(τ).

Remark 2.1.7. If P̂t, Q̂t are absolutely continuous solutions of (2.1.10) or

(2.1.14), or they are of the type presented in Remark 2.1.4 with Ât being a so-

lution of (2.1.10) or (2.1.14) then conditions (i)-(iv) are satisfied when Vt and Wt

are locally integrable bounded.

Theorem 2.1.8. Let absolutely continuous operator-valued functions P̂t and Q̂t

satisfy Assumption 2.1.6. Then P̂t ◦ Q̂t is absolutely continuous and for any t1, t2

in (a, b)

(2.1.17)

∫ t2

t1

d

dt
(P̂t ◦ Q̂t) dt =

∫ t2

t1

(
d

dt
P̂t ◦ Q̂t + P̂t ◦

d

dt
Q̂t) dt.

The proof of this theorem relies on the following Lemma, which can be estab-

lished using the Fubini Theorem [38]:

Lemma 2.1.9. Let g : (a, b)× (a, b)→ E be an integrable function. Then for any

t1, t2 ∈ (a, b) and sufficiently small h

(2.1.18)

∫ t2

t1

∫ t+h

t
g(t, τ) dτ dt =

∫ t2

t1

∫ τ

τ−h
g(t, τ) dt dτ

−
∫ t1+h

t1

∫ t1

τ−h
g(t, τ) dt dτ +

∫ t2+h

t2

∫ t2

τ−h
g(t, τ) dt dτ

We now turn to the Proof of Theorem 2.1.8:
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Proof. Fix t1, t2 ∈ (a, b), ϕ ∈ Cm(M,E) and q ∈M . There holds

(2.1.19)

∫ t2

t1

1

h
(P̂t+h ◦ Q̂t+h − P̂t ◦ Q̂t)(ϕ)(q) dt

=
1

h

∫ t2+h

t2

P̂t ◦ Q̂t(ϕ)(q) dt− 1

h

∫ t1+h

t1

P̂t ◦ Q̂t(ϕ)(q) dt

Due to (iii) of Assumption 2.1.6 we have

(2.1.20)∫ t2

t1

1

h
(P̂t+h ◦ Q̂t+h − P̂t ◦ Q̂t)(ϕ)(q) dt =

∫ t2

t1

dt
1

h

∫ t+h

t

d

dτ
P̂τ ◦ Q̂t(ϕ)(q) dτ

+

∫ t2

t1

dt
1

h

∫ t+h

t
P̂t+h ◦

d

dτ
Q̂τ (ϕ)(q)dτ

Apply Lemma 2.1.9 to evaluate the first term in the right-hand side of (2.1.20):∫ t2

t1

dt
1

h

∫ t+h

t

d

dτ
P̂τ ◦ Q̂t(ϕ)(q) dτ =

∫ t2

t1

dτ
1

h

∫ τ

τ−h

d

dτ
P̂τ ◦ Q̂t(ϕ)(q) dt

− 1

h

∫ t1+h

t1

dτ

∫ t1

τ−h

d

dτ
P̂τ ◦ Q̂t(ϕ)(q) dτ +

1

h

∫ t2+h

t2

dτ

∫ t2

τ−h

d

dτ
P̂τ ◦ Q̂t(ϕ)(q) dt

It follows from conditions (ii) and (iv) of Assumptions 2.1.6, from the Fubini theo-

rem, and from the Lebesgue convergence theorem that

(2.1.21) lim
h→0

∫ t2

t1

dt
1

h

∫ t+h

t

d

dτ
P̂τ ◦ Q̂t(ϕ)(q) dτ =

∫ t2

t1

d

dτ
P̂τ ◦ Q̂τ (ϕ)(q) dτ.

By a similar argument we prove the limit

(2.1.22) lim
h→0

∫ t2

t1

dt
1

h

∫ t+h

t
P̂t+h ◦

d

dτ
Q̂t(ϕ)(q) dτ =

∫ t2

t1

P̂τ ◦
d

dτ
Q̂τ (ϕ)(q) dτ.

Using these limits and the continuity of t→ P̂t ◦ Q̂t(ϕ)(q), we see from (2.1.19) and

(2.1.20) that

(2.1.23) (P̂t2 ◦ Q̂t2 − P̂t1 ◦ Q̂t1)(ϕ)(q) =

∫ t2

t1

(P̂t ◦
d

dt
Q̂t +

d

dt
P̂t ◦ Q̂t) dt(ϕ)(q).
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This implies that P̂t ◦ Q̂t is absolutely continuous and its derivative satisfies the

product rule (2.1.17) in the sense of distributions. �

2.1.4. Operators Ad and ad. Let V be a vector field and F : M → M be a

Cm diffeomorphism. For a solution q(t) of the equation q̇(t) = V (q(t)) the function

r(t) = F (q(t)) is also a solution of the differential equation

(2.1.24) ṙ(t) = F∗(q(t))V (q(t)) = F∗V (r(t)),

where the vector field F∗V is defined by F∗V (r) := F∗(F
−1(r))V (F−1(r)).

To obtain a representation for the operator F̂∗V corresponding to the vector

field F∗V we consider the diffeomorphism flow Rt corresponding to the differential

equation (2.1.24):

(2.1.25)
d

dt
R̂t = R̂t ◦ F̂∗V .

But R̂t = P̂t◦F̂ where Pt is the diffeomorphism flow corresponding to the vector-field

V . Using the product rule and (2.1.25) we arrive at

d

dt
R̂t =

d

dt
P̂t ◦ F̂ = P̂t ◦ V̂ ◦ F̂ = P̂t ◦ F̂ ◦ F̂∗V .

This implies that

(2.1.26) F̂∗V = F̂−1 ◦ V̂ ◦ F̂ .

Following [4] we define the operator Ad F̂ : V̂ 7→ F̂ ◦ V̂ ◦ F̂−1.

Recall that the Lie bracket [V,W ] of vector fields V and W is the vector field2

whose operator representation has form [̂V,W ] = V̂ ◦ Ŵ − Ŵ ◦ V̂ . Let us prove that

2To show that this is a vector-field we can use the relation (2.4.1) for vector fields V,W .

29



the Lie bracket is invariant under diffeomorphism. We have

̂F∗ [V,W ] = F̂−1 ◦
(
V̂ ◦ Ŵ − Ŵ ◦ V̂

)
◦ F̂

= F̂−1 ◦ V̂ ◦ F̂ ◦ F̂−1 ◦ Ŵ ◦ F̂ − F̂−1 ◦ Ŵ ◦ F̂ ◦ F̂−1 ◦ V̂ ◦ F̂

= F̂∗V ◦ F̂∗W − F̂∗W ◦ F̂∗V = ̂[F∗V, F∗W ].

Since the assignment V 7→ V̂ is an injection, this proves the vector field equality

F∗ [V,W ] = [F∗V, F∗W ].

It makes sense (as in [4]) to define an operator ad V̂t by

(2.1.27) (ad V̂t) ◦ Ŵt =
[
V̂t, Ŵ

]
.

We will see below that operators ad and Ad can related through an operator-valued

differential equation.

Finally, let v ∈ TqM and F : M → M a map of class Cm. Then F∗(q)v is a

tangent vector in TF (q)M and it is natural to ask for F̂∗(q)v in terms of v̂ and F̂ .

We claim that, as in [4], one obtains

(2.1.28) F̂∗(q)v = v̂ ◦ F̂ .

To see this, let ϕ ∈ Cm(M,E). Then, applying the chain rule we have F̂∗v(ϕ) =

ϕ∗(F (q))F∗(q)v = (ϕ ◦ F )∗ (q)v = v̂ (ϕ ◦ F ) = v̂ ◦ F̂ (ϕ).

2.2. Operator Differential Equations and Their Applications

In this section we further develop our extension in the direction of applications

to flows of vector fields.
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2.2.1. Differential and Integral Operator Equations. Following [2, 3, 4]

we have introduced the operator differential equation

(2.2.1)
d

dt
P̂t0,t = P̂t0,t ◦ V̂t, P̂t0,t0 = Îd

which has a unique solution P̂t0,t representing the flow of diffeomorphisms for a

nonautonomous vector field Vt which is continuous in t.

In the more general case of measurable in t vector-field Vt we have that P̂t0,t

satisfies the integral operator equation

(2.2.2) P̂t0,t = ÎdM +

∫ t

t0

P̂t0,τ ◦ V̂τ dτ

and it is the unique absolutely continuous solution of this equation or the solution

of the differential equation (2.2.1) in sense of distributions. The justification of this

fact is based on the relation of P̂t0,t to the Carathéodory solutions of the ordinary

differential equation (1.2.5).

Now we consider the differential operator equation

(2.2.3)
d

dt
Q̂t0,t = −V̂t ◦ Q̂t0,t, Q̂t0,t0 = ÎdM

Note that this operator equation, even in case M = Rn, is related to some first-order

linear partial differential equation.

The following result states that for a locally integrable bounded Cm vector field

Vt there exists a solution Q̂t0,t of (2.2.3) in the sense of distributions. Moreover

we have a representation of Q̂t0,t in terms of a solution of the equation of the type

(2.2.2).
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Proposition 2.2.1. Let Vt be a locally integrable bounded Cm vector field. Then

absolutely continuous operator-valued solutions P̂t0,t and Q̂t0,t of differential equa-

tions (2.2.1) and (2.2.3) exist, are unique, and

(2.2.4) Q̂t0,t = (P̂t0,t)
−1.

Proof. Let Pt0,t be the flow of Vt, so that (2.2.2) holds. It is enough to prove

the existence and uniqueness of (2.2.3).

Denote by Qt0,t the flow of diffeomorphisms Pt,t0 . The operator-valued function

t→ Q̂t0,t is absolutely continuous and together with P̂t0,t satisfies Assumption 2.1.6

for the product rule, Theorem 2.1.8.

Fix ϕ ∈ Cm(M,E) and q0 ∈ M . There exists an interval (a, b) such that

P̂t0,t(ϕ)(q0) exists for any t0, t in (a, b). By the product rule we have for any t ∈ (a, b)∫ t

t0

(
d

dτ
P̂t0,τ ◦ Q̂t0,τ + P̂t0,τ ◦

d

dτ
Q̂t0,τ

)
dt(ϕ)(q0) = 0

This implies that for almost all t ∈ (a, b)(
P̂t0,t ◦ V̂t ◦ Q̂t0,t + P̂t0,t ◦

d

dτ
Q̂t0,t

)
(ϕ)(q0) = 0

and Q̂t0,t satisfies (2.2.3) in the sense of distributions.

To prove uniqueness of the solution Q̂t0,t we use the product rule (2.1.17)

P̂t0,t ◦ Q̂t0,t − ÎdM =

∫ t

t0

d

dτ

(
P̂t0,τ ◦ Q̂t0,τ

)
dτ

=

∫ t

t0

(
P̂t0,τ ◦ V̂τ ◦ Q̂t0,τ − P̂t0,τ ◦ V̂τ ◦ Q̂t0,τ

)
dτ = 0

As a consequence, we have P̂t0,t ◦ Q̂t0,t = ÎdM for all t, hence Q̂t0,t = P̂t,t0 which

also proves (2.2.4). �
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Proposition 2.2.2. Let Vt be locally integrable bounded Cm smooth vector field

and P̂t0,t be an absolutely continuous solution of (2.2.2). Then for any Cm smooth

vector field W the operator-valued function t→ Ad P̂t0,t◦Ŵ is absolutely continuous

and satisfies the following equation in the sense of distributions:

(2.2.5)
d

dt
Ad P̂t0,t ◦ Ŵ = Ad P̂t0,t ◦ ad V̂t ◦ Ŵ .

Proof. Note that P̂−1
t0,t

exists and due to the assertion of Proposition 2.2.1 satisfies

the differential equation (2.2.3). For any smooth vector field W

(2.2.6)

Ad P̂t0,t ◦ Ŵ = Ŵ +

∫ t

t0

d

dτ

(
P̂t0,τ ◦ Ŵ ◦

(
P̂t0,τ

)−1
)
dτ

= Ŵ +

∫ t

t0

(P̂t0,τ ◦ V̂τ ◦ Ŵ ◦
(
P̂t0,τ

)−1
− P̂t0,τ ◦ Ŵ ◦ V̂τ ◦ P̂−1

t0,τ
) dτ

= Ŵ +

∫ t

t0

(
Ad P̂t

)
◦ ̂[Vt,W ] dτ.

Recall the definition (2.1.27) of the operator adV̂t to conclude the proof. �

The method of variation of parameters can also be easily applied to the operator

differential equation

(2.2.7)
d

dt
Ŝt0,t = Ŝt0,t ◦ (V̂t + Ŵt), Ŝt0,t0 = Îd

In particular we have the following Proposition:

Proposition 2.2.3. Let Vt, Wt be locally integrable bounded Cm smooth vector

fields. Then a solution of (2.2.7) can be represented in the form

(2.2.8) Ŝt0,t = Ĉt0,t ◦ P̂t0,t,
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where P̂t0,t is the solution of the differential equation (2.2.1) and Ĉt0,t is a solution

of the differential equation

(2.2.9)
d

dt
Ĉt0,t = Ĉt0,t ◦Ad P̂t0,t ◦ Ŵt, Ĉt0,t0 = ÎdM

Proof. It follows from (2.2.8) and Proposition 2.2.1 that Ĉt0,t is absolutely

continuous and by the product rule

Ĉt0,t − ÎdM =

∫ t

t0

(
d

dτ
Ŝt0,τ ◦ P̂−1

t0,τ
+ Ŝt0,τ ◦

d

dτ
P̂−1
t0,τ

) dτ

=

∫ t

t0

(Ĉt0,τ ◦ P̂t0,τ ◦ (V̂τ +Wτ ) ◦ P̂−1
t0,τ
− Ĉt0,τ ◦ P̂t0,τ ◦ V̂τ ◦ P̂−1

t0,τ
) dτ

=

∫ t

t0

Ĉt0,τ ◦ P̂t0,τ ◦Wτ ◦ P̂−1
t0,τ

dτ =

∫ t

t0

Ĉt0,τ ◦Ad P̂t0,τ ◦ Ŵτ dτ

which proves (2.2.9). �

2.2.2. Derivatives of Flows with Respect to a Parameter. Consider a

family of nonautonomous Cm vector field V α
t which depends upon scalar parameter

α and corresponding flow Pαt0,t. Let us assume that V α
t is differentiable in α in the

following sense:

V α
t = Vt + αWt + ot(α),

where Vt,Wt are nonautonomous Cm vector fields which are locally integrable bounded.

Let P̂t0,t and Q̂t0,t be absolutely continuous solutions of (2.2.1) and (2.2.3). We

assume that the operator ôt(α) satisfies (2.1.2) along with

P̂t0,t ◦ ôt(α) ◦ Q̂t0,t = ô(α) V̂t ◦ ôt(α) ◦ Ŵt = ô(α),

uniformly with respect to t ∈ [t0, t1].

We use these assumptions and (2.2.9) from Proposition 2.2.3 to obtain

(2.2.10) P̂αt0,t = Ĉαt0,t ◦ P̂t0,t,
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where

(2.2.11) Ĉαt0,t = ÎdM + α

∫ t

t0

Ad P̂t0,τ ◦ Ŵτ dτ + ô(α).

Hence

(2.2.12) P̂αt0,t = P̂t0,t + α

∫ t

t0

Ad P̂t0,τ ◦ Ŵτ dτ ◦ P̂t0,t + ô(α).

This implies that P̂αt0,t is differentiable with respect to α at α = 0 and that

(2.2.13)
∂

∂α
P̂αt0,t =

∫ t

t0

Ad P̂t0,τ ◦ Ŵτ dτ ◦ P̂t0,t.

This same formula is given in the context of the classical Chronological Calculus

[4]. We invite the reader to check that the second representation found in [4], given

below

(2.2.14)
∂

∂α
P̂αt0,t = P̂t0,t ◦

∫ t

t0

AdP̂t,τ ◦ Ŵτ dτ

is easily obtained from the first.

The operator formulas (2.2.13) and (2.2.14) can be used in order to obtain the

following representations for derivative of the flow Pαt0,t at α = 0

(2.2.15)
∂

∂α
Pαt0,t(q) = Pt0,t ∗(q)

∫ t

t0

Pτ,t0 ∗(Pt0,τ (q))Wτ (Pt0,τ )(q) dτ,

(2.2.16)
∂

∂α
Pαt0,t(q) =

∫ t

t0

Pτ,t ∗(Pt0,τ (q))Wτ (Pt0,τ (q)) dτ.
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Here we prove (2.2.16). The proof of (2.2.15) is similar. Using (2.2.14) and (2.1.28),

we obtain for any ϕ ∈ Cm(M,E), the following relations:

(2.2.17)

ϕ∗(Pt0,t(q))
∂

∂α
Pαt0,t(q) = q̂ ◦ ∂

∂α
P̂αt0,t(ϕ) =

∫ t

t0

q̂ ◦ P̂t0,t ◦AdP̂t,τ ◦ Ŵτ dτ(ϕ)

=

∫ t

t0

P̂t0,t(q) ◦ ̂Pτ,t ∗Wτ (ϕ) dτ

=

∫ t

t0

ϕ∗(Pt0,t(q))Pτ,t ∗(Pt0,τ (q))Wτ (Pt0,τ (q)) dτ

These relations imply (2.2.16).

2.2.3. Finite Sums of Volterra Series and a Remainder Term Estimate.

Let Vt be a nonautonomous Cm vector field on M and let Pt0,t : J0×U0 → U be the

local flow of of this field. Consider the operator integral equation (2.2.2). Replacing

P̂t0,τ in (2.2.2) with its integral form, we obtain

P̂t0,t = ÎdM +

∫ t

t0

V̂τ dτ +

∫ t

t0

∫ τ

t0

P̂t0,σ ◦ V̂σ ◦ V̂τ dσdτ.

Provided that k ≤ m, we may continue to obtain

(2.2.18) P̂t0,t = ÎdM +

k−1∑
i=1

∫
∆i(t)

V̂τi ◦ · · · ◦ V̂τ1 dτi . . . dτ1 + R̂k(t)

where

(2.2.19) R̂k(t) :=

∫
∆k(t)

P̂t0,τk ◦ V̂τk ◦ · · · ◦ V̂τ1 dτk . . . dτ1,

is the remainder term and ∆k(t) is the simplex {t0 ≤ τk ≤ τk−1 ≤ · · · ≤ τ1 ≤ t}.

Suppose that for any ϕ ∈ Cm(M,E) and q0 ∈M there is a neighborhood U of q0,

δ > 0 and a constant C such that for all q ∈ U , for any t0 ≤ τk ≤ · · · ≤ τ1 ≤ t ≤ t0+δ,
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we have

(2.2.20)
∥∥∥V̂τk ◦ · · · ◦ V̂τ1(ϕ)(q)

∥∥∥
E
≤ C

This is true, for example, when Vt is locally bounded or autonomous. Then∥∥∥R̂k(t)(ϕ)(q)
∥∥∥
E
≤
∫

∆k(t)

∥∥∥V̂τk ◦ · · · ◦ V̂τ1(ϕ)(Pt0,τk(q))
∥∥∥
E
dτk . . . dτ1

≤
∫

∆k(t)
C dτk . . . dτ1 =

Ctk

k!
.(2.2.21)

It follows for any ϕ ∈ Cm(M,E) and any q0 ∈ M , there is a neighborhood U of

q0 on which the function
1

tk−1
Rk(t)(ϕ) converges uniformly to zero. The family

R̂k(t) is an important example of a ô(tk−1) family of operators. In the following

section, we rigorously define such families, establish their properties, and prove that

R̂k(t) = ô(tk−1).

2.3. Calculus of Little o’s

We develop in this section the theory of operators of type ô(t`) for Cm-smooth

manifolds M . This theory is developed in detail for the case in which vector fields

and flows are merely Ck-smooth. We then provide details for the case of C∞-vector

fields and flows.

2.3.1. Calculus of Little o’s: Ck-smooth Case. We need the following

definitions:

Definition 2.3.1. A set F ⊂ Cm(M,E) is called locally bounded at q0 ∈ M if

there exists a coordinate chart (O, ψ) with q0 ∈ O and a constant C such that for

any i = 0, . . . ,m

(2.3.1) sup
x∈ψ(O)

∥∥∥(ϕ ◦ ψ−1)(i)(x)
∥∥∥ ≤ C
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Definition 2.3.2. We say that a family of operators Ât : Cm(M,E)→ Cm
′
(M,E),

t ∈ (−δ, δ) has defect k1 := def Ât if for any n, k1 ≤ n ≤ m and any ϕ ∈ C n(M,E)

we have Âtϕ ∈ C n−k1(M,E). A smooth vector field Vt gives an example of the

operator V̂t which has defect 1.

Definition 2.3.3. A family of operators Ât : Cm(M,E)→ Cm
′
(M,E),

0 < |t| < δ, with defect k1 is called ô(tk) if for any q0 ∈ M and locally bounded at

q0 set F ⊂ Cm(M,E) there exists a coordinate chart (O, ψ) with q0 ∈ O such that

for any i = 0, . . . ,m− k1

(2.3.2) lim
t→0

1

tk

∥∥∥(Ât(ϕ) ◦ ψ−1(x))(i)
∥∥∥ = 0

uniformly with respect to all ϕ ∈ F , x ∈ ψ(O).

The following proposition gives an important example of ô(tk) operator.

Proposition 2.3.4. Let Cm-smooth vector field Vt be locally bounded. Then the

remainder term operator R̂k(t) given by (2.2.19) is a ô(tk−1) operator with defect at

most k.

Proof. Fix q0 ∈ M and a locally bounded at q0 family of functions F ⊂

Cm(M,E). Then there exists a constant C such that (2.2.20) holds for any ϕ ∈ F .

This implies that (2.2.21) holds for any q ∈ O, where O is some neighbourhood

of q0. This proves uniform convergence (2.3.2) for i = 0. A similar argument will

establish the uniform convergence (2.3.2) for any i = 0, . . . ,m− k. �

Later we’ll use the following properties of operators ô(tk).

Proposition 2.3.5. Let ô(tk) and ô(t`) be families of operators with defects k1

and `1 respectively. Then

(i) ô(tk) + ô(t`) = ô(tmin(k, `)) if max{k1, `1} ≤ m;
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(ii) ô(tk) ◦ ô(t`) = ô(tk+`) if k1 + `1 ≤ m;

(iii) X̂t ◦ ô(tk) ◦ Ŷt = ô(tk) with defect at most k1 + 2 if k1 ≤ m− 2 and Cm smooth

vector fields Xt, Yt are locally bounded;

(iv) P̂0,t ◦ ô(tk) ◦ Q̂0,t = ô(tk) with defect at most k1 if P0,t and Q0,t are flows of

locally bounded Cm smooth vector fields;

(v) P̂0,t = ÎdE + ô(1) with defect 0 if P̂0,t is the flow of a locally bounded Cm

smooth vector field.

Proof. Let us fix q0 ∈ M , a locally bounded at q0 family F ⊂ Cm(M,E),

and a coordinate chart (O, ψ). Observe that for any ϕ ∈ F , x ∈ ψ(O) and i =

0, . . . ,m−max{k1, `1}∥∥∥((ô(tk) + ô(t`))(ϕ) ◦ ψ−1(x))(i)
∥∥∥ ≤ ∥∥∥(ô(tk)(ϕ) ◦ ψ−1(x))(i)

∥∥∥+
∥∥∥(ô(t`)(ϕ) ◦ ψ−1(x))(i)

∥∥∥
This inequality implies (i).

Note that the family of functions B := { 1

t`
ô(t`)(ϕ) : ϕ ∈ F , 0 < |t| < δ} is

locally bounded at q0. Then (ii) follows immediately from Definition 2.3.3.

To prove (iii) we note that ô(tk) ◦ Ŷt is ô(tk) with defect k1 + 1. Then it is easy

to see that X̂t ◦ ô(tk) ◦ Ŷt is ô(tk) with defect k1 + 2. The assertion (iv) follows

from the observation that ô(tk) ◦ Q̂0,t = ô(tk) with defect k1 and from the uniform

convergence in (2.3.2).

The last assertion (v) follows from the integral representation (2.2.2) for P̂0,t

and boundedness assumptions. �

2.3.2. Calculus of Little o’s: C∞-smooth Case. In the case of a C∞-

smooth manifold M we won’t require the concept of defect of operators which map

ϕ ∈ C∞(M,E) into C∞(M,E). We make the following modifications to the above

definitions in this case:
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Definition 2.3.6. For C∞ manifold M a set F ⊂ C∞(M,E) is called locally

bounded at q0 ∈ M if for any natural number m there exists a coordinate chart

(O, ψ) with q0 ∈ O and a constant C such that (2.3.1) holds for any i = 0, . . . ,m.

Definition 2.3.7. For a C∞ manifoldM , a family of operators Ât : C∞(M,E)→

C∞(M,E), t ∈ (−δ, δ), is called ô(tk) if for any q0 ∈ M , for any locally bounded

at q0 set F ⊂ C∞(M,E), and for any natural number m there exists a coordinate

chart (O, ψ) with q0 ∈ O such that for any i = 0, . . . ,m the limit (2.3.2) takes place

uniformly with respect to all ϕ ∈ F , x ∈ ψ(O).

Then we have

Proposition 2.3.8. For C∞ manifold M and locally bounded C∞ vector fields

Xt and Yt assertions (i)-(v) of Proposition 2.3.5 hold with k1 = 0, `1 = 0 and

m =∞.

2.4. Commutators of Flows and Vector Fields

Let Pt and Qt be flows on a Cm manifold M , generated by Cm vector fields X

and Y , so that P̂0 = Îd, Q̂0 = Îd,

dP̂t
dt

= P̂t ◦ X̂,
dQ̂t
dt

= Q̂t ◦ Ŷ .

Following [68], we define a bracket of flows [Pt, Qt] = Q−1
t ◦ P

−1
t ◦ Qt ◦ Pt and we

note that

̂[Pt, Qt] = P̂t ◦ Q̂t ◦ P̂−1
t ◦ Q̂−1

t .

In the case of finite dimensional manifolds, it follows from the classical result that

(2.4.1) ̂[Pt, Qt] = Îd+ t2
[
X̂, Ŷ

]
+ ô(t2).

In the case of infinite dimensional manifolds and flows P it , i = 1, . . . , k, gener-

ated by vector fields Xi, the general formula for an arbitrary bracket expression
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B
(
P 1
t , . . . , P

k
t

)
was proved by Mauhart and Michor in [68]. In operator notation,

the general formula is

(2.4.2) ̂B
(
P 1
t , . . . , P

k
t

)
= Îd+ tkB

(
X̂1, . . . , X̂k

)
+ ô(tk).

Here we use the Chronological Calculus to prove this formula. In particular, we will

establish the following:

Theorem 2.4.1 (Mauhart and Michor). Let M be an Cm-smooth Banach man-

ifold and X1, . . . , Xk, k ≤ m, be Cm-smooth vector fields. Then for any bracket

expression B
(
P 1
t , . . . , P

k
t

)
we have the presentation (2.4.2) where ô(tk) has defect

at most k − 1.

The advantage of our approach follows from the fact that the main part of the

proof is reduced to algebraic computations. Moreover, an algorithm for deriving a

representation for remainder term in (2.4.2) is given.

We will need the following results for families of local diffeomorphisms of the

form

(2.4.3) P̂t = Îd+ tmX̂ + ô(tm) Q̂t = Îd+ tnŶ + ô(tn).

Proposition 2.4.2. Let X be a Cm vector field. Then

(2.4.4) P̂−1
t = Îd− tmX̂ + ô(tm).

Proof. Consider flows St and Tt defined by

(2.4.5)
dŜt
dt

= Ŝt ◦ X̂, Ŝ0 = Îd
dT̂t
dt

= −X̂ ◦ T̂t, T̂0 = Îd.

Then T̂t = Ŝ−1
t , Ŝt = Îd + tX̂ + ô(t), and T̂t = Îd − tX̂ + ô(t). In particular,

P̂t = Ŝtm + ô(tm).
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By applying P̂−1
t from the right, we get Îd = Ŝtm◦P̂−1

t +ô(tm). Then by applying

T̂tm from the left, we get T̂tm = P̂−1
t + ô(tm), and so P̂−1

t = Îd− tmX̂ + ô(tm). �

Proposition 2.4.3. Let families of local diffeomorphisms Pt and Qt satisfy

(2.4.3). Then

(2.4.6) ̂[Pt, Qt] = Îd+ tm+n
[
X̂, Ŷ

]
+ ô

(
tm+n

)
.

Proof. Recall that ̂[Pt, Qt] := P̂t ◦ Q̂t ◦ P̂−1
t ◦ Q̂−1

t . Write

P̂−1
t = ÎdM − V̂1, P̂t = ÎdM + V̂2, Q̂−1

t = ÎdM − Ŵ1, Q̂t = ÎdM + Ŵ2.

Then

(2.4.7) ̂[Pt, Qt] =
(
ÎdM + V̂2

)
◦ Q̂t ◦

(
ÎdM − V̂1

)
◦ Q̂−1

t .

Now, Q̂t ◦
(
ÎdM − V̂1

)
◦ Q̂−1

t = ÎdM − Q̂t ◦ V̂1 ◦ Q̂−1
t = ÎdM −

(
ÎdM + Ŵ2

)
◦ V̂1 ◦(

ÎdM − Ŵ1

)
= ÎdM − V̂1 − Ŵ2 ◦ V̂1 + V̂1 ◦ Ŵ1 + Ŵ2 ◦ V̂1 ◦ Ŵ1.

Substituting this expression into (2.4.7) gives

̂[Pt, Qt] =
(
ÎdM + V̂2

)
◦
(
ÎdM − V̂1 − Ŵ2 ◦ V̂1 + V̂1 ◦ Ŵ1 + Ŵ2 ◦ V̂1 ◦ Ŵ1

)
= ÎdM − V̂1 − Ŵ2 ◦ V̂1 + V̂1 ◦ Ŵ1 + Ŵ2 ◦ V̂1 ◦ Ŵ1 + V̂2 − V̂2 ◦ V̂1

− V̂2 ◦ Ŵ2 ◦ V̂1 + V̂2 ◦ V̂1 ◦ Ŵ1 + V̂2 ◦ Ŵ2 ◦ V̂1 ◦ Ŵ1

But

−V̂1 + V̂2 − V̂2 ◦ V̂1 = P̂−1
t − ÎdM + P̂t − ÎdM −

(
P̂t − ÎdM

)
◦
(
ÎdM − P̂−1

t

)
= 0.

Therefore,

̂[Pt, Qt] = ÎdM − Ŵ2 ◦ V̂1 + V̂1 ◦ Ŵ1 + R̂
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where

(2.4.8) R̂ := Ŵ2 ◦ V̂1 ◦ Ŵ1 − V̂2 ◦ Ŵ2 ◦ V̂1 + V̂2 ◦ V̂1 ◦ Ŵ1 + V̂2 ◦ Ŵ2 ◦ V̂1 ◦ Ŵ1

By (2.4.3) and (2.4.4) we have V̂1 = tmX̂ + ô(tm), V̂2 = tmX̂ + ô(tm), Ŵ1 =

tnŶ + ô(tn), Ŵ2 = tnŶ + ô(tn).

By using Proposition 2.4.3 we obtain from previous relations and (2.4.8) that

R̂ = ô(tm+n) and

V̂1 ◦ Ŵ1 − Ŵ2 ◦ V̂1 = tm+n
[
X̂, Ŷ

]
+ ô(tm+n).

This proves (2.4.6). �

Applying 2.4.3 inductively, we obtain Theorem 2.4.1. Note that in the process

of proving the theorem, we have obtained an expression for the remainder term.

2.5. Chow-Rashevskii Theorem for Infinite-Dimensional Manifolds

Consider an n-dimensional manifold M with a sub-riemannian distribution H ⊂

TM , which, by definition, is a vector sub-bundle of the tangent bundle TM of the

manifold with an inner product on its fiber space [72]. An absolutely continuous

curve q : [0, T ]→M is called horizontal, if its derivative belongs to H for almost all

t.

The classical Chow-Rashevskii theorem [22, 75] provides conditions in terms of

basis vector fields {Vi}i=1,...,m of the distributionH and their iterated Lie brackets for

connectivity of arbitrary two points of the sub-riemannian manifold by a horizontal

curve.

More precisely, consider a distribution L which is defined pointwise as the linear

span of the set generated by iterated Lie brackets of basis vector fields {Vi}i=1,...,m
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as follows:

(2.5.1) L[V1, . . . , Vm](q) := span {B(Vi1 , Vi2 , . . . , Vik−1
, Vik)(q) : k = 1, 2, . . .}.

The classical Chow-Rashevskii theorem states that the condition

(2.5.2) L[V1, . . . , Vm](q) = TM(q) ∀ q ∈M

implies the connectivity of any two points on the manifold M by a horizontal curve.

Historically this theorem has played a fundamental role in nonlinear control

theory [12, 32, 53, 54] by demonstrating that the condition (2.5.2) is a sufficient

for the global controllability of the following affine-control system:

(2.5.3) q̇ =
m∑
i=1

ui(t)Vi(q).

Here we are interested in generalizing these sufficient conditions for global con-

trollability for the case of infinite-dimensional manifold M . Consider an affine con-

trol system

(2.5.4) q̇ =
∞∑
i=1

ui(t)Vi(q),

where Vi are smooth vector-fields on M , and u(t) := (u1(t), u2(t), . . .) is a control.

Let M be an infinite-dimensional C∞ smooth connected manifold [61] with

underlying smooth Banach space E.

A control u(t) will be called admissible if it is piecewise constant and at each t

only a finite number of its components ui(t) are different from zero and take values

+1 or −1. The set of all admissible controls will be denoted U .

Note that for any initial point q0 for any admissible control u(t) there exists (at

least locally) a unique solution q(t; q0, u) of the control system (2.5.4). This solution
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we call a trajectory. The reachability set for the initial point q0

(2.5.5) R(q0) := {q(t;u, q0) : ∀ t ≥ 0, ∀ u ∈ U}

consists of all points of all trajectories of (2.5.4) corresponding to all admissible

controls u ∈ U . Thus, the set R(q0) consists of all points to which the control

system can be driven from the point q0 using admissible controls.

Here we provide infinitesimal conditions in terms of the vector fields {Vi}i=1,2,...

and their iterated Lie brackets similar to (2.5.2) which imply global approximate

controllability of the system (2.5.4).

Definition 2.5.1. Control system (2.5.4) is called global approximate control-

lable if for any q0 ∈M

(2.5.6) R(q0) = M.

Thus, global approximate controllability of system (2.5.4) means that for arbi-

trary points q0, q1 ∈M and any open neighbourhood O of the point q1 there exists

an admissible control u ∈ U such that at some moment T the trajectory x(T ;u, x0)

enters the neighbourhood O.

For the family of smooth vector fields Vi, i = 1, 2, . . . define the following distri-

bution:

(2.5.7) L[V1, V2, . . .](q) := span {B(Vi1 , Vi2 , . . . , Vik−1
, Vik)(q) : k = 1, 2, . . .}

Theorem 2.5.2. Let M be an infinite-dimensional smooth manifold associated

with the smooth Banach space E and a smooth affine-control system (2.5.4) satisfies

(2.5.8) L[V1, V2, . . .](q) = TqM ∀q ∈M

Then system (2.5.4) is globally approximate controllable.
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The proof of this variant of Chow-Rashevskii theorem for infinite-dimensional

manifolds is based on the use of nonsmooth analysis [28, 80] and a characterization

of the property of strong invariance [28] of sets with respect to solutions of the

control system (2.5.4) and is similar to the proof of the analogous result for the case

in which E is a Hilbert space [64].

2.5.1. Nonsmooth Analysis on Smooth Manifolds and Strong Invari-

ance of Sets. The concepts of strong and weak invariance play important role in

control theory. See [28] for finite-dimensional results and [27] for related results on

approximate invariance in Hilbert spaces. A set S ⊂M is called strongly invariant

with respect to trajectories of a control system (2.5.4) if for any q0 ∈ S and any

admissible control u ∈ U the trajectory q(t; q0, u) stays in S for all t > 0 sufficiently

small. Note that the fact that the reachability set R(q0) (2.5.5) is strongly invariant

follows immediately from its definition. Here we provide infinitesimal conditions for

strong invariance of a closed set S in terms of normal vectors to S and iterated Lie

brackets of vector fields Vi, i = 1, 2, . . ..

Proposition 2.5.3. Let q′ ∈ S be a boundary point of the closed set S. Then

any neighbourhood O of q′ contains a point q ∈ S such that there exists a normal

vector ζ 6= 0, ζ ∈ NqS.

The proof of this proposition follows from the multidirectional mean-value in-

equality and is left to a reader.

Theorem 2.5.4. If the closed set S ⊂ M is strongly invariant with respect to

solutions of the control system (2.5.4) then

(2.5.9) 〈ζ,B(Vi1 , Vi2 , . . . , Vik−1
, Vik)(q)〉 = 0
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for any for any iterated Lie bracket of vector fields Vi, any normal vector ζ ∈ NqS

and any q ∈ S.

Proof. Let us assume that the set S is strongly invariant, q ∈ S and ζ = dg(q) ∈

NqS. This implies that

(2.5.10) χS(q′)− χS(q) ≥ g(q′)− g(q)

for some smooth function g and all q′ near q.

Let us fix some iterated Lie bracket B(Vi1 , Vi2 , . . . , Vik−1
, Vik)(q) as in (2.5.9),

denote it v and relate to it an appropriate iterated flow bracket as in Section 4. For

arbitrarily small t > 0 we can find an admissible control u ∈ U associated with this

iterated flow bracket such that we have in accordance with Theorem (2.4.1)

g(q(t; q, u)) = g(q) + tk〈dg(q), v〉+ o(tk)

Then we obtain from (2.5.10) that

tk〈dg(q), v〉+ o(tk) ≤ 0

Of course, we can easily derive (2.5.9) from this inequality.

�

2.5.2. Proof of an Infinite-Dimensional Variant of the Chow-Rashevskii

Theorem. Consider the reachability set R(q0) (2.5.5) and recall that this set is

strongly invariant. Note that for a fixed admissible control u, the function q →

q(t; q, u) is continuous. This implies that the closure of the reachability set R(q0) is

also strongly invariant.

Now let us assume that Theorem 2.5.2 is not true and R(q0) 6= M for some

q0 ∈ M . This implies the existence of some border point q′ of R(q0). Due to

Proposition 2.5.3 there exists a point q ∈ R(q0) and a nonzero normal vector ζ at
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q to it. But due to the strong invariance of R(q0) we have for the normal vector ζ

that (2.5.9) holds for any iterated Lie bracket. In view of condition (2.5.8) it implies

that ζ = 0 and this contradiction proves Theorem 2.5.2.
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CHAPTER 3

Vector Fields, Flows, and Lagrangian Charts

Our study of dynamic optimization on manifolds will rely to a great extent on

the theory of vector fields and flows on smooth manifolds. These flows induce flows

on TM and T ∗M through the evolution of the pushforward and pullback maps

Ps,t ∗ and P ∗s,t respectively, and such flows play an important role throughout the

remaining chapters. In this chapter we provide a careful exposition of properties of

vector fields, flows, and mappings into the vector bundles TM and T ∗M .

We also present the details of a technique we refer to as the method of Lagrangian

charts, which will prove useful in our derivation of necessary optimality conditions.

These charts are in close analogy with the concept of Lagrangian coordinates in

fluid dynamics, see e.g. [8] or [9].

This chapter is organized as follows. In the first section, we translate several

operator formulae from the Chronological Calculus into the language of classical

differential geometry. We then outline an elementary theory of maps into vector

bundles. In the third section, we study flows on TM and T ∗M induced by pushfor-

ward or pullback of a flow on M . These last two sections are essential for a careful

theory of the adjoint equations of geometric optimal control. In the final section we

introduce Lagrangian coordinates and derive some elementary properties.

3.1. Interpretations of Operator Formulae

Our first proposition characterizes the derivative
d

ds
Ps,t(q).
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Proposition 3.1.1. Suppose that Vt is a locally L1-bounded C1-smooth vector

field on a Banach manifold M with flow Ps,t. Then Ps,t is absolutely continuous in

s and for a fixed q ∈M satisfies, for almost all s,

(3.1.1)
d

ds
Ps,t(q) = −Ps,t ∗(q)Vs(q).

Proof. Fix q ∈ M and recall that Ps,t = P−1
t,s . Through Proposition 2.2.1 we

have, for almost all s

(3.1.2)
d

ds
q̂ ◦ P̂−1

t,s = −q̂ ◦ V̂s ◦ P̂−1
t,s = −q̂ ◦ P̂−1

t,s ◦Ad P̂t,s V̂s.

Thus

(3.1.3)
d

ds
q̂ ◦ P̂−1

t,s = −P̂s,t(q) ◦ P̂s,t ∗Vs

and this yields (3.1.1). �

We also recall the following results, which are useful for the study of flows of

perturbed vector fields.

Proposition 3.1.2. Suppose that Vt and Wt are locally L1-bounded C1-smooth

vector fields on a Banach manifold M . Let Ps,t be the flow of Vt and write P λs,t for

the flow of Vt + λWt. There holds

(3.1.4)
∂

∂λ

∣∣∣∣
λ=0

P λs,t(q) =

∫ t

s
Pτ,t ∗(Ps,τ (q))Wτ (Ps,τ (q)) dτ.

Proof. See (2.2.16). �

Proposition 3.1.3. Suppose that Vt and Wt are locally L1-bounded C1-smooth

vector fields on a Banach manifold M . Let Ps,t be the flow of Vt and Ss,t the flow

of Vt +Wt. If Cs,t is the flow of the vector field P−1
0,t ∗Wt then we have

(3.1.5) S0,t = P0,t ◦ C0,t.
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Proof. This is a restatement of Proposition 2.2.3. �

3.2. Maps Into Vector Bundles

Mappings into vector bundles appear naturally in the geometric theory of dy-

namic optimization, appearing for example: as lifts q̇ : [0, T ] → TM of abso-

lutely continuous maps q : [0, T ] → M ; as fiber derivatives of Lagrangians in

the Calculus of Variations [12]; and as adjoint arcs in the Maximum Principle

[4, 7, 12, 17, 54, 79, 84]. In this section we provide basic definitions for such

mappings.

3.2.1. Definitions. We state the following definitions for the analysis of map-

pings v : [0, T ] → TM , though entirely analogous definitions hold for maps into

T ∗M and indeed into any Banach-space valued vector bundle over M . We remind

the reader that we use the terms measurable and integrable in the strong Bochner

sense [34].

Definition 3.2.1. Let q : [0, T ] → M be a continuous mapping. We say that

v : [0, T ]→ TM is a mapping along q if for all t ∈ [0, T ] there holds π(v(t)) = q(t).

Remark 3.2.2. Vector bundles come with natural “fibrewise” operations. For

example, if v, w ∈ TM and π(v) = π(w) then we can add v and w to get v+w ∈ TM .

In local coordinates, if v = (x, V ) and w = (x,W ) then v+w = (x, V +W ). Likewise

one may define scalar multiplication, for α ∈ R, by

(3.2.1) αv = α(x, v) := (x, αv).

Thus if v, w : [0, T ]→ TM are mappings along q : [0, T ]→ TM then we obtain in a

natural way mappings v+w : [0, T ]→ TM and αv : [0, T ]→ TM through fibrewise

operations.
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Definition 3.2.3. Let q : [0, T ] → M be continuous and let v : [0, T ] → TM

be a mapping along q. We say that v is measurable if for any t0 ∈ [0, T ] there exist

δ > 0 and a coordinate chart (O, ϕ) such that q : (t0 − δ, t0 + δ)→ O and such that

v(t) is measurable in the local coordinates ϕ for t ∈ (t0 − δ, t0 + δ).

Definition 3.2.4. Let q : [0, T ]→M be continuous and let v : [0, T ]→ TM be

a mapping along q. We say that v is locally Lp-bounded if for any t0 ∈ [0, T ] there

exist δ > 0 and a coordinatechart (O, ϕ) such that q : (t0 − δ, t0 + δ)→ O and such

that the local coordinate representation for v(t) in coordinates ϕ is both measurable

for t ∈ (t0 − δ, t0 + δ) and bounded in norm on this interval by an Lp function.

Definition 3.2.5. Let q : [0, T ]→M be continuous and let v : [0, T ]→ TM be

a mapping along q which is locally L1-bounded. A time t0 ∈ [0, T ] is said to be a

Lebesgue point for v if there exists a coordinate chart ϕ such that t0 is a Lebesgue

point for the local coordinate representation of v(t).

Definition 3.2.6. If v : [0, T ]→ TM takes values entirely in TqM for a fixed q,

then we define

∫ T

0
v(t) dt to by choosing a coordinate map ϕ and, setting x = ϕ(q),

define

(3.2.2)

∫ T

0
v(t) dt := ϕ−1

∗ (x) ◦
∫ T

0
ϕ∗(q)v(t) dt.

It can be checked that each of these definitions does not depend on choice of

coordinates ϕ and that if v is locally Lp-bounded then almost every t ∈ [0, T ] is a

Lebesgue point.

It will often be useful to extend a mapping v : [0, T ] → TM which is defined

along a map q to a nonautonomous vector field. We turn now to this task.

3.2.2. Extension of Maps to Vector Fields. Recall that a Banach space E

is smooth if its norm is differentiable away from zero. Smooth Banach spaces admit
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C1-smooth bump functions, that is C1-smooth functions b : E → R which are not

identically zero and whose support

(3.2.3) supp b := {x ∈ E : b(x) 6= 0}

is bounded. We will work with Banach spaces whose dual E∗ is separable and it

can be shown [45] that for such spaces, smoothness of the norm is equivalent to the

existence of a C1-smooth bump function b : E → R. Using standard bump functions

on R one can prove the following lemma:

Lemma 3.2.7. If M is a manifold modeled over a Banach space E whose norm is

Ck-smooth away from zero then for any q ∈M there is a coordinate chart ϕ : O → E

along with an open set O0 ⊂ O0 ⊂ O with q ∈ O0 and a Ck-smooth bump function

b : M → [0, 1] which is identically equal to one on O0 and whose support is contained

in O.

We use this to prove the next lemma, which shows that one may switch between

Lp-bounded mappings v : [0, T ] → TM and locally Lp-bounded Ck-smooth vec-

tor fields with little difficulty, provided the underlying Banach space is sufficiently

smooth. We stress that for the Banach spaces under consideration in the chapters

which follow we may always take k = 1.

Lemma 3.2.8 (Extension Lemma). Let q : [0, T ] → M be continuous and let

v : [0, T ]→ TM be an Lp-bounded mapping along q. If M is a Ck-smooth manifold

which admits Ck-smooth bump functions, then there exists a locally Lp-bounded Ck-

smooth vector field Vt which extends v in the sense that Vt(q(t)) = v(t) for almost

all t. When M is of finite dimension we may assume that Vt is compactly supported.

Proof. By Lemma 3.2.7, for any fixed t ∈ [0, T ] there exists an open neighbor-

hood Ot of q(t) and a Ck-smooth bump function bt : M → [0, 1] such that bt ≡ 1
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on Ot and supp bt is contained in the domain of a coordinate chart ϕt. By com-

pactness of [0, T ] we may choose finitely many such charts and a finite partition

0 = t0 < t1 < · · · < tr = T such for each i we have q : [ti, ti+1] → Ot for a

fixed value of t. Write Oi for the set containing the image of [ti, ti+1], let bi be the

corresponding bump function and ϕi the corresponding coordinate map.

For t ∈ [ti, ti+1] define a vector field Vt on M through

Vt(q) = bi(q)ϕ
−1
i ∗ (ϕi(q))ϕi ∗(q(t))v(t),

extended smoothly to zero outside of the domain for the coordinates ϕi. Note that

Vt is locally Lp-bounded and Ck-smooth. Further, since q(t) ∈ Oi and bi|Oi ≡ 1, we

have

(3.2.4) Vt(q(t)) = bi(q(t))ϕ
−1
i ∗ (ϕi(q(t)))ϕi ∗(q(t))v(t) = bi(q(t))v(t) = v(t).

Thus Vt extends v(t). The compactness statement for finite-dimensional manifolds

is apparent from the construction – simply take each Ot to be such that the closure

Ot is compact. �

Remark 3.2.9. If q : [0, T ] → M is absolutely continuous with locally Lp-

bounded derivative and M is a Ck-smooth manifold which admits Ck-smooth bump

functions, then Lemma 3.2.8 implies the existence of a locally Lp-bounded Ck-

smooth vector field Vt for which q̇(t) = Vt(q(t)). As a consequence, if Ps,t is the flow

of Vt, then q(t) = P0,t(q0). When M is finite-dimensional we may assume that Vt is

compactly supported and hence that Ps,t is complete.

Lemma 3.2.8 raises an interesting question: how smooth can we expect a bump

function to be in a smooth Banach space? For finite-dimensional C∞-smooth mani-

folds there always exists a C∞ bump function and so Vt may be assumed C∞-smooth
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in q. Generally speaking, however, a smooth Banach space may admit only a C1-

smooth bump function. A survey of the theory of bump functions in Banach spaces

can be found in [45]. We would like to point out two interesting results. The first

is due to [13]:

Proposition 3.2.10. Consider the space Lp (Rn,R) with norm ‖·‖Lp. We have

(i) If p is a even integer then ‖·‖Lp is C∞-smooth away from zero;

(ii) If p is an odd integer then ‖·‖Lp is Cp−1-smooth away from zero with a locally

Lipschitz (p− 1)st derivative;

(iii) If p is not an integer then ‖·‖Lp is C [p]-smooth away from zero with a p− [p]-

Hölder continuous (p− 1)st derivative.

We also note that any Hilbert space has a C∞-smooth norm. The second result

we wish to mention, established in [40], is the surprising fact that if the norms on

E and E∗ are sufficiently smooth then E is a Hilbert space:

Proposition 3.2.11. If E and E∗ admit bump functions with locally Lipschitz

derivatives then E is a Hilbert space.

3.3. Flows Induced Through Pushforward or Pullback

We turn now to the study of flows on TM and T ∗M induced by pushforward

and pullback of flows on M . A central goal of this section is the understand the

mappings ζ : [0, T ] → T ∗M defined through P ∗t,T ζT , as we will find such mappings

to be ubiquitous in our study of necessary optimality conditions.

3.3.1. Pushforward Dynamics. Suppose Ps,t is the flow of a locally inte-

grable bounded, C1-smooth vector field Vt. Fix q0 ∈ M and write q(t) for P0,t(q0).

Given v0 ∈ Tq0M , define a mapping v : [0, T ]→ TM along q through v(t) = P0,t ∗v0.
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In this subsection we prove that v(t) is absolutely continuous and derive an expres-

sion for the infinitesimal generator of such pushforward flow. A proof of this result

can also be found in [7]. We provide a short proof here for completeness.

Recall that the bundle TTM is equipped with a canonical involution [59] given

locally by κ(x, v;w, V ) = (x,w; v, V ). Fix a time t0 ∈ [0, T ], coordinate chart (O, ϕ),

and δ > 0 such that q(t) ∈ O for all t ∈ (t0 − δ, t0 + δ). Define the following maps,

which take values in E:

x(t) := ϕ(q(t)) w(t) := ϕ∗(q(t))v(t).

Proposition 3.3.1. The map w : [0, T ] → E is absolutely continuous and for

almost all t ∈ (t0 − δ, t0 + δ) we have

(3.3.1)
d

dt
(x(t), w(t)) =

(
(ϕ∗Vt)(x(t)), (ϕ∗Vt)

′(x(t))w(t)
)
.

and v̇(t) = κ ◦ Vt ∗(q(t))v(t).

Proof. It is clear that ẋ(t) = (ϕ∗Vt) (x(t)) and so we prove the formula for

ẇ(t). Fix a time t ∈ (t0 − δ, t0 + δ). By the semigroup property for flows, v(t+ ε) =

Pt,t+ε ∗(q(t))v(t). Since v(t) = ϕ−1
∗ (x(t))w(t), we find

(3.3.2)

w(t+ ε) = ϕ∗(q(t+ ε))Pt,t+ε ∗(q(t))v(t) = (ϕ ◦ Pt,t+ε)∗ (ϕ−1(x(t)))ϕ−1
∗ (x(t))w(t)

=
(
ϕ ◦ Pt,t+ε ◦ ϕ−1

)
∗ (x(t))w(t).

But ϕ ◦ Pt,t+ε ◦ ϕ−1 is a map from E to itself and so we may write

(3.3.3) w(t+ ε) =
(
ϕ ◦ Pt,t+ε ◦ ϕ−1

)′
(x(t))w(t).

The map ϕ ◦ Pt,t+ε ◦ ϕ−1 is the local flow for the C1-smooth vector field ϕ∗Vt. By

the theory of flows in Banach space the map
(
ϕ ◦ Pt,t+ε ◦ ϕ−1

)′
(x(t)) is absolutely
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continuous and for almost all t ∈ (t0 − δ, t0 + δ) satisfies

(3.3.4)
d

dε

∣∣∣∣
ε=0

(
ϕ ◦ Pt,t+ε ◦ ϕ−1

)′
(x(t)) = (ϕ∗Vt)

′ (x(t)).

Consequently w is absolutely continuous and for almost all t satisfies

(3.3.5) ẇ(t) =
d

dε

∣∣∣∣
ε=0

w(t+ ε) = (ϕ∗Vt)
′ (x(t))w(t).

To complete the proof recall that in local coordinates, Vt is the map x 7→

(x, (ϕ∗Vt)(x)). Therefore, in the same local coordinates, Vt ∗ : TM → TTM acts on

a pair (x,w) ∈ E × E through

(3.3.6) (x,w) 7→ (x, (ϕ∗Vt)(x), w, (ϕ∗Vt)
′(x)w).

Composing this map with κ we find that v̇(t) = κ ◦ Vt ∗(q(t))v(t). �

3.3.2. Pullback Dynamics. In this subsection we derive local coordinate ex-

pressions for the infinitesimal generators of pullback-type flows such as ζ(t) = P ∗t,T ζT

for fixed ζT ∈ T ∗M . In the following subsection, we provide details of a well-known

link to coordinate-free Hamiltonian vector fields on T ∗M .

Throughout this subsection we let Ps,t be denote flow of a locally L1-bounded,

C1-smooth vector field Vt. We fix q0 ∈ M and set q(t) = P0,t(q0). Finally, we fix

ζT ∈ T ∗q(T )M .

We first consider mappings ζ : [0, T ]→ T ∗M along q of the form ζ(t) = P ∗t,T ζT .

Fix a time t0 ∈ [0, T ], δ > 0, and coordinate chart (O, ϕ), with q(t) ∈ O for all

t ∈ (t0 − δ, t0 + δ). Let (x(t), p(t)) ∈ E × E∗ be the local coordinate representation

for ζ(t).

Proposition 3.3.2. For almost all t ∈ (t0 − δ, t0 + δ) we have

ẋ(t) = (ϕ∗Vt)(x(t)) ṗ(t) = −(ϕ∗Vt)
′(x(t))∗p(t),(3.3.7)
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where (ϕ∗Vt)
′(x(t))∗ : E∗ → E∗ is the adjoint of the bounded linear operator

(ϕ∗Vt)
′(x(t)) : E → E.

Proof. Only the expression for ṗ(t) requires proof. First note that because

(3.3.8) ζ(t+ ε) = P ∗t+ε,tζ(t),

one has ϕ∗p(t+ ε) = P ∗t+ε,t ◦ ϕ∗p(t). Rearranging, one finds

(3.3.9) p(t+ ε) =
(
ϕ ◦ Pt+ε,t ◦ ϕ−1

)∗
p(t).

Let v ∈ E be arbitrary and set v(ε) =
(
ϕ ◦ Pt,t+ε ◦ ϕ−1

)
∗ v. We have

(3.3.10)
〈p(t+ ε), v(ε)〉 =

〈(
ϕ ◦ Pt,t+ε ◦ ϕ−1

)∗
p(t),

(
ϕ ◦ Pt+ε,t ◦ ϕ−1

)
∗ v(ε)

〉
= 〈p(t), v〉 .

Thus,
d

dε

∣∣∣∣
ε=0

〈p(t+ ε), v(ε)〉 = 0. Equation (3.3.1) now gives us

(3.3.11) 〈ṗ(t), v〉 = −
〈
p(t), (ϕ∗Vt)

′(x(t))v
〉
,

provided t is a point of differentiability both for p and for (ϕ◦Pt,t+ε ◦ϕ−1)′. Almost

all times t ∈ [0, T ] are such points and, since v was arbitrary, we obtain (3.3.7) �

In applications such as nonholonomic mechanics, optimal control, and the Cal-

culus of Variations, one also comes across covector curves defined in the following

way: let β : [0, T ]→ T ∗M be a locally L1-bounded mapping along q and define

(3.3.12) ζ(t) = P ∗t,T ζT +

∫ T

t
P ∗t,τβ(τ) dτ.

As before we fix a time t0 ∈ [0, T ], coordinate chart (O, ϕ), and δ > 0 such that

q(t) ∈ O for all t ∈ (t0 − δ, t0 + δ). Let (x(t), p(t)) ∈ E×E∗ be the local coordinate

representation for ζ(t).

58



Proposition 3.3.3. For almost all t ∈ (t0 − δ, t0 + δ) we have

(3.3.13) ṗ(t) = − (ϕ∗Vt)
′ (x(t))∗p(t)− ϕ−1 ∗β(t),

where (ϕ∗Vt)
′(x(t))∗ : E∗ → E∗ is the adjoint of the bounded linear operator

(ϕ∗Vt)
′(x(t)).

Proof. If α, ω : [0, T ] → T ∗M are mappings along q then for each t ∈ [0, T ]

we have α(t), ω(t) ∈ T ∗q(t)M and we may take advantage of the underlying linear

structure to define a mapping α+ ω along q through

(3.3.14) (α+ ω)(t) := α(t) + ω(t).

Set α(t) = P ∗t,T ζT and ω(t) =

∫ T

t
P ∗t,τβ(τ) dτ , so that

(3.3.15) ζ(t) = α(t) + ω(t).

We are interested in the local coordinate representation of ω̇(t). Let r(t) be the

local coordinate representation for ω(t) and check that

(3.3.16) r(t+ ε) = ϕ−1 ∗ ◦ P ∗t+ε,T ◦ ϕ∗
∫ T

t+ε
ϕ−1 ∗P ∗T,τβ(τ) dτ.

By the product rule we can see that, for almost all t ∈ (t0 − δ, t0 + δ) there holds

(3.3.17)

ṙ(t) = − (ϕ∗Vt)
′ (x(t))∗

∫ T

t
ϕ−1 ∗P ∗T,τβ(τ) dτ

− ϕ−1 ∗ ◦ P ∗t,T ◦ ϕ∗ ◦ ϕ−1 ∗P ∗T,tβ(t)

= − (ϕ∗Vt)
′ (x(t))∗

∫ T

t
ϕ−1 ∗P ∗T,τβ(τ) dτ − ϕ−1 ∗β(t).
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Now by Proposition 3.3.2 we have

(3.3.18)

ṗ(t) = − (ϕ∗Vt)
′ (x(t))∗ϕ−1 ∗P ∗t,T ζT

− (ϕ∗Vt)
′ (x(t))∗

∫ T

t
ϕ−1 ∗P ∗T,τβ(τ) dτ − ϕ−1 ∗β(t)

= − (ϕ∗Vt)
′ (x(t))∗p(t)− ϕ−1 ∗β(t).

�

Finally, we will have need for a particular case of Proposition 3.3.3 in which β

arises as the exterior derivative of a cost function. Suppose that L : [0, T ]×M → R

is a Carathéodory function which is C1-smooth in q. Let

(3.3.19) ζ(t) = P ∗t,T ζT +

∫ T

t
P ∗t,τdL(τ, q(τ)) dτ,

where dL(t, q) denotes the exterior derivative of L with respect only to q. Fix a

time t0 ∈ [0, T ], coordinate chart (O, ϕ), and δ > 0 such that q(t) ∈ O for all

t ∈ (t0 − δ, t0 + δ). Let (x(t), p(t)) ∈ E × E∗ be the local coordinate representation

for ζ(t).

Proposition 3.3.4. For almost all t ∈ (t0 − δ, t0 + δ) we have

(3.3.20) ṗ(t) = −(ϕ∗Vt)
′(x(t))∗p(t)− (ϕ∗L)′(t, x(t)),

where ϕ∗L : [0, T ]× ϕ(O)→ R is defined by (ϕ∗L)(t, x) = L(t, ϕ−1(x)).

Proof. In Proposition 3.3.3 take β(t) = dL(t, q(t)) and recall the formulae

(3.3.21) ϕ−1 ∗dL = d(L ◦ ϕ−1) = (ϕ∗L)′.

�

The expressions given in equations (3.3.7), (3.3.13), and (3.3.20) are complicated

by the explicit presence of the coordinate chart ϕ. Suppressing the coordinate chart
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yields the following familiar expressions

d

dt
P ∗t,T ζT = −V ′t (qt)

∗ζ(t)(3.3.22)

d

dt

(
P ∗t,T ζT +

∫ T

t
P ∗t,τβ(τ) dτ

)
= −V ′t (q(t))∗ζ(t)− β(t)(3.3.23)

d

dt

(
P ∗t,T ζT −

∫ T

t
P ∗t,τdL(τ, q(τ)) dτ

)
= −V ′t (q(t))∗ζ(t) + L′(t, q(t)).(3.3.24)

3.3.3. Hamiltonian Vector Fields and Pullback. An important observa-

tion in the theory of geometric optimal control is that the adjoint equations evolve

on the cotangent bundle T ∗M . Indeed, this is a central part of every statement of

the geometric Maximum Principle that we have seen [4, 7, 12, 17, 54, 79, 84].

We provide here a brief introduction to the natural symplectic structure on T ∗M .

The complete details of this construction for manifolds modeled over Banach spaces,

including the theory of exterior derivatives of k-forms (we will need only k = 1), can

be found in Lang’s text [61].

For any smooth manifold M , the cotangent bundle T ∗M admits a canonical

one-form s, whose action on X ∈ TζT ∗M is given by

(3.3.25) 〈s,X〉 := 〈ζ, π∗X〉 .

One defines the canonical two-form σ on T ∗M through σ = −ds. Taking vectors

Xi = (vi, ηi) ∈ TζT ∗M ∼= E × E∗, (i = 1, 2) one can show that

(3.3.26) σ(X1, X2) = 〈η2, v1〉 − 〈η1, v2〉 .

We refer the reader to Lang [61] for the precise details of this calculation. The

two-form σ induces a map J : TT ∗M → T ∗T ∗M as follows: given X1 ∈ TζT ∗M ,

let J(X1) ∈ T ∗ζ T ∗M act on X2 ∈ TζT ∗M by 〈J(X1), X2〉 = σ(X1, X2). Under the

assumption that E is reflexive we may identify TζT
∗M with E × E∗ and T ∗ζ T

∗M
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with E∗ ×E. One may then check that J admits the following matrix of operators

representation:

(3.3.27) J =

 0 −IdE∗

IdE 0

 .

It then follows that J is an isomorphism with inverse given by

(3.3.28) J−1 =

 0 IdE

−IdE∗ 0

 .

Given a Ck-smooth function H : T ∗M → R, one may employ the map J to

define a Ck−1-smooth vector field
−→
H on T ∗M through

−→
H = J−1(dH). By (3.3.28),

the local coordinate expression for
−→
H , in coordinates (x, p), is given by

(3.3.29)
−→
H (x, p) = (Hp(x, p),−Hx(x, p)) .

The vector field
−→
H is called the Hamiltonian lift of H and generalizes the familiar

notion of a Hamiltonian system on Rn, given by

(3.3.30)

 ẋ = Hp(x, p)

ṗ = −Hx(x, p)

When H has a time dependence, so that H : [0, T ]×T ∗M → R, we will write
−→
H (t, ζ)

for the lift defined through dH, with the exterior derivative taken only with respect

to q ∈M and not time t.

Such Hamiltonian lifts arise naturally from pullback flows. Suppose, for example,

that ζ : [0, T ]→ T ∗M is defined through (3.3.19) and let H : [0, T ]× T ∗M → R be

defined by

(3.3.31) H(t, ζ) = 〈ζ, Vt(q)〉 − L(t, q).
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Comparing (3.3.29) with either Proposition 3.3.4 or Equation (3.3.24) we obtain the

following proposition:

Proposition 3.3.5. If M is modeled over a reflexive Banach space E then the

map ζ : [0, T ]→ T ∗M defined by (3.3.19) is a solution to

(3.3.32) ζ̇(t) =
−→
H (t, ζ(t))

with ζ(T ) = ζT .

3.4. Lagrangian Charts

In problems of dynamic optimization where the state evolves on a manifold, a

common obstacle in the derivation of necessary optimality conditions is that the

state is not confined to the domain of a single chart. In this dissertation we address

this problem by introducing the technique of Lagrangian charts. This technique is

similar to a technique developed by Bismut [11] and Montgomery [72], which makes

use of specially constructed affine control systems.

3.4.1. Definition and Basic Properties. We present a technique which uses

the flow of a single vector field to construct a kind of time-varying coordinate chart.

A strength of our approach is that the semigroup properties of flows are compatible

with these charts in a useful manner. In addition, for problems in which a control

system is being studied, this vector field may often be chosen to be the control

system itself and the construction is then in some sense natural to the problem.

The construction of Lagrangian charts is in direct analogy with the notion of

Lagrangian coordinates in fluid dynamics, in which fluid particles are given time-

invariant coordinates through their initial conditions, see [8, 9].

Let Ps,t denote the flow of a nonautonomous vector field Vt and suppose that

P0,t(q) is defined for all t ∈ [0, T ], for all q in a neighborhood of q0. Let (O, ϕ) be a
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coordinate chart with q0 ∈ O. Shrinking O if necessary we may assume that P0,t(q)

is defined for all q ∈ O and all t ∈ [0, T ]. We define a map ψt : P0,t(O) → ϕ(O)

through

ψt = ϕ ◦ Pt,0.

Definition 3.4.1. We refer to the map ψt as the Lagrangian coordinates asso-

ciated with the vector field Vt and coordinate chart (O, ϕ).

It can be shown that the collection of continuous maps q : [0, T ]→M for which

q(t) ∈ P0,t(O) for all t is a compact-open neighborhood of q0 and so the collection

of such maps is a natural object of study in the theory of dynamic optimization.

Let q : [0, T ] → M be absolutely continuous and suppose that for all t ∈ [0, T ]

we have q(t) ∈ P0,t(O). Let x : [0, T ] → ϕ(O) be defined through x(t) = ψt(q(t)).

Equation (3.1.1) yields the following:

Proposition 3.4.2. For almost all t we have

(3.4.1) ẋ(t) = ψt ∗(q(t))q̇(t)− ψt ∗(q(t))Vt(q(t)).

Informally, we may think of ψt ∗ as “translating” velocities from Tq(t)M to E,

Proposition 3.4.2 may be interpreted as the claim that in Lagrangian coordinates

the velocity of q(t) is given by the translation of q̇(t) corrected by the “velocity of

the chart.” Note that q(t) evolves according to the flow of Vt if and only if ψt(q(t))

is constant. Herein lies the analogy with Lagrangian coordinates of fluid dynamics

[8].

Now we introduce some properties of Lagrangian charts in relation to control

systems. Let U be a set. A control system f : [0, T ] ×M × U → TM is a map for

which f(t, q, u) ∈ TqM for any choice of (t, q, u). Later we will introduce assumptions

on f and U and definitions such as measurability of control u : [0, T ] → U. For
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the moment we suppose that for a given control u : [0, T ] → U one obtains a

nonautonomous vector field (t, q) 7→ f(t, q, u(t)).

Fix a control u0 and suppose that the associated vector field (t, q) 7→ f(t, q, u0(t))

has a well-defined flow Ps,t which is C1-smooth with Lipschitz derivative. Let ψt :

P0,t(O) → ϕ(O) be the associated Lagrangian coordinates. In accordance with

(3.4.1) we define a control system g : [0, T ]× ϕ(O)× U→ E through

(3.4.2) g(t, x, u) = (ψt ∗f) (t, x, u)− (ψt ∗f) (t, x, u0(t)).

We immediately obtain the following:

Proposition 3.4.3. Let u : [0, T ]→ U be a control and q(t, u) the solution to

(3.4.3) q̇(t, u) = f(t, q(t, u), u(t))

with q(0, u) = q0. Suppose q(t;u) ∈ P0,t(O) for all t ∈ [0, T ] and let Rs,t be the

flow of f associated with u. Let Qs,t be the flow of g corresponding to u. For q

sufficiently close to q0 we have

(3.4.4) ψt ◦R0,t(q) = Q0,t ◦ ϕ(q).

In addition, we can prove

Proposition 3.4.4. Let u : [0, T ]→ U be a control and q(t, u) the solution to

(3.4.5) q̇(t, u) = f(t, q(t, u), u(t))

with q(0, u) = q0. Suppose q(t;u) ∈ P0,t(O) for all t ∈ [0, T ] and let Rs,t be the flow

of f corresponding to u. Let Qs,t be the flow of g corresponding to u. There holds

(3.4.6) ψ∗t ◦Q∗t,T = R∗t,T ◦ ψ∗T .
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Proof. By (3.4.4) we have Q0,t = ψt ◦ R0,t ◦ ϕ−1. Since Qt,T = Q0,T ◦Qt,0 we

obtain

(3.4.7)

Q∗t,T =
(
ϕ ◦Rt,0 ◦ ψ−1

t

)∗ ◦ (ψT ◦R0,T ◦ ϕ−1
)∗

= ψ−1 ∗
t ◦R∗t,0 ◦ ϕ∗ ◦ ϕ−1 ∗ ◦R∗0,T ◦ ψ∗T

= ψ−1 ∗
t ◦R∗t,T ◦ ψ∗T ,

which completes the proof. �

Proposition 3.4.4 demonstrates the inherit utility of defining charts through with

flows of vector fields. We conclude this section by demonstrating that a Lagrangian

chart ψt induces a chart Ψt on T ∗M which respects the underlying symplectic struc-

ture.

3.4.2. Symplectic Structure and Lagrangian Charts. In this section we

clarify some important details regarding the canonical symplectic structures on T ∗M

and T ∗E ∼= E×E∗ and their relation to Lagrangian charts. We assume in this section

that E is a reflexive Banach space. Let σM and σE denote the canonical symplectic

two-forms for T ∗M and T ∗E, respectively. Let JM and JE denote the corresponding

isomorphisms, so that JM : TTM → TT ∗M and JE : E × E∗ → E∗ × E.

A coordinate chart (O, ϕ) induces a chart θ on T ∗O through θ(ζ) = (ϕ(q), ϕ−1 ∗ζ)

and since σE is the local coordinate expression for σM we obtain the relation

θ∗σE = σM . Our goal in this subsection is to demonstrate that an analogue of

this formula holds for Lagrangian charts.

Consider a Lagrangian chart ψt : P0,t(O)→ ϕ(O) corresponding to a vector field

Vt. This chart induces a chart Ψt : T ∗P0,t(O)→ E × E∗ through

(3.4.8) Ψt(ζ) =
(
ψt(q), (ψ

−1
t )∗ζ

)
for ζ ∈ T ∗qM .
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Proposition 3.4.5. Let E be a reflexive Banach space. Then the map Ψt is

structure-preserving in the sense that Ψ∗tσE = σM .

Proof. Introduce a function HV : [0, T ]× T ∗M → R through

(3.4.9) HV (t, ζ) = 〈ζ, Vt(q)〉

for ζ ∈ T ∗qM . Let Qs,t : T ∗M → T ∗M denote the flow of the vector field
−→
HV . By

Proposition 3.3.5 Qs,t is pullback flow associated with Vt so that

(3.4.10) Q0,t(ζ) = P ∗t,0ζ.

We first claim that the map Ψ−1
t decomposes as

(3.4.11) Ψ−1
t (x, p) = Q0,t ◦ θ−1(x, p)

To see this note that because θ−1(x, p) =
(
ϕ−1(x), ϕ∗p

)
we have

(3.4.12)

Ψ−1
t (x, p) =

(
ψ−1
t (x), ψ∗t p

)
=
(
P0,t ◦ ϕ−1(x), P ∗t,0ϕ

∗p
)

= Q0,t ◦ θ−1(x, p).

Next we claim that the map Q0,t is structure-preserving on T ∗M . That is, for all t

there holds

(3.4.13) σM = Q∗0,tσM .

Indeed this is a standard result and is typically shown to be true using the following

formula of Cartan [61]:

(3.4.14) LX = d ◦ iX + iX ◦ d.
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We carry out the necessary computations. First, (3.4.13) holds for t = 0. Further,

(3.4.15)
d

dt
Q∗0,tσM = L−→

HVt

σM =
(
d ◦ i−→

HVt

+ i−→
HVt

◦ d
)
σM = 0.

Finally we note that

(3.4.16) σE = θ−1 ∗σM = θ−1 ∗ ◦Q∗0,tσM =
(
Q0,t ◦ θ−1

)∗
σM = Ψ−1 ∗

t σM

and this completes the proof. �

We conclude this introduction to Lagrangian charts by demonstrating that the

induced charts Ψt on T ∗M are compatible with the isomorphisms JM and JE in the

following way:

Proposition 3.4.6. Let E be a reflexive Banach space. Then the following

diagram commutes:

(3.4.17) TT ∗E
(Ψ−1

t )∗
//

JE

��

TT ∗M

JM

��
T ∗T ∗E

Ψ∗t

// T ∗T ∗M

That is, Ψ∗tJE = JM ◦ (Ψ−1
t )∗. Equivalently, J−1

E ◦
(
Ψ−1
t

)∗
= Ψt ∗J

−1
M .

Proof. Let X ∈ TT ∗M and Y ∈ TT ∗E. We will show that

(3.4.18)
〈
JM ◦ (Ψ−1

t )∗Y,X
〉

= 〈Ψ∗tJEY,X〉

and since X,Y are arbitrary this will be enough. On the left we have

(3.4.19)

〈
JM ◦ (Ψ−1

t )∗Y,X
〉

= σM
(
(Ψ−1

t )∗Y,X
)

= Ψ−1 ∗
t σM (Y,Ψt ∗X)

= σE (Y,Ψt ∗X) = 〈JEY,Ψt ∗X〉 = 〈Ψ∗tJEY,X〉
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and this completes the proof. �
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CHAPTER 4

The Fundamental Lemma for Calculus of Variations

and Optimal Control on Manifolds

In this chapter we begin a study of dynamic optimization in nonlinear and infinite

dimensional spaces that will continue through the remainder of the dissertation. The

central goal of this chapter is the derivation of necessary optimality conditions for

optimal control on Banach manifolds. Such techniques are of interest, for example,

from the point of view of control of partial differential equations [87].

We further demonstrate that all first-order necessary conditions from the classi-

cal Calculus of Variations can be derived from the Pontryagin Maximum Principle,

which we derive here for problems on Banach manifolds. Thus optimal control plays

a central role in the Calculus of Variations and dynamic optimization as a whole.

Let us reiterate a definition of the proceeding chapter.

Definition 4.0.7. A control system on a manifold M is a mapping f : [0, T ]×

M × U→ TM which satisfies f(t, q, u) ∈ TqM for any choice of (t, q, u).

We fix an initial state q0 ∈M and for a given a mapping u : [0, T ]→ U we write

q(t;u) for the Carathéodory solution to

(4.0.20) q̇(t;u) = f(t, q(t;u), u(t))

satisfying q(0;u) = q0. Additional assumptions on U, f , and u which ensure this

solution is well-defined will be given below.
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The dynamic optimization problem with which we concern ourselves in this

chapter is the following problem of Bolza. Given a control system f : [0, T ]×M×U→

TM and functions L : [0, T ]×TM ×U→ R and ` : M → R, find a control u0 whose

trajectory q0 provides a local minimum for the following cost:

(4.0.21) Λ0(u) = `(q(T ;u)) +

∫ T

0
L(t, q(t;u), u(t)) dt.

Throughout this chapter we assume that u0 is an optimal control and we write q0(t)

for the corresponding optimal trajectory. In case M = E we write x0(t).

The term local minimum here refers to strong local minimum. Formally, this

means that there is a compact-open neighborhood N of q0 such that if u is any

control for which q( · ;u) ∈ N , then Λ0(u) ≥ Λ0(u0). Perhaps more familiarly, if

M = E then there exists ε > 0 such that for any control u such that

(4.0.22) max
t∈[0,T ]

∥∥x(t;u)− x0(t)
∥∥
E
< ε

we have Λ(u) ≥ Λ(u0) and similar definitions can be made for Riemannian manifolds.

A classical condition for characterizing optimal controls in problems such as this

is the Pontryagin Maximum Principle [74], a central result in the field of dynamic

optimization. Since its appearance in the 1950’s, the Maximum Principle has in-

spired considerable effort in the study of optimal control problems in Rn. During

the past few decades, optimal control problems on manifolds have also been studied

intensively. Statements of the Maximum Principle for such problems can be found

in [4, 7, 12, 17, 54, 79, 84]. However, of these, only a handful (see e.g. [4, 7, 17])

offer a full proof of the Maximum Principle for problems on general manifolds and

these papers are limited to special cases.

In this chapter we provide a new proof of the Pontryagin Maximum Principle.

This work follows the approach taken by Clarke [23, 29, 30], demonstrating that
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a broad class of optimal control problems can be reduced to a kind of generalized

problem in the nonsmooth Calculus of Variations, removing the dynamic constraint

(4.0.20) through a technique of exact penalization. In particular, in our derivation

of the Maximum Principle for the case M = E we use the functional

Λ(x, µ) = `(x(T )) +

∫ T

0
L̂(t, x(t), µ(t)) dt+ Cf

∫ T

0

∥∥∥f̂(t, x(t), µ(t))− ẋ(t)
∥∥∥
E
dt,

where µ is a type of relaxed control, x : [0, T ]→ E is an absolutely continuous map-

ping, and Cf is a sufficiently large constant. Part of our contribution for problems

on Banach manifolds is the application of Lagrangian charts to define such a penalty

function on a neighborhood of optimal trajectory q0.

Classically, derivation of necessary optimality conditions in the Calculus of Vari-

ations relies on the following fundamental lemma:

Lemma 4.0.8. Let E be a Banach space and p ∈ Lb ([0, T ] , E∗), 1 ≤ b ≤ ∞. Let

1
a + 1

b = 1 and suppose that, for any w ∈ La ([0, T ] , E), we have

(4.0.23)

∫ T

0
〈p(t), w(t)〉 dt ≥ 0.

Then p(t) = 0 for almost all t.

The spaces La and Lb above are Lebesgue-Bochner spaces of strongly measurable

maps into E and E∗, see [34, 92] for a detailed theory of such maps or [42] for a

summary. Versions of the fundamental lemma first appeared for finite dimensional

spaces during the mid-19th century: a 1926 paper by Arnold Dresden [35] dates the

Fundamental Lemma to the year 1854. Modern versions of the lemma, in which p is

assumed merely Lebesgue integrable, appeared as early as 1913 [50] and some fairly

recent generalizations of the lemma can be found, for example in [76]. However, in

spite of its age and importance in the linear theory, there does not appear to be an

analogue of this lemma for problems of smooth manifolds, even of finite dimension.
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The main goal of this chapter is to derive a geometric version of the fundamental

lemma and apply it to the study of problems of dynamic optimization on Banach

manifolds. This goal is realized below in Lemma 4.2.2, a geometric form of the

fundamental lemma, and in Theorem 4.3.5, a version of the Maximum Principle for

Bolza problems on Banach manifolds.

Another classical lemma that is often used in classical Calculus of Variations to

derive necessary optimality conditions is the duBois-Reymond lemma. This lemma

appeared first in 1879 [36]. Again we can find no modern, geometric analogue of

this lemma in the literature. This chapter will conclude with the derivation of a

geometric duBois-Reymond lemma and an application to the Calculus of Variations

on Banach manifolds.

We feel it is worth noting that, in a general Banach space, one must take some

care in interpreting the fundamental lemma. Though it is very nearly a statement

about the dual space for La ([0, T ] , E), in a general Banach space there does not

hold

(4.0.24) La ([0, T ] , E)∗ = Lb ([0, T ] , E∗)

as one might hope. However, in the case in which E∗ is separable, then (4.0.24) does

hold for 1 ≤ a < ∞ and we will restrict ourselves to this case. This in turn forces

on us the assumption that E is separable. In 1964 it was shown that a separable

Banach space admits a smooth renorm if and only if its dual is separable [77] and

so the Banach spaces we work with in this chapter are also smooth. We will reserve

a study of the Maximum Principle for a more general state space until a later time1.

Among the spaces with separable duals are the Sobolev spaces Wm,p for 1 <

p <∞ [1]. These spaces are given careful treatment in [1] and are of interest in the

1However, we note that many results of this chapter will hold under the weaker assumption that E
is Gelfand – a sufficient condition for (4.0.24) that is more general than requiring E∗ to be separable
[42].
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theory of partial differential equations [69] and optimal control of systems governed

by such equations [87].

The remainder of this chapter is arranged as follows. In the first section we

establish the Maximum Principle for Banach spaces with separable duals under

the assumption that control u takes values in a metric space U. In this section we

demonstrate that all first-order necessary conditions from the Calculus of Variations

are contained in the Maximum Principle. We also use the linear case to outline the

theory needed for a study of the problem on Banach manifolds.

Following this first section we further develop the theory of maps into the vector

bundles TM and T ∗M introduced in the previous chapter. This section includes an

integration-by-parts formula as well as a geometric version of the fundamental and

duBois-Reymond lemmas. These techniques are then used to derive the Pontryagin

Maximum Principle for Bolza problems in which the state evolves on a Banach man-

ifold and for which the terminal point is free. Problems with terminal constraints

are addressed in the chapters following. Applications to the Calculus of Variations

are then provided and we demonstrate that all first-order necessary conditions from

the calculus of variations on manifolds can be derived from Maximum Principle.

The chapter concludes with a short application of the duBois-Reymond lemma to

the geometric Calculus of Variations.

4.1. Pontryagin Maximum Principle in Linear Spaces

In this section we illustrate the basic technique of the chapter by establishing

a version of the Maximum Principle for Banach spaces with separable duals. We

assume the state x evolves in such a space E and that controls take their values in

a metric space U with metric dU. We say that a mapping u : [0, T ]→ U is simple if

it takes on finitely many values, the preimage of each being a Lebesgue measurable

subset of [0, T ]. We say that u : [0, T ]→ U is measurable if it is the pointwise limit
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of simple maps. We fix an integer 1 ≤ p <∞ and consider the set U of measurable

controls u for which there exists u ∈ U such that the function t 7→ dU(u, u(t))p is

integrable. Define a metric d on U through

(4.1.1) d(u, v) =

(∫ T

0
dU(u(t), v(t))p

)1/p

.

4.1.1. Relaxed Controls. In our derivation of the maximum principle we will

make use of a minimax theorem due to Ky Fan, a precise statement of which appears

below. This theorem will require our space of controls to be convex. We therefore

work with a notion of relaxed control. This technique dates back to the work of L.C.

Young [93] in the Calculus of Variations and of Gamkrelidze [46] and J. Warga

[91, 92] in control. In many settings a relaxed control is a weakly∗-measurable map

into P(U), the space of probability measures on U . In this definition U is taken to

be a compact, or at least locally compact, metric space. In the next chapter we will

work such a space and will write M for the set of relaxed controls. In this chapter

we work with a smaller space M0 of relaxed controls which correspond to a finite

convex combinations of Dirac measures. This will allow us to work with a general

metric space U without requiring a full theory of measures for such a space.

We introduce a space Pf (U) consisting of finite, convex combinations of Dirac

measures δu. Given any linear space X we can define an integral of arbitrary map-

pings g : U→ X with respect to a Dirac measure δu through

(4.1.2)

∫
U
g dδu = g(u).

If µ ∈ Pf (U) then we can write

(4.1.3) µ =

n∑
j=1

λjδuj
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for convex coefficients λj and points uj ∈ U. Hence for any g : U→ X we obtain

(4.1.4)

∫
U
g dµ =

n∑
j=1

λjg(uj).

Each control u ∈ U corresponds to a mapping of [0, T ] into Pf (U) through t 7→ δu(t).

We refer to a finite, convex combination of such controls as a relaxed control and

we write M0 for the set of all relaxed controls. Thus if µ ∈ M0 then there exists

an integer n, controls uj ∈ U , and convex coefficients λj for which

(4.1.5) µ(t) =
n∑
j=1

λjδuj(t).

Let us assume that u0 is an optimal control for the Bolza problem and define

ν0 := δu0(t).

Below we will see that, under appropriate assumptions, relaxed control ν0 is locally

optimal in M0.

In lieu of defining a topology on M0 it will suffice define a neighborhood of

the control ν0. Given ε > 0 let B(ε) denote the set of all controls µ ∈ M0 with

representation (4.1.5) which satisfy

(4.1.6)

 n∑
j=1

λjd(uj , u
0)p

1/p

< ε.

We extend functions f : [0, T ] × E × U → E and L : [0, T ] × E × U → R to

functions f̂ : [0, T ]× E × Pf (U)→ E and L̂ : [0, T ]× E × Pf (U)→ R through

(4.1.7) f̂(t, x, µ) =

∫
U
f(t, x, u) dµ L̂(t, x, µ) =

∫
U
L(t, x, u) dµ.

With these definitions in mind, we turn to the assumptions for the problem of Bolza

described above, stating them for functions f̂ and L̂.

76



4.1.2. Assumptions for the Bolza Problem. Let E be a Banach space

with separable dual and fix an initial state x0 ∈ E. Let ` : E → R be a C1-smooth

function and suppose functions f : [0, T ]×E×U→ E and L : [0, T ]×E×U→ R are

Carathéodory maps: measurable in t and continuous in (x, u). We further suppose

that each map is differentiable in x and that there are constants ε0, ε1,Mf ,ML such

that for any µ ∈ B(ε0):

(i) The differential equation

(4.1.8) ẋ(t) = f̂(t, x(t), µ(t))

admits a solution x(t;µ) with x(0;µ) = x0 which is defined for all t ∈ [0, T ]

and which satisfies

(4.1.9) max
t∈[0,T ]

∥∥x0(t)− x(t;µ)
∥∥
E
< ε1;

(ii) There are L1 functions kf,µ and mf,µ with L1-norms bounded by Mf such that

for almost all t ∈ [0, T ], for any x1, x2 satisfying
∥∥x0(t)− xi

∥∥
E
< ε1 (i = 1, 2)

we have

(4.1.10)

∥∥∥f̂(t, x1, µ(t))− f̂(t, x2, µ(t))
∥∥∥
E
≤ kf,µ(t) ‖x1 − x2‖E∥∥∥f̂x(t, x1, µ(t))− f̂x(t, x2, µ(t))

∥∥∥
E
≤ kf,µ(t) ‖x1 − x2‖E

as well as∥∥∥f̂(t, x1, µ(t))
∥∥∥
E
≤ mf,µ(t)

∥∥∥f̂x(t, x1, µ(t))
∥∥∥
E
≤ mf,µ(t);(4.1.11)

(iii) There are L1 functions kL,µ and mL,µ with L1-norms bounded by ML such that

for almost all t ∈ [0, T ], for any x1, x2 satisfying
∥∥x0(t)− xi

∥∥
E
< ε1 (i = 1, 2)
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we have

(4.1.12)

∣∣∣L̂(t, x1, µ(t))− L̂(t, x2, µ(t))
∣∣∣ ≤ kL,µ(t) ‖x1 − x2‖E∣∣∣L̂x(t, x1, µ(t))− L̂x(t, x2, µ(t))
∣∣∣ ≤ kL,µ(t) ‖x1 − x2‖E

as well as ∣∣∣L̂(t, x1, µ(t))
∣∣∣ ≤ mL,µ(t)

∣∣∣L̂x(t, x1, µ(t))
∣∣∣ ≤ mL,µ(t).(4.1.13)

We pause to consider examples of control systems satisfying these assumptions.

Example 4.1.1. If U is the space E with metric dE(x, y) = ‖x− y‖E and

f(t, x, u) = u then U is the space L1([0, T ], E). The neighborhood B(ε0) of an

optimal control u0 is the set of all µ with representation (4.1.5) which satisfy

(4.1.14)

n∑
j=1

λj
∥∥uj − u0

∥∥
L1 < ε0.

A function L : E × E → R which is C1 with locally Lipschitz derivative will then

satisfy (4.1.12) and (4.1.13).

Example 4.1.2. A particular functional of interest may not be continuous in

the L1 sense, and for such functionals it may be appropriate to work with p > 1.

For example, consider the case U = E with functional

(4.1.15) Λ0(u) =

∫ T

0
‖u‖2E dt.

One may check that in an arbitrary neighborhood of 0 there are L1 functions for

which Λ0(u) = +∞. In this case we may take p = 2 and work with the space

U = L2 ([0, T ] , E). In this example, B is the set of controls µ ∈M0 with presentation

78



(4.1.5) that satisfy

(4.1.16)

 n∑
j=1

λjd(uj , u
0)2

1/2

< ε0.

Example 4.1.3. Suppose that U = R∞, the space of real-valued sequences with

finitely many nonzero terms. Let

(4.1.17) dU(u, v) =

∞∑
j=1

|uj − vj | .

Let {Vi}∞i=1 be a countable family of vector fields which are uniformly locally Lip-

schitz with uniformly locally Lipschitz derivatives. That is, for each x there exists

a neighborhood O of x on which each vector field Vi and its derivative V ′i is Lips-

chitz rank KV . Suppose also that the vector fields Vi and their derivatives can be

uniformly locally bounded. Then the generalized affine control system

(4.1.18) f(t, x, u) =
∞∑
i=1

uiVi(x)

satisfies our assumptions.

4.1.3. Approximation of Relaxed Controls. An important quality of re-

laxed controls is that, for free terminal point problems, no loss occurs if we expand

our investigation to include relaxed controls. That is, a control u0 ∈ U that is

optimal for the original problem will provide us with an optimal control ν0 := δu0

among the relaxed controls. We make this precise in the following:

Proposition 4.1.4. Let µ ∈ B(ε0) be arbitrary. For any ε > 0 there is a control

u ∈ U satisfying d(u, u0) < ε0 whose trajectory uniformly approximates that of µ:

(4.1.19) max
t∈[0,T ]

‖x(t;u)− x(t;µ)‖ < ε.
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Proof. The proof uses a technique similar to Gamkrelidze’s chattering control

[46]. Similar techniques may be found in [10]. Consider a relaxed control µ ∈ M0

with presentation (4.1.5) and let π be a partition of [0, T ] into uniform intervals

[ti, ti+1]. Let ∆π denote the diameter of π, so that ti+∆π = ti+1. Define subintervals

Ii,j ⊂ [ti, ti+1] through

(4.1.20)

Ii,1 = [ti, ti + λ1∆π]

Ii,2 = [ti + λ1∆π, ti + (λ1 + λ2) ∆π]

...

Ii,n = [ti + (λ1 + · · ·+ λn−1) ∆π, ti+1] .

Thus

(4.1.21) Ii,j =

ti +
∑
k<j

λj∆π, ti +
∑
k≤j

λj∆π

 .
Note that [ti, ti+1] = ∪nj=1Ii,j and m(Ii,j) = λj∆π.

Lemma 4.1.5. Let X be a Banach space and h ∈ L1 ([0, T ] , X). Let ε > 0 be

given and let Ii,j be defined through (4.1.21). Let Ij = ∪iIij, j = 1, . . . , n. If ∆π is

sufficiently small then there holds

(4.1.22)

∥∥∥∥∥λj
∫ t

0
h(s) ds−

∫
Ij∩[0,t]

h(s) ds

∥∥∥∥∥
X

< ε.

for any t ∈ [0, T ].

Proof. First note that because continuous functions are dense in L1([0, T ], X)

it will suffice to prove this result under the assumption that h is continuous. We

further assume without loss of generality that t = tk for some integer k. Let ε > 0
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be given. We will show that for a continuous function h,

(4.1.23)

∥∥∥∥∥λj
∫ k

0
h(s) ds−

∫
Ij∩[0,tk]

h(s) ds

∥∥∥∥∥
X

< ε,

provided ∆π is sufficiently small.

Note that

(4.1.24)

∫
Ij∩[0,tk]

h(s) ds =
k∑
i=1

∫
Ii,j

h(s) ds.

By uniform continuity we may choose our partition sufficiently fine that ‖h(ti)− h(s)‖X <

ε for all s ∈ [ti, ti+1]. Hence

(4.1.25)∥∥∥∥∥λj
∫ tk

0
h(s) ds−

k∑
i=1

∫
Ii,j

h(s) ds

∥∥∥∥∥
X

≤

∥∥∥∥∥λj
∫ tk

0
h(s) ds−

k∑
i=1

∫
Ii,j

h(ti) ds

∥∥∥∥∥
X

+

∥∥∥∥∥
k∑
i=1

∫
Ii,j

h(s)− h(ti) ds

∥∥∥∥∥
X

≤

∥∥∥∥∥λj
k∑
i=1

∫ ti+1

ti

h(s) ds−
k∑
i=1

h(ti)λj∆π

∥∥∥∥∥
X

+ λj

k∑
i=1

ε∆π

≤

∥∥∥∥∥λj
k∑
i=1

∫ ti+1

ti

h(s)− h(ti) ds

∥∥∥∥∥
X

+ λjTε ≤ 2λjTε.

Since ε > 0 is arbitrary this completes the proof of the lemma. �

Now let u(t) be the control which takes on the value uj(t) for t ∈ Ii,j . We first

claim that d(u, u0) < ε0 for sufficiently fine partition π. To see this, we can apply

Lemma 4.1.5 to find that

(4.1.26)

d(u, u0)p =
n∑
j=1

∫
Ij

dU(uj(t), u
0(t))p dt =

n∑
j=1

λj

∫ T

0
dU(uj(t), u

0(t))p dt+ o(1) < εp0

when ∆π is sufficiently small, because µ ∈ B(ε0).
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Now since d(u, u0) < ε0 we have δu ∈ B. Consider

(4.1.27)

‖x(t;µ)− x(t;u)‖ =

∥∥∥∥∥∥
∫ t

0

n∑
j=0

λjf(s, x(s;µ), uj(s))− f(s, x(s;u), u(s)) ds

∥∥∥∥∥∥
E

≤

∥∥∥∥∥∥
∫ t

0

n∑
j=0

λjf(s, x(s;µ), uj(s))− f(s, x(s;µ), u(s)) ds

∥∥∥∥∥∥
E

+

∥∥∥∥∫ t

0
f(s, x(s;µ), u(s))− f(s, x(s;u), u(s)) ds

∥∥∥∥
E

.

By Lemma 4.1.5 we can choose ∆π sufficiently small that

(4.1.28)∥∥∥∥∥∥
∫ t

0

n∑
j=1

λjf(s, x(s;µ), uj(s))− f(s, x(s;µ), u(s)) ds

∥∥∥∥∥∥
E

=

∥∥∥∥∥∥
n∑
j=1

λj

∫ t

0
f(s, x(s;µ), uj(s)) ds−

n∑
j=1

∫
[0,t]∩Ij

f(s, x(s;µ), uj(s)) ds

∥∥∥∥∥∥
E

≤
n∑
j=1

∥∥∥∥∥λj
∫ t

0
f(s, x(s;µ), uj(s)) ds−

∫
[0,t]∩Ij

f(s, x(s;µ), uj(s)) ds

∥∥∥∥∥
E

< εe−Mf .

Hence, by (4.1.27) and (4.1.10), we find

(4.1.29) ‖x(t;µ)− x(t;u)‖ ≤ εe−Mf +

∫ t

0
kf (s) ‖x(s;µ)− x(s;u)‖E ds.

Gronwall’s lemma now implies that

(4.1.30) max
t∈[0,T ]

‖x(t;µ)− x(t;u)‖ ≤ εe‖kf‖L1−Mf ≤ ε,

which completes the proof. �

We extend Λ0 to a functional Λ̂0 on M0 through

(4.1.31) Λ̂0(µ) = `(x(T ;µ)) +

∫ T

0
L̂(t, x(t;µ), µ(t)) dt
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and consider the problem of minimizing Λ̂0 over M0.

Proposition 4.1.6. There is no loss in switching to relaxed controls. That is,

(4.1.32) inf
{

Λ0(u) : d(u, u0) < ε0

}
= inf

{
Λ̂0(µ) : µ ∈ B(ε0)

}
.

Proof. If u ∈ U satisfies d(u, u0) < ε0 then µ(t) := δu(t) is an element of B(ε0).

Therefore

(4.1.33) inf
{

Λ0(u) : d(u, u0) < ε0

}
≥ inf

{
Λ̂0(µ) : µ ∈ B(ε0)

}
.

Now suppose there exists δ > 0 such that

(4.1.34) inf
{

Λ0(u) : d(u, u0) < ε0

}
≥ inf

{
Λ̂0(µ) : µ ∈ B(ε0)

}
+ δ.

Choose control µ ∈ B(ε0) with

(4.1.35) Λ̂0(µ) < inf
{

Λ̂0(µ) : µ ∈ B(ε0)
}

+ δ ≤ inf
{

Λ0(u) : d(u, u0) < ε0

}
.

Introduce an auxiliary problem on E × R with control system

(4.1.36)

 ẋ(t)

ż(t)

 = g(t, x, z, u) :=

 f(t, x, u)

L(t, x, u)

 ,

fixed initial condition (x0, 0), and cost (x(T ), z(T )) 7→ `(x(T ))+z(T ). The system g

satisfies the assumptions of Proposition 4.1.4 and so we may choose a control u ∈ U

with d(u, u0) < ε0 whose trajectory satisfies

(4.1.37) k` ‖x(T ;u)− x(T ;µ)‖E + |z(T ;u)− z(T ;µ)| < δ,

where k` is a local Lipschitz constant for `. Thus

(4.1.38)

`(x(T ;u)) +

∫ T

0
L(t, x(t;u), u(t)) dt ≤ `(x(T ;µ)) +

∫ T

0
L(t, x(t;µ), µ(t)) dt+ δ.

83



This proves that

(4.1.39) Λ0(u) < inf
{

Λ̂0(µ) : µ ∈ B
}

+ δ ≤ inf
{

Λ0(u) : d(u, u0) < ε0

}
and this contradiction completes the proof. �

Thus we may consider the following relaxed problem of Bolza. Minimize Λ̂0

among controls ν ∈M0 subject to fixed initial condition x0 and dynamic constraint

(4.1.40) ẋ(t; ν) = f̂(t, x(t; ν), ν(t)).

By Proposition 4.1.6, control ν0 := δu0 is an optimal control for this problem among

relaxed controls µ ∈ B(ε0).

4.1.4. Decoupling the Dynamics. In this section we demonstrate that the

dynamic constraint (4.1.40) may be removed through the addition of a suitable

penalty function. This approach first appeared in the work of Francis Clarke [29, 23]

although the penalty function itself appeared earlier, in Filippov’s approximation

lemma for differential inclusions [44]. Filippov’s approximation lemma is given a

clear statement in Chapter Seven, where it is used extensively for the study of dif-

ferential inclusions. The following lemma is a special case of this lemma, particular

to our current setting, and admits a very short proof:

Proposition 4.1.7. Let y : [0, T ] → E be an absolutely continuous map for

which

(4.1.41) max
t∈[0,T ]

∥∥x0(t)− y(t)
∥∥
E
< ε1

and let ν ∈ B(ε0). Then we have

(4.1.42) max
t∈[0,T ]

‖y(t)− x(t; ν)‖E ≤ e
Mf

∫ T

0
‖ẏ(s)− f(s, y(s), ν(s))‖E .
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Proof. For any t ∈ [0, T ] we have

(4.1.43)

‖y(t)− x(t; ν)‖E ≤
∫ t

0

∥∥∥ẏ(s)− f̂(s, y(s), ν(s))
∥∥∥
E

+

∫ t

0

∥∥∥f̂(s, y(s), ν(s))− f̂(s, x(s; ν), ν(s))
∥∥∥
E
ds

≤
∫ T

0

∥∥∥ẏ(s)− f̂(s, y(s), ν(s))
∥∥∥
E

+

∫ t

0
kf,ν(s) ‖y(s)− x(s; ν)‖E dt.

Gronwall’s lemma now implies (4.1.42). �

Proposition 4.1.7 will allow us to vary trajectories and controls independently.

Introduce a space W of absolutely continuous mappings x : [0, T ]→ E and define a

functional Λ : W ×M0 → R by

(4.1.44)

Λ(x, ν) = `(x(T )) +

∫ T

0
L̂(t, x(t), ν(t)) dt+ Cf

∫ T

0

∥∥∥f̂(t, x(t), ν(t))− ẋ(t)
∥∥∥
E
dt,

where Cf = (k` +ML) eMf . Here k` is the local Lipschitz rank for ` in a neighbor-

hood of x0(T ). This functional agrees with Λ̂0(ν) whenever ẋ(t) = f̂(t, x(t), ν(t))

and penalizes any discrepancy. We see below that for this choice of Cf (or larger)

the penalization is exact.

Proposition 4.1.8. Suppose that µ ∈ B(ε0) and that y : [0, T ] → E is an

absolutely continuous mapping which satisfies (4.1.41). Then we have Λ(y, µ) ≥

Λ(x0, ν0).
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Proof. The Lipschitz assumptions (4.1.12) imply that

(4.1.45)

Λ(y, µ) = `(y(T )) +

∫ T

0
L̂(t, y(t), µ(t)) dt+ Cf

∫ T

0

∥∥∥f̂(t, y(t), µ(t))− ẏ(t)
∥∥∥
E
dt

≥ `(x(T ;µ))− k` ‖y(T )− x(T ;µ)‖E +

∫ T

0
L̂(t, x(t;µ), µ(t)) dt

− ‖kL,µ‖L1 max
t∈[0,T ]

‖y(t)− x(t;µ)‖E

+ Cf

∫ T

0

∥∥∥f̂(t, y(t), µ(t))− ẏ(t)
∥∥∥
E
dt.

By Proposition 4.1.7 we have

(4.1.46) max
t∈[0,T ]

‖y(t)− x(t;µ)‖E ≤ e
Mf

∫ T

0

∥∥∥ẏ(s)− f̂(s, y(s), µ(s))
∥∥∥
E
ds

and so (4.1.45) implies that Λ(y, µ) ≥ Λ(x( · ;µ), µ). By Proposition 4.1.6 we also

have

(4.1.47) Λ(x( · ;µ), µ) = Λ̂0(µ) ≥ Λ̂0(ν0) = Λ(x0, ν0),

completing the proof. �

4.1.5. Necessary Optimality Conditions. We are now in a position to de-

rive the Maximum Principle. A central technique in our derivations of the Maximum

Principle, throughout this dissertation, is a minimax theorem due to Ky Fan [41].

We provide a statement of this theorem for the convenience of the reader and suggest

[15] for a modern statement and elegant proof. The theorem is given for functions

which are concave-convex-like and we first define this notion:

Definition 4.1.9. Let X and Y be nonempty sets. A function f : X × Y → R

is concave-convex-like if for any λ ∈ [0, 1],
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(i) For any x1, x2 ∈ X there exists x3 ∈ X such that

(4.1.48) f(x3, y) ≥ λf(x1, y) + (1− λ)f(x2, y)

for all y ∈ Y ;

(ii) For any y1, y2 ∈ Y there exists y3 ∈ Y such that

(4.1.49) f(x, y3) ≤ λf(x, y1) + (1− λ)f(x, y2)

for all x ∈ X.

Ky Fan’s theorem is the following:

Theorem 4.1.10 (Fan). Suppose that X and Y are nonempty sets, X is a com-

pact topological space, f : X×Y → R concave-convex-like on X×Y , and x 7→ f(x, y)

is upper semicontinuous for each y ∈ Y . Then

(4.1.50) max
x∈X

inf
y∈Y

ϕ(x, y) = inf
y∈Y

max
x∈X

ϕ(x, y).

With this in mind we now introduce variations that will lead to an application

of this theorem. Let w ∈ L1 ([0, T ] , E) be arbitrary and set

(4.1.51) y(t) =

∫ t

0
w(s) ds.

Define a variation of x0 through

(4.1.52) xλ(t) = x0(t) + λy(t).

For arbitrary ν ∈M0 we define a variation of ν0 through

(4.1.53) νλ(t) = (1− λ) ν0(t) + λν(t).
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One may check that, for ν ∈M0, we will have νλ ∈ B(ε0) when λ > 0 is sufficiently

small. Moreover, for λ small enough, we will have

(4.1.54) max
t∈[0,T ]

∥∥∥xλ(t)− x0(t)
∥∥∥
E
< ε1.

Proposition 4.1.8 then implies that for sufficiently small Λ we have

(4.1.55) Λ(xλ, νλ) ≥ Λ(x0, ν0)

and consequently

(4.1.56) lim sup
λ↓0

Λ(xλ, νλ)− Λ(x0, ν0)

λ
≥ 0.

A careful analysis of this upper directional derivative will lead us directly to the

Maximum Principle. We first make the following claim:

Proposition 4.1.11. For any w ∈ L1 ([0, T ] , E) and ν ∈M0 there exists map-

ping p ∈ L∞([0, T ], E∗) with ‖p‖L∞ ≤ Cf for which

(4.1.57)

lim sup
λ↓0

Λ(xλ, νλ)− Λ(x0, ν0)

λ

≤
∫ T

0

〈
`′(x0(T )) +

∫ T

t
L̂x(s, x0(s), ν0(s)) + f̂x(s, x0(s), ν0(s))∗p(s) ds− p(t), w(t)

〉
dt

+

∫ T

0
L̂(t, x0(t), ν(t))− L̂(t, x0(t), ν0(t)) dt

+

∫ T

0

〈
p(t), f̂(t, x0(t), ν(t))− f̂(t, x0(t), ν0(t))

〉
dt,

where f̂x(s, x0(s), ν0(s))∗ : E∗ → E∗ is the adjoint of the bounded linear operator

f̂x(s, x0(s), ν0(s)) : E → E.

Proof. Let λn ↓ 0 be a sequence for which the limit supremum in (4.1.56) is

attained. For each n, for each t, there exists pn(t) ∈ E∗ with ‖pn(t)‖E∗ ≤ Cf for
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which

(4.1.58)
Cf

∥∥∥f̂(t, xλn(t), νλn(t))− ẋλn(t)
∥∥∥
E

=
〈
pn(t), f̂(t, xλn(t), νλn(t))− ẋλn(t)

〉
.

Since E∗ is separable we may find a measurable selection pn ∈ L∞ ([0, T ] , E∗) for

which ‖pn‖L∞ ≤ Cf and such that

(4.1.59)

∫ T

0

〈
pn(t), f̂(t, xλn(t), νλn(t))− ẋλn(t)

〉
dt

= Cf

∫ T

0

∥∥∥f̂(t, xλn(t), νλn(t))− ẋλn(t)
∥∥∥
E
dt.

Since L∞ ([0, T ] , E∗) = L1 ([0, T ] , E)∗ and ‖pn‖L∞ ≤ Cf , the Banach-Aloaglu theo-

rem allows us to pass to a subsequence for which pn
w∗−→ p ∈ L∞ with ‖p‖L∞ ≤ Cf .

For each n,

(4.1.60)

〈
pn(t), f̂(t, xλn(t), νλn(t))− ẋλn(t)

〉
= λn

〈
pn(t), f̂(t, xλn , ν(t))− f̂(t, xλn(t), ν0(t))− w(t)

〉
+
〈
pn(t), f̂(t, xλn(t), ν0(t))− f̂(t, x0(t), ν0(t))

〉
.

Moreover, (4.1.10) implies that the sequence of functions

(4.1.61) t 7→ f̂(t, xλn(t), ν0(t))− f̂(t, x0(t), ν0(t))

λn

89



converges in L1 ([0, T ] , E) to fx(t, x0(t), ν0(t))y(t). We then have

(4.1.62)

Λ(xλn , νλn)− Λ(x0, ν0)

λn
=
`(xλn(T ))− `(x0(T ))

λn

+
1

λn

∫ T

0
L̂(t, xλn(t), ν0(t))− L̂(t, x0(t), ν0(t)) dt

+

∫ T

0
L̂(t, xλn(t), ν(t))− L̂(t, xλn(t), ν0(t)) dt

+

∫ T

0

〈
pn(t), f̂(t, xλn , ν(t))− f̂(t, xλn(t), ν0(t))− w(t)

〉
dt

+

∫ T

0

〈
pn(t),

f̂(t, xλn(t), ν0(t))− f̂(t, x0(t), ν0(t))

λn

〉
dt

In the limit we obtain

(4.1.63)

lim sup
λ↓0

Λ(xλ, νλ)− Λ(x0, ν0)

λ
≤
〈
`′(x0(T )), y(T )

〉
+

∫ T

0

〈
L̂x(t, x0(t), ν0(t)), y(t)

〉
+

∫ T

0
L̂(t, x0(t), ν(t))− L̂(t, x0(t), ν0(t)) dt

+

∫ T

0

〈
p(t), f̂(t, x0, ν(t))− f̂(t, x0(t), ν0(t))− w(t)

〉
dt

+

∫ T

0

〈
p(t), f̂x(t, x0(t), ν0(t))y(t)

〉
dt.

Now note that
〈
`′(x0(T )), y(T )

〉
=

∫ T

0

〈
`′(x0(T )), w(t)

〉
dt and

(4.1.64)∫ T

0

〈
Lx(t, x0(t), ν0(t)), y(t)

〉
dt =

∫ T

0

〈
Lx(t, x0(t), ν0(t)),

∫ t

0
w(s) ds

〉
dt.

We can integrate (4.1.64) by parts to find

(4.1.65)∫ T

0

〈
Lx(t, x0(t), ν0(t)), y(t)

〉
dt =

∫ T

0

〈∫ T

t
Lx(s, x0(s), ν0(s)) ds, w(t)

〉
dt.
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Similarly,

(4.1.66)∫ T

0

〈
p(t), fx(t, x0(t), ν0(t))y(t)

〉
dt =

∫ T

0

〈∫ T

t
fx(s, x0(s), ν0(s))∗p(s) ds, w(t)

〉
dt.

Rearranging (4.1.63) now gives us (4.1.57). �

As mentioned above, this directional derivative of the functional Λ implies the

Maximum Principle. In particular we obtain the following:

Theorem 4.1.12. Suppose that u0 is an optimal control for the problem of min-

imizing

(4.1.67) `(x(T )) +

∫ T

0
L(t, x(t), u(t)) dt

subject to fixed initial condition x(0) = x0 and dynamic constraint

(4.1.68) ẋ(t) = f(t, x(t), u(t)).

There exists an absolutely continuous map p : [0, T ]→ E∗ which satisfies for almost

all t

(4.1.69) ṗ(t) = Lx(t, x0(t), u0(t))− fx(t, x0(t), u0(t))∗p(t),

where fx(t, x0(t), u0(t))∗ : E∗ → E∗ denotes the adjoint of the bounded linear oper-

ator fx(t, x0(t), u0(t)) : E → E. We further have p(T ) = −`′(x0(T )) and

(4.1.70)

∫ T

0
H(t, x0(t), p(t), u0(t)) = max

u∈U

∫ T

0
H(t, x0(t), p(t), u(t)) dt,

where H : [0, T ]× E × E∗ × U→ R is the Pontryagin function

(4.1.71) H(t, x, p, u) = 〈p, f(t, x, u)〉 − L(t, x, u).
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In the case where U is separable then for almost all t,

(4.1.72) H(t, x0(t), p(t), u0(t)) = max
u∈U

H(t, x0(t), p(t), u),

We note that an integral form of the Maximum Principle of the type in (4.1.70),

under more restrictive assumptions, may be found in L.C. Young’s lectures on the

subject [94].

Proof. Denoting the left-hand side of (4.1.57) by Φ(p, ν, w) and letting K ⊂

L∞([0, T ], E∗) be the set of all p with ‖p‖L∞ ≤ Cf we see that

(4.1.73) inf
ν∈M0, w∈L1

max
p∈K

Φ(p, ν, w) ≥ 0.

Since K is weakly∗-compact we may apply Fan’s minimax theorem to find

(4.1.74) max
p∈K

inf
ν∈M0, w∈L1

Φ(p, ν, w) ≥ 0.

Choose p ∈ K which attains this maximum. For this p, the inequality (4.1.57) holds

for all w ∈ L1 and ν ∈M0.

In order to derive a Maximum Principle instead of the corresponding (and equiv-

alent) Minimum Principle, we replace p with −p. Restating (4.1.57) in terms of

controls u ∈ U we see that for all w ∈ L1 and u ∈ U there holds

(4.1.75)∫ T

0

〈
`′(x0(T )) +

∫ T

t
Lx(s, x0(s), u0(s))− fx(s, x0(s), u0(s))∗p(s) ds+ p(t), w(t)

〉
dt

+

∫ T

0
H(t, x0(t), p(t), u0(t))−H(t, x0(t), p(t), u(t)) dt ≥ 0.

First take u = u0 to see that for any w ∈ L1,

(4.1.76)∫ T

0

〈
`′(x0(T )) +

∫ T

t
Lx(s, x0(s), u0(s))− fx(s, x0(s), u0(s))∗p(s) ds+ p(t), w(t)

〉
dt ≥ 0.
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The fundamental lemma now implies that

(4.1.77) p(t) = −`′(x0(T ))−
∫ T

t
Lx(s, x0(s), u0(s))− fx(s, x0(s), u0(s))∗p(s) ds.

This implies that p is absolutely continuous and satisfies (4.1.69) for almost all t,

along with the boundary condition p(T ) = −`′(x0(T )).

On the other hand, taking w = 0 we see that for any control u there holds

(4.1.78)

∫ T

0
H(t, x0(t), p(t), u0(t))−H(t, x0(t), p(t), u(t)) dt ≥ 0,

and this is (4.1.70).

The proof is completed through the following lemma:

Lemma 4.1.13. If U is separable then (4.1.78) implies that (4.1.72) holds for

almost all t.

Proof. Let {un}n∈N ⊂ U be a countable dense subset. Choose a particular un

and fix any time t0 ∈ [0, T ]. Given δ > 0 we define a control uδ ∈ U through

(4.1.79) uδ(t) =

 un t ∈ [t0, t0 + δ]

u0(t) otherwise

For this control (4.1.78) implies

(4.1.80)

∫ t0+δ

t0

H(t, x0(t), p(t), u0(t))−H(t, x0(t), p(t), un) dt ≥ 0.

This implies that H(t0, x
0(t0), p(t0), u0(t0)) ≥ H(t0, x

0(t0), p(t0), un). Let In ⊂

[0, T ] denote the set of all t0 ∈ [0, T ] for which this inequality holds and note that

m(In) = T . Taking I = ∪n∈NIn we see that for all t ∈ I and any n ∈ N we have

(4.1.81) H(t, x0(t), p(t), u0(t)) ≥ H(t, x0(t), p(t), un).

Continuity now implies that (4.1.72) holds for all t ∈ I, a set of full measure. �
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This completes the proof of Theorem 4.1.12. �

Let us pause to make some comments regarding this proof. Note that the pair

(x0(t), p(t)) evolves in E × E∗ according to the symplectic system

(4.1.82)

 ẋ0(t) = Hp(t, x
0(t), p(t), u0(t))

ṗ(t) = −Hx(t, x0(t), p(t), u0(t))

On a manifold, this system corresponds to the evolution of a map ω : [0, T ]→ T ∗M

according to the vector field
−→
H on T ∗M which generalizes the above notion of

symplectic vector field, as discussed in the previous chapter.

Note also that our proof uses the derivative fx. This can complicate the situa-

tion on a manifold, as one cannot differentiate vector fields without some notion of

a connection, see e.g. [19]. Though connections play an important role in the geo-

metric theory of control [12] we have made an effort in this dissertation to maintain

a close analogy between the general manifold case and the linear case and so have

avoided the theory of connections. In the following sections we will develop tech-

niques which allow us to avoid taking this derivative – or perhaps more accurately

to conceal this derivative within the construction of the symplectic vector field
−→
H .

4.1.6. Applications to the Calculus of Variations. Before beginning work

on the theory of optimal control for Banach manifolds, we wish to emphasize that

all first order necessary conditions from the Calculus of Variations are contained in

the Maximum Principle. Thus optimal control, though very useful in engineering

applications, also plays an important role in the realm of pure mathematics.

Consider the following problem from the Calculus of Variations: Minimize

(4.1.83) `(x(T )) +

∫ T

0
L(t, x(t), ẋ(t)) dt

94



with fixed initial condition x0 and free terminal point. Let us suppose that L is

measurable in time and C1-smooth in (x, v) with locally integrable Lipschitz first

derivative. Let x0 be a strong local minimizer for this problem.

Introduce the control system f(t, x, u) = u, where control u takes values in

U := E. Because E is separable, the Maximum Principle implies the existence of an

absolutely continuous curve p : [0, T ] → E∗ with p(T ) = −`′(x0(T )) that satisfies,

for almost all t

(4.1.84) ṗ(t) = Lx(t, x0(t), ẋ0(t)).

In addition we have for any y ∈ E the inequality

(4.1.85) H(x0(t), p(t), ẋ0(t)) ≥ H(x0(t), p(t), y).

Rearranging we find that for almost all t ∈ [0, T ], for any y ∈ E,

(4.1.86) L(t, x0(t), y) ≥ L(t, x0(t), ẋ0(t)) +
〈
p(t), y − ẋ0(t)

〉
.

We note that (4.1.86) implies that

(4.1.87) p(t) = Lv(t, x
0(t), ẋ0(t)).

As a consequence, (4.1.84) gives us the classical Euler equation. Equation (4.1.87)

implies that Lv(t, x
0(t), ẋ0(t)) is continuous, which is the first Erdmann condition.

Finally, (4.1.86) is itself the classical Weierstrass condition. We suggest Clarke’s

recent book [25] or the classic [48] for more in this direction. Additional useful

references for the Calculus of Variations and optimal control are the texts by Bloch

[12] and Cesari [21].
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4.2. Integration by Parts, Fundamental and duBois-Reymond Lemmas

We now turn to the development of the theory necessary for carrying out the

above proof on a manifold, including geometric versions of the integration-by-parts

formula and the fundamental lemma for Banach manifolds. We remind the reader

that if q : [0, T ] → M is continuous, a mapping ζ : [0, T ] → T ∗M along q is merely

a map for which π(ζ(t)) = q(t). We also caution the reader that we are writing π

both for the projection πTM : TM →M and the projection πT ∗M : T ∗M →M .

Proposition 4.2.1 (Integration by Parts). Let Ps,t denote the flow of a nonau-

tonomous C1-smooth vector field Vt. Fix q0 ∈ M and let q(t) = P0,t(q0). Suppose

that we have L1-bounded mappings ζ : [0, T ] → T ∗M and v : [0, T ] → TM along q.

Then the following integration by parts formula holds:

(4.2.1)

∫ T

0

〈
ζ(t),

∫ t

0
Ps,t ∗v(s) ds

〉
dt =

∫ T

0

〈∫ T

t
P ∗t,sζ(s) ds, v(t)

〉
dt.

Proof. The pairing t 7→
〈∫ T

t
P ∗t,sζ(s) ds,

∫ t

0
Ps,t ∗v(s) ds

〉
is absolutely con-

tinuous on [0, T ] and so we obtain

(4.2.2)

∫ T

0

d

dt

〈∫ T

t
P ∗t,sζ(s) ds,

∫ t

0
Ps,t ∗v(s) ds

〉
dt = 0.

The integrand in (4.2.2) may be written as

d

dε

∣∣∣∣
ε=0

〈∫ T

t+ε
P ∗t+ε,sζ(s) ds,

∫ t+ε

0
Ps,t+ε ∗v(s) ds

〉
Using the semigroup property of flows we may remove dependence on ε from the

integrands. First write:

(4.2.3)

〈∫ T

t+ε
(Pt,s ◦ Pt+ε,t)∗ ζ(s) ds,

∫ t+ε

0
(Pt,t+ε ◦ Ps,t)∗ v(s) ds

〉
=

〈∫ T

t+ε
P ∗t+ε,t ◦ P ∗t,sζ(s) ds,

∫ t+ε

0
Pt,t+ε ∗ ◦ Ps,t ∗v(s) ds

〉
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These integrals take place in T ∗q(t+ε)M and Tq(t+ε)M . Now write

(4.2.4)

=

〈
P ∗t+ε,t ◦ P ∗t,t+ε

∫ T

t+ε
P ∗t+ε,t ◦ P ∗t,sζ(s) ds,

∫ t+ε

0
Pt,t+ε ∗ ◦ Ps,t ∗v(s) ds

〉
=

〈∫ T

t+ε
P ∗t,t+ε ◦ P ∗t+ε,t ◦ P ∗t,sζ(s) ds,

∫ t+ε

0
Ps,t ∗v(s) ds

〉
=

〈∫ T

t+ε
P ∗t,sζ(s) ds,

∫ t+ε

0
Ps,t ∗v(s) ds

〉
.

The integrals appearing in the last expression take place entirely in T ∗q(t)M and

Tq(t)M . Classic integration theory now yields, for almost all t ∈ [0, T ],

d

dt

〈∫ T

t
P ∗t,sζ(s) ds,

∫ t

0
Ps,t ∗v(s) ds

〉
=

d

dε

∣∣∣∣
ε=0

〈∫ T

t+ε
P ∗t,sζ(s) ds,

∫ t+ε

0
Ps,t ∗v(s) ds

〉
= −

〈
ζ(t),

∫ t

0
Ps,t ∗v(s) ds

〉
+

〈∫ T

t
P ∗t,sζ(s) ds, vt

〉
Substituting into (4.2.2) and rearranging gives us the result. �

Lemma 4.2.2 (The Fundamental Lemma). Suppose that ζ : [0, T ] → T ∗M is

an La-bounded mapping along an absolutely continuous curve q(t) and that for any

Lb-bounded mapping w along q we have

(4.2.5)

∫ T

0
〈ζ(t), w(t)〉 dt ≥ 0.

Then for almost all t, ζ(t) = 0.

Proof. Choose t0 ∈ [0, T ] and let (O, ϕ) be a coordinate chart with q(t0) ∈ O.

Choose δ > 0 so that for any t ∈ (t0 − δ, t0 + δ) we have q(t) ∈ O. Let t1 ∈

(t0 − δ, t0 + δ) be a Lebesgue point for ζ.

Let u ∈ E be arbitrary and define, for 0 < λ < t0 − t1 + δ,
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(4.2.6) wλ(t) =

 ϕ−1
∗ (ϕ(q(t)))u t ∈ [t1, t1 + λ]

0 elsewhere

This map is locally L∞-bounded, hence Lb-bounded, and so we must have

(4.2.7)

∫ T

0

〈
ζ(t), wλ(t)

〉
dt ≥ 0.

Hence

(4.2.8)

∫ t1+λ

t1

〈
ϕ−1 ∗ζ(t), u

〉
dt ≥ 0.

Since t1 is a Lebesgue point we obtain
〈
ϕ−1 ∗ζ(t1), u

〉
≥ 0 for all u ∈ E. Recall

that ϕ−1 ∗ζ(t1) is the local coordinate representation of ζ(t1). The inequality just

stated implies that
∥∥ϕ−1 ∗ζ(t1)

∥∥
E

= 0 and hence ζ(t1) = 0. Since almost all times

are Lebesgue the proof is complete. �

There is another classical lemma that is often used in the calculus of variations

called the duBois-Reymond lemma. We provide a statement for the linear case

below:

Lemma 4.2.3 (duBois-Reymond). Suppose that p ∈ L∞ ([0, T ] , E∗) is such that

for any w ∈ L1 ([0, T ] , E) satisfying

(4.2.9)

∫ T

0
w(t) dt = 0

there holds

(4.2.10)

∫ T

0
〈p(t), w(t)〉 dt = 0.

Then there exists pT ∈ E∗ such that for almost all t, p(t) = pT .
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The question of how to extend this result to manifolds is an interesting one, since

we cannot expect the same conclusion, that p(t) is almost everywhere equal to a

constant map. We find instead that, for any manifold on which an extension lemma

such as Lemma 3.2.8 holds, the duBois-Reymond lemma has a natural analogue

given in terms of flows and that flow invariance replaces the claim that p is constant.

For the remainder of this subsection we will assume that M admits a locally L1-

bounded, C1-smooth extension Vt of q̇(t) and write Ps,t for the flow of Vt.

We define a class of mappings w : [0, T ] → TM which generalize the property

expressed in (4.2.9):

Definition 4.2.4. An L1-bounded mapping w : [0, T ]→ TM along q(t) is said

to be endpoint-preserving if

(4.2.11)

∫ T

0
Pt,T ∗(q(t))w(t) dt = 0.

Momentarily we will show that, under a mild assumption on the smoothness

of E, any endpoint preserving map w along q can be extended to a vector field

Wt with the property that the perturbed flow Vt + λWt preserves q(T ) for small λ,

justifying the name. Before we do this we suggest the following generalization of

the duBois-Reymond lemma:

Lemma 4.2.5 (duBois-Reymond Lemma). Suppose that ζ : [0, T ] → T ∗M is a

mapping along q(t) and suppose that for each endpoint-preserving map w : [0, T ]→

TM along q there holds

(4.2.12)

∫ T

0
〈ζ(t), w(t)〉 dt = 0.

Then there exists ζT ∈ T ∗q(T )M such that for almost all t we have

(4.2.13) ζ(t) = P ∗t,T ζT .
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Thus ζ is flow-invariant for Ps,t.

Proof. Choose times t0, t1 which are Lebesgue times for ζ. Let v ∈ Tq(T )M be

arbitrary and consider the following map:

(4.2.14) w(t) =


PT,t ∗v t ∈ [t0, t0 + δ]

−PT,t ∗v t ∈ [t1, t1 + δ]

0 elsewhere

One can check that w is endpoint-preserving. As a consequence we have

(4.2.15)

∫ t0+δ

t0

〈ζ(t), PT,t ∗v〉 dt =

∫ t1+δ

t1

〈ζ(t), PT,t ∗v〉 dt.

Thus

(4.2.16)

∫ t0+δ

t0

〈
P ∗T,tζ(t), v

〉
dt =

∫ t1+δ

t1

〈
P ∗T,tζ(t), v

〉
dt.

Since the times t0, t1 are Lebesgue times we arrive at

(4.2.17)
〈
P ∗T,t0ζ(t0), v

〉
=
〈
P ∗T,t1ζ(t1), v

〉
for any v ∈ Tq(T )M . Defining ζT ∈ T ∗q(T )M through ζT := P ∗T,t0ζ(t0) we see that for

almost all t, P ∗t,T ζ(t) = pT . �

We now justify the name endpoint-preserving :

Lemma 4.2.6. If E admits a C1-smooth bump function and Vt is C2-smooth

then to each endpoint-preserving map w : [0, T ] → TM we can assign a C1-smooth

vector field Wt for which Wt(q(t)) = w(t) and such that for sufficiently small λ > 0,

the flow P λs,t of the vector field Vt + λWt satisfies

(4.2.18) P λ0,T (q0) = q(T ).
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Proof. Recall that, by Proposition 3.1.5, there holds

(4.2.19) P λ0,t = P0,t ◦ Cλ0,t

where Cλ0,t is the flow of the vector field λPt,0 ∗Wt. We will construct Wt so that, for

small λ, there will hold Cλ0,T (q0) = q0.

To do this, let (ϕ,O) be a coordinate chart with q0 ∈ O and let b : M → [0, 1]

be a C1-smooth bump function which is identically equal to 1 in a neighborhood

O0 ⊂ O0 ⊂ O of q0. Define a curve w̃ ∈ E by

(4.2.20) w̃(t) = ϕ∗ ◦ Pt,0 ∗(q(t))w(t).

Consider the vector field

(4.2.21) W̃t(q) = b(q)ϕ−1
∗ (ϕ(q))w̃(t),

extended smoothly to zero outside of O. Let Wt = P0,t ∗W̃t and note that Wt is

C1-smooth.

We claim that for small λ, the flow Cλs,t of the vector field λPt,0 ∗Wt satisfies

Cλ0,T (q0) = q0. To see this, note that for small time we have Cλ0,t(q0) ∈ O0. For these

times there holds

(4.2.22)
d

dt
ϕ ◦ Cλ0,t(q0) = λϕ∗ ◦ (Pt,0 ∗Wt)(C

λ
0,t(q0)) = λw̃(t).

When λ is sufficiently small we will then have

(4.2.23) ϕ ◦ Cλ0,t(q0) = ϕ(q0) + λ

∫ t

0
w̃(s) ds ∈ ϕ(O0)

for all t ∈ [0, T ]. Finally, note that

(4.2.24)

∫ T

0
w̃(t) dt =

∫ T

0
ϕ∗Pt,0 ∗w(t) dt = ϕ∗PT,0 ∗

∫ T

0
Pt,T ∗w(t) dt = 0.
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Thus, for small λ we have Cλ0,T (q0) = q0 and hence P λ0,T (q0) = q(T ). �

We now turn to a study of Pontryagin Maximum Principle in a fully geometric

setting.

4.3. Pontryagin Maximum Principle

We now return to our Bolza problem of minimizing the functional

(4.3.1) Λ0(u) = `(q(T ;u)) +

∫ T

0
L(t, q(t;u), u(t)) dt

subject to fixed initial condition q0 ∈M and dynamic constraint

(4.3.2) q̇(t;u) = f(t, q(t;u), u(t)).

We suppose that u0 is an optimal control with trajectory q0. As before we assume

that measurable controls u take values in a metric space U. We work with the same

class M0 of relaxed controls and define ν0(t) := δu0(t).

We make the following assumptions on this problem:

Assumption 4.3.1. We assume that f : [0, T ]×M×U→ TM and L : [0, T ]×M×

U→ R are Carathéodory. We further assume there exist constants ε0,Mf ,ML and

a coordinate chart (O, ϕ) with q0 ∈ O such that for any relaxed control µ ∈ B(ε0)

we have:

(i) The nonautonomous vector field f(t, q, u0(t)) induced by the optimal control is

a locally L1-bounded, C1
`ip-smooth vector field with a well-defined flow P0,t(q)

for all q ∈ O for all t ∈ [0, T ];

(ii) The differential equation

(4.3.3) q̇(t) = f̂(t, q(t), µ(t))
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admits a solution q(t;µ) with q(0;µ) = q0 which is defined for all t ∈ [0, T ] and

which satisfies q(t;u) ∈ P0,t(O) for all t;

(iii) The Lagrangian coordinates ψt : P0,t(O)→ ϕ(O) corresponding to the nonau-

tonomous vector field f(t, q, u0(t)) are such that for any µ ∈ B(ε0) there are

L1 functions kf , kL with L1-norms bounded by Mf and ML, respectively such

that ∥∥∥(ψt ∗f̂)(t, x1, µ(t))− (ψt ∗f̂)(t, x2, µ(t))
∥∥∥
E
≤ kf,µ(t) ‖x1 − x2‖E(4.3.4)

and ∣∣∣L̂(t, ψ−1
t (x1), µ(t))− L̂(t, ψ−1

t (x2), µ(t))
∣∣∣ ≤ kL,µ(t) ‖x1 − x2‖E(4.3.5)

Following the route from the linear case, we establish an approximation lemma

for relaxed controls and employ it to implement exact penalization.

Proposition 4.3.2. Suppose that µ ∈ B(ε0). Then for any ε > 0 there exists a

control u ∈ U such that d(u, u0) < ε0 and

(4.3.6) max
t∈[0,T ]

‖ψt(q(t;u))− ψt(q(t;µ))‖E < ε.

Proof. Introduce a control system g : [0, T ]× ϕ(O)× U→ ϕ(O) through

(4.3.7) g(t, x, w) = (ψt ∗f)(t, x, w)− (ψt ∗f)(t, x, u0(t)).

Let µ ∈ B(ε0) and set x(t;µ) = ψt(q(t;µ)), so that for almost all t there holds

(4.3.8)
d

dt
x(t;µ) = ĝ(t, x(t;µ), µ(t)).

103



Our assumptions on f assure us that for any µ ∈ B(ε0) there exists an L1 function

kf,µ such that for any x1, x2 ∈ ϕ(O) we have

(4.3.9) ‖ĝ(t, x1, µ(t))− ĝ(t, x2, µ(t))‖E ≤ kf,µ ‖x1 − x2‖E .

Moreover, we can bound ‖kf,µ‖L1 independently of µ ∈ B(ε0). The proof of Propo-

sition 4.1.4 required only this Lipschitz property and so we may repeat the same

argument, replacing control system f with g to find, for any ε > 0, a control u such

that the solution x(t;u) to the system

(4.3.10) ẋ(t;u) = g(t, x(t;u), u(t))

satisfies

(4.3.11) max
t∈[0,T ]

‖x(t;u)− x(t;µ)‖E < ε.

By Proposition 3.4.3 we have x(t;u) = ψt(q(t;u)) and because ε > 0 was arbitrary

the proof is complete. �

In the next two propositions we carry out the decoupling technique that was

successful in E. Define a functional Λ̂0 :M0 → R through

(4.3.12) Λ̂0(µ) = `(q(T ;µ)) +

∫ T

0
L̂(t, q(t;µ), µ(t)) dt.

Proposition 4.3.3. Suppose that q : [0, T ] → M is an absolutely continuous

map such that q(t) ∈ P0,t(O) for all t and µ ∈ B(ε0) is a relaxed control. Then we

have

(4.3.13)

max
t∈[0,T ]

‖ψt(q(t))− ψt(q(t;µ))‖E < e2Mf

∫ T

0

∥∥∥ψt ∗q̇(t)− ψt ∗f̂(t, q(t), µ(t))
∥∥∥
E
dt.

Note that our assumptions on f imply that ψt(q(t;µ)) is well-defined for all t.
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Proof. Consider

(4.3.14)

‖ψt(q(t))− ψt(q(t;µ))‖E ≤
∫ t

0

∥∥∥∥ ddsψs(q(s))− d

ds
ψs(q(s;µ))

∥∥∥∥
E

ds

≤
∫ t

0

∥∥∥∥ ddsψs(q(s))− ψs ∗f̂(s, q(s), µ(s)) + ψs ∗f̂(s, q(s), ν0(s))

∥∥∥∥
E

ds

+

∫ t

0

∥∥∥∥ψs ∗f̂(s, q(s), µ(t))− ψs ∗f̂(s, q(s), ν0(s))− d

ds
ψs(q(s;µ))

∥∥∥∥
E

ds.

In the first term we have

(4.3.15)

d

ds
ψs(q(s))− ψs ∗f̂(s, q(s), µ̂(s)) + ψs ∗f̂(s, q(s), ν0(s))

= ψs ∗q̇(s)− ψs ∗f̂(s, q(s), µ̂(s)).

The final term in (4.3.14) can be bounded above as follows:

(4.3.16)

∫ t

0

∥∥∥∥ψs ∗f̂(s, q(s), µ(s))− ψs ∗f̂(s, q(s), ν0(s))− d

ds
ψs(q(s;µ))

∥∥∥∥
E

ds

≤
∫ t

0

∥∥∥ψs ∗f̂(s, q(s), µ(s))− ψs ∗f̂(s, q(s;µ), µ(s))
∥∥∥
E
ds

+

∫ t

0

∥∥∥ψs ∗f̂(s, q(s), ν0(t))− ψs ∗f̂(s, q(s;µ), ν0(s))
∥∥∥
E
ds

Employing our Lipschitz assumption (4.3.4) we arrive at

(4.3.17)

‖ψt(q(t))− ψt(q(t;µ))‖E ≤
∫ t

0

∥∥∥ψs ∗q̇(s)− ψs ∗f̂(s, q(s), µ̂(s))
∥∥∥
E

+

∫ t

0

(
kf,µ(s) + kf,ν0(s)

)
‖ψs(q(s))− ψs(q(s;µ))‖E ds.

The proof is completed through Gronwall’s lemma. �
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Let AC0 denote the collection of absolutely continuous curves q : [0, T ]→M for

which q(0) = q0. Introduce a functional Λ : AC0 ×M0 → R through

(4.3.18)

Λ(q, µ) := `(q(T )) +

∫ T

0
L̂(t, q(t), µ(t)) dt

+ Cf

∫ T

0

∥∥∥ψt ∗(q(t))(f̂(t, q(t), µ(t))− q̇(t)
)∥∥∥

E
dt,

where Cf = (k` +ML) e2Mf and k` is a local Lipschitz rank for the function `◦ψ−1
T .

Proposition 4.3.4. Let q : [0, T ] → M be an absolutely continuous map for

which q(t) ∈ P0,t(O) for all t and suppose µ ∈ B(ε0). Then we have Λ(q, µ) ≥

Λ(q0, ν0).

Proof. Let k` be a Lipschitz constant for ` with respect to the local coordinate

chart (P0,T (O), ψT ). We have

(4.3.19)

Λ(q, µ) = `(q(T )) +

∫ T

0
L(t, q(t), µ(t)) dt

+ Cf

∫ T

0

∥∥∥ψt ∗(q(t))(f̂(t, q(t), µ(t))− q̇(t)
)∥∥∥

E
dt

= `(q(T ;µ))− k` ‖ψT (q(T ;µ))− ψT (q(T ))‖E +

∫ T

0
L̂(t, q(t;µ), µ(t)) dt

− ‖kL,µ‖L1 max
t∈[0,T ]

‖ψt(q(t;µ))− ψt(q(t))‖E dt

+ Cf

∫ T

0

∥∥∥ψt ∗(q(t))(f̂(t, q(t), µ(t))− q̇(t)
)∥∥∥

E
dt

≥ Λ(q(·;µ), µ)

where the final inequality follows from Proposition 4.3.3. Since Λ(q(·;µ), µ) = Λ̂0(µ)

we find

(4.3.20) Λ(q, µ) ≥ Λ(q(·;µ), µ) = Λ̂0(µ) ≥ Λ̂0(ν0) = Λ(q0, ν0).

�
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An interesting form of the exact penalization result present in Proposition 4.3.4

can be obtained as follows. For each t, there exists p(t) ∈ E∗ with ‖p(t)‖E∗ = 1 for

which

(4.3.21)
Cf

∥∥∥ψt ∗(q(t))(f̂(t, q(t), µ(t))− q̇(t)
)∥∥∥

E

= Cf

〈
p(t), ψt ∗(q(t))

(
f̂(t, q(t), µ(t))− q̇(t)

)〉
.

As a consequence, we may decouple the dynamics by considering a functional of the

form

(4.3.22)

Λ(q, µ) := `(q(T )) +

∫ T

0
L̂(t, q(t), µ(t)) dt

+ Cf

∫ T

0
max
‖p‖E∗≤1

〈
p, ψt ∗(q(t))

(
f̂(t, q(t), µ(t))− q̇(t)

)〉
dt.

Further, if we introduce a weakly∗-compact set At ⊂ T ∗q(t)M through

(4.3.23) At := {ψ∗t p : ‖p‖E ≤ 1}

then we see that it suffices to consider the penalized functional

(4.3.24)

Λ(q, µ) := `(q(T )) +

∫ T

0
L̂(t, q(t), µ(t)) dt

+ Cf

∫ T

0
max
ζ∈At

〈
ζ, f̂(t, q(t), µ(t))− q̇(t)

〉
dt.

4.3.1. Maximum Principle. We now turn to the derivation of the Maximum

Principle for problems on Banach manifolds. We first introduce variations of q0 and

ν0. Let ν ∈ M0 be arbitrary and choose any L1-bounded map w : [0, T ] → TM

along q0. Extend w to a C1-smooth, L1-bounded vector field Wt and define qλ ∈ AC0

through

(4.3.25) q̇λ(t) = f(t, qλ(t), u0(t)) + λWt(q
λ(t)),
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qλ(0) = q0. Define νλ ∈M0 through

(4.3.26) νλ = (1− λ)ν0 + λν.

Theorem 4.3.5. Suppose that u0 is an optimal control with trajectory q0. There

exists an absolutely continuous map ζ : [0, T ]→ T ∗M satisfying ζ(T ) = −d`(q0(T ))

which satisfies, for almost all t,

(4.3.27) ζ̇(t) =
−→
H (t, ζ(t), u0(t)),

with H(t, ζ, u) = 〈ζ, f(t, q, u)〉 − L(t, q, u). In addition there holds

(4.3.28)

∫ T

0
H(t, ζ(t), u0(t)) dt = max

u∈U

∫ T

0
H(t, ζ(t), u(t)) dt.

When U is separable, then for almost all t,

(4.3.29) H(t, ζ(t), u0(t)) = max
u∈U

H(t, ζ(t), u).

Proof. By Proposition 4.3.4 we will have

(4.3.30) lim sup
λ↓0

Λ(qλ, νλ)− Λ(q0, ν0)

λ
≥ 0.

We bound this derivative from above. Let λn ↓ 0 be a sequence which attains this

limit supremum.

For each n we have

(4.3.31)

f̂(t, qλn(t), νλn(t))−q̇λn(t) = λnf̂(t, qλn(t), ν(t))−λnf̂(t, qλn(t), ν0(t))−λnWt(q
λn(t)).
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Choose pn ∈ L∞([0, T ], E∗) with ‖pn‖L∞ ≤ Cf for which

(4.3.32)∫ T

0

〈
pn(t), ψt ∗

(
f̂(t, qλn(t), ν(t))− f̂(t, qλn(t), ν0(t))−Wt(q

λn(t))
)〉

dt

= Cf

∫ T

0

∥∥∥ψt ∗ (f̂(t, qλn(t), ν(t))− f̂(t, qλn(t), ν0(t))−Wt(q
λn(t))

)∥∥∥
E
dt.

We find

(4.3.33)
Λ(qλn , νλn)− Λ(q0, ν0)

λn
=

1

λn

(
`(qλn(T ))− `(q0(T ))

)
+

1

λn

∫ T

0
L̂(t, qλn(t), ν0(t))− L̂(t, q0(t), ν0(t)) dt

+

∫ T

0
L̂(t, qλn(t), ν(t))− L̂(t, q0(t), ν0(t)) dt

+

∫ T

0

〈
pn(t), ψt ∗

(
f̂(t, qλn(t), ν(t))− f̂(t, qλn(t), ν0(t))−Wt(q

λn(t))
)〉

dt.

Pass to a subsequence such that pn
w∗−→ p for some p ∈ L∞([0, T ], E∗) with ‖p‖L∞ ≤

Cf to find that

(4.3.34)〈
d`(q0(T )),

∂qλ(T )

∂λ

∣∣∣∣
λ=0

〉
+

∫ T

0

〈
dL̂(t, q0(t), ν0(t)),

∂qλ(t)

∂λ

∣∣∣∣
λ=0

〉
dt

+

∫ T

0
L̂(t, q0(t), ν(t))− L̂(t, q0(t), ν0(t)) dt

+

∫ T

0

〈
p(t), ψt ∗

(
f̂(t, q0(t), ν(t))− f̂(t, q0(t), ν0(t))−Wt(q

0(t))
)〉

dt ≥ 0.

Recall that by Proposition 3.1.4 we have

(4.3.35)
∂qλ(t)

∂λ

∣∣∣∣
λ=0

=

∫ t

0
Ps,t ∗(q

0(s))Ws(q
0(s)) ds.
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Since Wt extends w we have

(4.3.36)∫ T

0

〈
d`(q0(T )), Pt,T ∗(q

0(t))w(t)
〉
dt

+

∫ T

0

〈
dL̂(t, q0(t), ν0(t)),

∫ t

0
Ps,t ∗(q

0(s))w(s) ds

〉
dt

+

∫ T

0
L̂(t, q0(t), ν(t))− L̂(t, q0(t), ν0(t)) dt

+

∫ T

0

〈
p(t), ψt ∗

(
f̂(t, q0(t), ν(t))− f̂(t, q0(t), ν0(t))− w(t)

)〉
dt ≥ 0.

Using our integration by parts formula (4.2.1) we come to

(4.3.37)∫ T

0

〈
P ∗t,Td`(q

0(T )) +

∫ T

t
P ∗t,sdL̂(s, q0(s), u0(s)) ds, w(t)

〉
dt

+

∫ T

0
L̂(t, q0(t), ν(t))− L̂(t, q0(t), u0(t)) dt

+

∫ T

0

〈
p(t), ψt ∗

(
f̂(t, q0(t), ν(t))− f̂(t, q0(t), u0(t))− w(t)

)〉
dt ≥ 0.

Denoting the left-hand side by Φ(p, ν, w), we see that

(4.3.38) inf
ν,w

max
p

Φ(p, ν, w) ≥ 0,

where the infimum is taken over relaxed controls ν and L1-bounded mappings w :

[0, T ] → TM along q0 and the maximum is over p ∈ L∞([0, T ], E∗) for which

‖p‖L∞ ≤ Cf . By Fan’s minimax theorem we can find p ∈ L∞([0, T ], E∗) for which

‖p‖L∞ ≤ Cf and such that for any ν ∈ M0, for any L1-bounded mapping w :
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[0, T ]→ TM along q0 we have,

(4.3.39)∫ T

0

〈
P ∗t,Td`(q

0(T )) +

∫ T

t
P ∗t,sdL̂(s, q0(s), ν0(s)) ds, w(t)

〉
dt

+

∫ T

0
L̂(t, q0(t), ν(t))− L̂(t, q0(t), ν0(t)) dt

+

∫ T

0

〈
p(t), ψt ∗

(
f̂(t, q0(t), ν(t))− f̂(t, q0(t), ν0(t))− w(t)

)〉
dt ≥ 0.

Defining a curve ζ : [0, T ] → T ∗M through ζ(t) = −ψ∗t p(t) we find that for any w

and any control u,

(4.3.40)

∫ T

0

〈
P ∗t,Td`(q

0(T )) +

∫ T

t
P ∗t,sdL(s, q0(s), u0(s)) ds+ ζ(t), w(t)

〉
dt

+

∫ T

0
H(t, ζ(t), u0(t))−H(t, ζ(t), u(t)) dt ≥ 0.

Taking u = u0 we find that for any w there holds

(4.3.41)∫ T

0

〈
P ∗t,Td`(q

0(T )) +

∫ T

t
P ∗t,sdL(s, q0(s), u0(s)) ds+ ζ(t), w(t)

〉
dt ≥ 0

and the fundamental lemma now implies that

(4.3.42) ζ(t) = −P ∗t,Td`(q0(T ))−
∫ T

t
P ∗t,sdL(s, q0(s), u0(s)) ds.

This implies that ζ is absolutely continuous, satisfies ζ(T ) = −d`(q0(T )) and, by

Proposition 3.3.5,

(4.3.43) ζ̇(t) =
−→
H (t, ζ(t), u0(t))

with H(t, ζ, u) = 〈ζ, f(t, q, u)〉 − L(t, q, u).

Now taking w = 0 we find that for any u ∈ U there holds

(4.3.44)

∫ T

0
H(t, ζ(t), u0(t))−H(t, ζ(t), u(t)) dt ≥ 0,
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and this is (4.3.28).

In the case where U is separable, Lemma 4.1.13 implies (4.3.29) and this com-

pletes the proof. �

4.4. Calculus of Variations

In this section we consider two applications of our work to problems of the Calcu-

lus of Variations on Banach manifolds. The first is an application of the Maximum

Principle for problems on sufficiently smooth spaces. The second is an applica-

tion of the duBois-Reymond lemma. For coordinate-free descriptions of necessary

conditions it will help to recall that for a fixed t, q the map L induces a mapping

FL : TqM → T ∗qM through

(4.4.1) 〈FL(t, q, v), w〉 =
d

ds

∣∣∣∣
s=0

L(t, q, v + sw).

This mapping is called the fiber derivative of L and plays an important role in

nonholonomic mechanics and control [12]. In local coordinates, FL is merely the

derivative Lv(t, x, v).

4.4.1. Application: Maximum Principle. As before we demonstrate the

Maximum Principle contains in it all first-order necessary conditions for Calculus

of Variations. We will suppose in this subsection that M is a C2-smooth Banach

manifold modeled over a space E which admits C2-smooth bump functions whose

second derivative is locally Lipschitz. This can be a strong assumption, but certainly

holds for Hilbert manifolds. See Proposition 3.2.10 for some other Banach spaces in

which this assumption will hold. We consider the problem of minimizing

(4.4.2) `(q(T )) +

∫ T

0
L(t, q(t), q̇(t)) dt
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over absolutely continuous maps q : [0, T ] → M with fixed initial condition q0 and

free terminal point q(T ). We suppose that ` is C1-smooth and that L satisfies

Assumption 4.3.1. Suppose that q0 provides a strong local minimum and choose an

extension Vt of q̇0(t). Let Ps,t be the flow of Vt. Let (ϕ,O) be a coordinate chart

with q0 ∈ O. Define, for u ∈ E, a vector field

(4.4.3) X(q, u) = b(q)ϕ−1
∗ (ϕ(q))u

for q ∈ O, extended smoothly to zero.

Consider the following control system:

(4.4.4) f(t, q, u) = Vt(q) + (P0,t ∗X) (q, u)

and the running cost

(4.4.5) L̃(t, q, u) = L(t, q, f(t, q, u)).

Under our assumptions, f and L̃ satisfy the standing hypotheses.

Further, the control u0 ≡ 0 is an optimal control for the control system q̇(t;u) =

f(t, q(t;u), u(t)) with cost

(4.4.6) `(q(T )) +

∫ T

0
L̃(t, q(t), u(t)) dt.

By the Maximum Principle there exists an absolutely continuous map ζ : [0, T ] →

T ∗M for which

(4.4.7) ζ̇(t) =
−→
H (t, ζ(t), 0)

and such that

(4.4.8) H(t, ζ(t), 0) = max
u∈U

H(t, ζ(t), u).
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There holds for almost all t, for any u ∈ E,

(4.4.9)

〈
ζ(t), q̇0(t)

〉
− L(t, q0(t), q̇0(t)) ≥

〈
ζ(t), q̇0(t) + P0,t ∗(q0)ϕ−1

∗ (ϕ(q0))u
〉

− L(t, q0(t), q̇0(t) + P0,t ∗(q0)ϕ−1
∗ (ϕ(q0))u).

Since P0,t ∗ : Tq0M → Tq0(t)M is an isomorphism we obtain, for any v ∈ Tq(t)M ,

(4.4.10) L(t, q0(t), v) ≥ L(t, q0(t), q̇0(t)) +
〈
ζ(t), v − q̇0(t)

〉
.

This is the classical Weierstrass condition. Moreover, this shows that ζ(t) is the

fiber derivative FL(t, q0(t), q̇0(t)). It follows that FL(t, q0(t), q̇0(t)) is absolutely

continuous – a coordinate-free version of the Erdmann corder condition.

To arrive at the Euler-Lagrange equations, fix any time t0 ∈ [0, T ]. Let (x0(t), p(t))

denote local coordinates for the curve ζ(t). One may check that, in the (x, p) coor-

dinates there holds:

(4.4.11)

ṗ(t) = −Hx(t, ζ(t), 0) = −V ′t (x0
t )
∗p(t) + Lx(t, x0(t), ẋ0(t)) + V ′t (x0

t )
∗Lv(t, x

0, ẋ0(t)).

But since p(t) = Lv(t, q
0(t), q̇0(t)) we see that (4.4.11) simplifies to

(4.4.12) ṗ(t) = Lx(t, x0(t), ẋ0(t)),

the Euler-Lagrange equation.

4.4.2. Application: duBois-Reymond Lemma. In this subsection we study

an application of the duBois-Reymond lemma to problems in the geometric Calculus

of Variations in which the terminal point q(T ) is fixed. Consider the cost

(4.4.13)

∫ T

0
L(q(t), q̇(t)) dt,
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where L : TM → R is C1-smooth. Suppose that q0 : [0, T ] → M is a strong local

minimizer for the cost (4.4.13) subject to fixed boundary conditions q(0) = q0 and

q(T ) = q1.

We assume that M and E are sufficiently smooth that a C2-smooth extension

Vt of q̇0(t) can be found.

Suppose that w : [0, T ] → TM is an end-point preserving map along q0. By

Lemma 4.2.6 we can find an extension Wt of w such that for small values of λ > 0

the flow P λs,t of Vt +λWt satisfies P λ0,T (q0) = q0(T ) = q1. Since q0 is optimal we find

that, for small λ > 0,

(4.4.14)

∫ T

0
L(P λ0,t(q0), Vt(P

λ
0,t(q0)) + λWt(P

λ
0,t(q0)))− L(q0(t), q̇0(t)) dt ≥ 0.

Dividing by λ > 0 and taking the limit we find that

(4.4.15)

∫ T

0

d

dλ

∣∣∣∣
λ=0

L(P λ0,t(q0), Vt(P
λ
0,t(q0))) +

〈
FL(t, q0(t), q̇0(t)), w(t)

〉
dt ≥ 0.

We also have

(4.4.16)

d

dλ

∣∣∣∣
λ=0

L(P λ0,t(q0), Vt(P
λ
0,t(q0))) =

d

dλ

∣∣∣∣
λ=0

(L ◦ Vt) (P λ0,t(q0))

=

〈
V ∗t dL,

∫ t

0
Ps,t ∗(q

0(s))w(s)

〉
.

Integrating by parts we find

(4.4.17)

∫ T

0

〈∫ T

t
P ∗t,sV

∗
s dL(q0(s), q̇0(s)) ds+ FL(t, q0(t), q̇0(t)), w(t)

〉
dt ≥ 0.

By the duBois-Reymond lemma, there exists ζT ∈ T ∗q0(T )M such that for almost all

t,

(4.4.18) FL(t, q0(t), q̇0(t)) = P ∗t,T ζT −
∫ T

t
P ∗t,sV

∗
s dL(q0(s), q̇0(s)) ds
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This proves that ζ(t) := FL(t, q0(t), q̇0(t)) is absolutely continuous. Moreover, by

Proposition 3.3.5 for almost all t we have

(4.4.19) ζ̇(t) =
−→
H (t, ζ(t)),

where H(t, ζ) = 〈ζ, Vt(q)〉 − L(t, q, Vt(q)) for ζ ∈ T ∗qM .

Fix a time t0 ∈ [0, T ] and choose local coordinates x for M , defined on a neigh-

borhood of q0(t0). Let (x, p) and (x, v) denote the induced coordinates on T ∗M and

TM , respectively. In these coordinates, ζ(t) = (x(t), p(t)) and we have, for almost

all t,

(4.4.20)
ṗ(t) = −Hx(t, x(t), p(t))

= −V ′t (x(t))∗p(t) + Lx(t, x(t), ẋ(t)) + V ′t (x(t))∗Lv(t, x(t), ẋ(t)).

But Lv(t, x(t), ẋ(t)) = p(t) and so we arrive at the Euler-Lagrange equations

(4.4.21) ṗ(t) = Lx(t, x(t), ẋ(t)).
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CHAPTER 5

Optimality Conditions via Nonsmooth Analysis

In this chapter we continue our study of geometric optimal control, turning our

attention to problems subject to a constraint of the form q(T ) ∈ S. We recall that

while statements of the Maximum Principle can be found in [4, 7, 12, 17, 54, 79,

84], of these, only [4, 7, 17] offer a full proof of the Maximum Principle for problems

on general manifolds. The cases covered by these particular sources cover only the

possibilities that the set S constraining the terminal point q(T ) is an immersed

submanifold or a singleton and that the terminal cost ` is at least C1-smooth. In

this chapter we use methods of nonsmooth analysis to prove a general statement of

the Maximum Principle which allows for terminal costs ` which are merely locally

Lipschitz and terminal constraints of the form q(T ) ∈ S, where S ⊂ M is merely

assumed closed.

We will focus on Mayer problems in which a cost `(q(T ;u)) is to be minimized.

There is very little loss of generality in this choice, since under mild assumptions the

more general problems of Bolza considered in the previous chapter may be reduced

to such Mayer problems. We will restrict our attention in this chapter to the case

in which M is of finite dimension. The main goal of this chapter is to establish the

following version of the Pontryagin Maximum Principle:

Theorem 5.0.1. Suppose that u0 is an optimal control with trajectory q0. There

exist λ0 ∈ {0, 1} and −ζT ∈ λ0∂L`(q
0(T ))+NL

S (q0(T )) such that if ζ : [0, T ]→ T ∗M
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is the solution to

ζ̇(t) =
−→
H (t, ζ(t), u0(t)) ζ(T ) = ζT(5.0.22)

then for almost all t there holds

(5.0.23) H(t, ζ(t), u0(t)) = max
u∈U

H(t, ζ(t), u).

Further, either λ0 = 1 or ζ(t) 6= 0 for all t.

A second goal of this chapter is to establish sufficient conditions for exact penal-

ization of the terminal constraint q(T ;u) ∈ S. In particular, we prove the following:

Theorem 5.0.2. Let u0 be an optimal control with trajectory q0 and let (O, θ) be

a coordinate chart with q0(T ) ∈ O. If for all nonzer −ζT ∈ NL
S (q0(T )) the solution

ζ(t) to (5.0.22) fails to satisfy (5.0.23) then there is a constant K such that u0 is a

local minimizer for the unconstrained Mayer problem with cost `+Kdθ(S) ◦ θ.

Finally, we hope to demonstrate in this chapter that nonsmooth analysis can be

useful for understanding general problems of optimal control, even when all of the

data for a problem are smooth.

Our methods are based on nonsmooth analysis techniques which were developed

originally by Clarke in his studies of dynamic optimization problems for differen-

tial inclusions [23, 30]. The methods introduced by Clarke provided a foundation

for further developments in the application of nonsmooth analysis to problems of

dynamic optimization. For monograph expositions, see [24, 25, 73, 89].

Let us state the problem we wish to study. Consider a smooth manifold M of

finite dimension, a compact metric space U, and a control system f : [0, T ]×M×U→

TM . Let U denote the set of all measurable mappings u : [0, T ]→ U. As before we
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write q(t;u) for the absolutely continuous solution to

(5.0.24) q̇(t;u) = f(t, q(t;u), u(t))

with q(0;u) = q0.

Given a locally Lipschitz function ` : M → R and closed set S ⊂M , we consider

the following Mayer problem: minimize `(q(T ;u)) over solutions q(t;u) to (5.0.24)

subject to terminal constraint q(T ;u) ∈ S and dynamic constraint (5.0.24).

Problems with the more general cost `(q(T )) +

∫ T

0
c(t, q(t), u(t)) dt are easily

converted to this problem, provided that c satisfies the same assumptions as f , which

we now make explicit. We remind the reader that the local coordinate representation

of the control system f , in coordinates ϕ, is given by

(5.0.25) (ϕ∗f)(t, x, u) = ϕ∗(ϕ
−1(x))f(t, ϕ−1(x), u).

Assumption 5.0.3. We assume that for each q ∈ M there exists a coordinate

chart (O, ϕ) in which control system (5.0.25) is measurable in t, differentiable with

respect to x, and continuous in u. Further, we suppose there exist functionsmϕ, kϕ ∈

L1 ([0, T ],R) such that for almost all t, for any x, y ∈ ϕ(O) and u ∈ U, there hold

the inequalities

‖(ϕ∗f)(t, x, u)‖Rn ≤ mϕ(t) ‖(ϕ∗f)x(t, x, u)‖Rn ≤ mϕ(t)(5.0.26)

along with

(5.0.27)
‖(ϕ∗f)(t, x, u)− (ϕ∗f)(t, y, u)‖Rn ≤ kϕ(t) ‖x− y‖Rn

‖(ϕ∗f)x(t, x, u)− (ϕ∗f)x(t, y, u)‖Rn ≤ kϕ(t) ‖x− y‖Rn .

Finally, we assume that for any control u there exists a neighborhood O of q0 such

that a solution to (5.0.24) with initial condition q ∈ O exists for all t ∈ [0, T ].
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We note the following consequence of Assumption 5.0.3 for control systems in

Rn:

Proposition 5.0.4. Suppose that M = Rn. For any control v there exists

ε0 > 0 and L1 functions mf , kf such that for any continuous maps y, z : [0, T ]→ Rn

satisfying

max
t∈[0,T ]

‖x(t; v)− y(t)‖Rn < ε0 max
t∈[0,T ]

‖x(t; v)− z(t)‖Rn < ε0(5.0.28)

there holds for almost all t ∈ [0, T ] and for any u ∈ U

‖f(t, y(t), u)‖Rn ≤ mf (t) ‖fx(t, y(t), u)‖Rn ≤ mf (t)(5.0.29)

along with

(5.0.30)
‖f(t, y(t), u)− f(t, z(t), u)‖Rn ≤ kf (t) ‖y(t)− z(t)‖Rn

‖fx(t, y(t), u)− fx(t, z(t), u)‖Rn ≤ kf (t) ‖y(t)− z(t)‖Rn .

Proof. The result follows from the compactness of the image of x( · ; v) along

with the standing assumption on f . �

5.1. Relaxed Controls and Sliding Variations

As in the previous chapter, we will find it useful to employ relaxed controls

[46, 91, 92, 93]. We have assumed for this chapter that U is a compact metric

space and for finite-dimensional systems with controls taking values in such spaces

there is a well-developed theory of relaxed controls as weakly∗-measurable maps into

P(U). This theory is developed in [92]. We recall here the basic definitions and

results.

5.1.1. Definitions and Background Results.
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Definition 5.1.1. Let P(U) denote the set of Borel probability measures on U.

A relaxed control is a mapping µ : [0, T ] → P(U) with the property that for each

continuous function g : U→ R the function t 7→
∫
U
g dµ(t) is measurable.

Such a mapping is said to be “weakly∗-measurable” [34, 42, 92].

We writeM for the set of relaxed controls. As before, control system f induces

a function f̂ : [0, T ]×M × P(U)→ TM by

(5.1.1) f̂(t, q, µ) =

∫
U
f(t, q, u) dµ(u)

and each traditional control u ∈ U can be realized through t 7→ δu(t), where δu is

the Dirac mass concentrated at u.

Relaxed controls are convenient in part because the set M of such controls is

weakly∗-compact [92]:

Proposition 5.1.2. If νn is any sequence of relaxed controls then there exists

a subsequence νnk and a relaxed control ν such that for any Carathéodory function

g : [0, T ]× U→ Rn we have

(5.1.2) lim
k→∞

∫ T

0

∫
U
g(t, u) dνnk(t) dt =

∫ T

0

∫
U
g(t, u) dν(t) dt.

5.1.2. Sliding Variations and Infinitesimal Perturbations. The varia-

tions employed in the proceeding chapter, of the form

(5.1.3) (1− λ)µ+ λν

are known as sliding variations. The system velocity associated with such a variation

is

(5.1.4) f̂(t, q, µ(t)) + λ
(
f̂(t, q, ν(t))− f̂(t, q, µ(t))

)
121



and if qλ(t) is the trajectory for (5.1.4), then by Proposition 3.1.4 we have

(5.1.5)
∂qλ(T )

∂λ

∣∣∣∣
λ=0

=

∫ T

0
Pt,T ∗(q(t))

(
f̂(t, q(t), ν(t))− f̂(t, q(t), µ(t))

)
dt,

where Ps,t is the flow of the vector field (t, q) 7→ f̂(t, q, µ(t)) and q(t) = P0,t(q0).

The infinitesimal perturbation given by (5.1.5) plays a central role in our study

of control on manifolds and we denote by E(µ) the set of all such tangent vectors v ∈

Tq(T ;µ)M . Since the set of relaxed controls is weakly∗-compact, E(µ) is a compact

set. The set is also convex, as can be seen from (5.1.5). These properties allow us to

establish the following proposition, which will allow us to replace a nonlinear Dini

lower derivative with a linear pairing involving the limiting subgradient.

Proposition 5.1.3. Let ` : M → R be locally Lipschitz. For any control u(t)

there exists ζ ∈ ∂L`(q(T ;u)) such that

(5.1.6) min
v∈E(u(t))

〈ζ, v〉 ≥ min
v∈E(u(t))

D`(q(T ;µ); v).

Proof. Since ∂L` and D` are coordinate-free, we need only prove the proposi-

tion for the case M = Rn.

We recall for the following multidirection mean-value inequality, originally for-

mulated by Clarke and Ledyaev [26]:

Theorem 5.1.4. Fix x ∈ Rn and let Y ⊂ Rn be a compact, convex set. Let

` : Rn → R be lower semicontinuous. Then for any r < miny∈Y `(y)− `(x) and any

ε > 0 there exists z ∈ [x, Y ]+εB and ζ ∈ ∂F `(z) such that for any y ∈ Y there holds

(5.1.7) r < 〈ζ, y − x〉 .

We may further choose z so that `(z) < `(x) + max {0, r}+ ε.
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Choose a sequence λn of positive real numbers which converges to zero and for

each n, let

(5.1.8) rn = min
y∈q(T ;u)+λnE

`(y)− `(q(T ;u))− λ2
n.

By the mean value inequality we can choose zn ∈ q(T ;u) + λnE + λnB and ζn ∈

∂F `(zn) for which

(5.1.9) rn < min
y∈q(T ;u)+λnE

〈ζn, y − q(T ;u)〉 = min
v∈E

λn 〈ζn, v〉 .

Choose vn ∈ E such that rn = `(q(T ;u) + λnvn) − `(q(T ;u)) − λ2
n. Since ` is

locally Lipschitz the ζn are bounded in norm and we may pass to a subsequence for

which ζn → ζ ∈ ∂L`(q(T ;u)) and vn → v ∈ E. Now

(5.1.10)

min
v∈E
〈ζ, v〉 = lim

n→∞
min
v∈E
〈ζn, v〉 ≥ lim inf

n→∞

rn
λn

= lim inf
n→∞

`(q(T ;u) + λnvn)− `(q(T ;u))− λ2
n

λn

≥ D`(q(T ;u); v) ≥ min
v∈E(u(t))

D`(q(T ;u); v).

�

A useful form of inequality (5.1.6) is given by the following:

Proposition 5.1.5. Let ` : M → R be locally Lipschitz. For any control u ∈ U

there exists −ζT ∈ ∂L`(q(T ;u)) such that

(5.1.11) min
ν∈M

∫ T

0
Ĥ(t, ζ(t), δu(t))− Ĥ(t, ζ(t), ν(t)) dt ≥ min

v∈E(δu)
D`(q(T ;u); v)

where ζ(t) is the solution to

(5.1.12) ζ̇(t) =
−→
H (t, ζ(t), u(t)) ζ(T ) = ζT .
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Proof. If v ∈ E(u) then there exists a relaxed control ν such that

(5.1.13) v =

∫ T

0
Pt,T ∗(q(t))

(
f̂(t, q(t), ν(t))− f̂(t, q(t), µ(t))

)
dt.

By Proposition 5.1.3 there exists ζ ∈ ∂L`(q(T ;u)) such that

(5.1.14)
min
ν∈M

∫ T

0

〈
ζ, Pt,T ∗(q(t;u))

(
f̂(t, q(t;u), ν(t))− f̂(t, q(t;u), u(t))

)〉
dt

≥ min
v∈E

D`(q(T ;u); v).

Define ζT = −ζ and ζ(t) = P ∗t,T ζT . By Proposition 3.3.5, ζ(t) is the solution to

(5.1.12) and the definition of H implies (5.1.11). �

Proposition 5.1.5 suggests a relatively short proof of the Maximum Principle for

nonsmooth Mayer problems in which the terminal point is free.

5.2. Maximum Principle for Nonsmooth Mayer Problem with Free

Terminal Point

In this section we provide a proof of the Maximum Principle under the assump-

tion that q(T ;u) is free and ` is locally Lipschitz. We first claim that for such a

problem there is no loss in working with relaxed controls.

Proposition 5.2.1. Let ν ∈ M be arbitrary. Let (O, ϕ) be a coordinate chart

defined on a neighborhood of q0 and let ψt : P0,t(O) → ϕ(O) be the Lagrangian

coordinates associated with the nonautonomous vector field (t, q) 7→ f̂(t, q, ν(t)).

Given any ε > 0 there exists a control u ∈ U for which

(5.2.1) max
t∈[0,T ]

‖ψt(q(t; ν))− ψt(q(t;u))‖Rn < ε.

Proof. Consider the control system

(5.2.2) g(t, x, w) = (ψt ∗f)(t, x, w)− (ψt ∗f̂)(t, x, ν(t)).
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By the assumptions on f , this control system is locally integrable Lipschitz. If x(t; ν)

is the trajectory for g corresponding to ν then we clearly have x(t; ν) ≡ ϕ(q0). By a

standard approximation theorem for relaxed controls [46, 92] there exists a control

u such that the trajectory x(t;u) for g satisfies

(5.2.3) max
t∈[0,T ]

‖x(t;u)− x(t; ν)‖Rn < ε.

Since x(t;u) = ψt(q(t;u)) and x(t; ν) = ψt(q(t; ν)) the proof is complete. �

Proposition 5.2.2. If q(T ) is free then we have

(5.2.4) inf {`(q(T ;u)) : u ∈ U} = inf {`(q(T ; ν)) : ν ∈M} .

Proof. We need only prove that

(5.2.5) inf {`(q(T ;u)) : u ∈ U} ≤ inf {`(q(T ; ν)) : ν ∈M} .

Suppose that this is not true, so that for some δ > 0 there exists ν ∈M with

(5.2.6) inf {`(q(T ;u)) : u ∈ U} ≥ `(q(T ; ν)) + δ.

Since ` is continuous, Proposition 5.2.1 implies the existence of a control u ∈ U such

that `(q(T ; ν)) + δ ≥ `(q(T ;u)) and this contradiction completes the proof. �

With this we turn to the proof of the Maximum Principle for nonsmooth Mayer

problems with free terminal points. Let ` : M → R be locally Lipschitz and suppose

that u0 is locally optimal for the problem of minimizing `(q(T ;u)) in the absence of

terminal constraints. Let q0 be the trajectory for u0.
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Theorem 5.2.3 (Pontryagin Maximum Principle). There exists −ζT ∈ ∂L`(q0(T ))

such that the solution ζ(t) to (5.1.12) corresponding to u0 and ζT satisfies

(5.2.7) H(t, ζ(t), u0(t)) = max
u∈U

H(t, ζ(t), u)

for almost all t ∈ [0, T ].

Proof. By Proposition 5.2.2, control ν0(t) := δu0(t) is optimal among relaxed

controlsM. Choose −ζT ∈ ∂L`(q0(T )) such that (5.1.11) holds for the solution ζ(t)

to (5.1.12) corresponding to u0 and ζT . Let qλ(t) be the trajectory for a sliding

variation δu0(t) + λ
(
ν(t)− δu0(t)

)
and let v =

∂qλ(T )

∂λ

∣∣∣∣
λ=0

. Since q0(t) is optimal

we have `(q0(T )) ≤ `(qλ(T )) and this gives us D`(q0(T ); v) ≥ 0. It follows that

minv∈E(u0)D`(q
0(T ); v) ≥ 0 and so

(5.2.8) min
ν∈M

∫ T

0
Ĥ(t, ζ(t), u0(t))− Ĥ(t, ζ(t), ν(t)) dt ≥ 0.

By Filippov’s lemma, there is a control umax such that for almost all t,

(5.2.9) H(t, ζ(t), umax(t)) = max
u∈U

H(t, ζ(t), u).

By (5.2.8) we find that

(5.2.10)

∫ T

0
H(t, ζ(t), u0(t))−max

u∈U
H(t, ζ(t), u) dt ≥ 0.

Since the integrand is almost everywhere nonpositive, we obtain (5.7.13). �

In the case of nonconvex dynamics with terminal constraint q(T ) ∈ S the prob-

lem becomes more difficult. In this case u0 may not remain optimal among relaxed

trajectories, a phenomenon sometimes called a relaxation gap. To progress in this

case we introduce a pseudometric ρ on the set U of measurable controls u : [0, T ]→ U

and study conditions under which the associated constraints are metrically regular, a
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term explained below. Due to its importance in applications, we develop our results

in Rn before turning to the case of a general manifold.

5.3. Metric Regularity and Penalization in Rn

In this section we assume that M = Rn and we write x rather than q to em-

phasize the underlying linear structure. We introduce the following pseudometric

on the set of controls U :

(5.3.1)

ρ(u, v) =

∫ T

0
‖f(t, x(t;u), u(t))− f(t, x(t; v), v(t))‖ dt

+

∫ T

0
‖fx(t, x(t;u), u(t))− fx(t, x(t; v), v(t))‖ dt.

This pseudometric is central to our study of metric regularity. We next establish

some elementary properties of this pseudometric.

5.3.1. Elementary Properties and Estimates. The following propositions

are consequences of the definition and of the integral form Gronwall’s lemma. We

leave their proofs to the reader.

Proposition 5.3.1. Suppose that u, v ∈ U . Then

(5.3.2) max
t∈[0,T ]

‖x(t;u)− x(t; v)‖ ≤ ρ(u, v).

As a consequence, the function u 7→ `(x(T ;u)) is locally Lipschitz with respect

to ρ. Further, for a fixed control u0 if ε0 > 0 is sufficiently small we may assume

the functions mf , kf providing inequalities (5.0.26) and (5.0.27) are defined on an

open set containing all x, y attainable through controls u with ρ(u, u0) < ε0.

Proposition 5.3.2. Fix control u0 and ε0 > 0 as above. There exists a constant

D0 such that if Qs,t is the flow of any control u with ρ(u, u0) < ε0 and ζ ∈ Rn is
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arbitrary, then

(5.3.3) max
t∈[0,T ]

∥∥Q∗t,T ζ∥∥ ≤ D0 ‖ζ‖ .

Proposition 5.3.3. Fix control u0 and ε0 > 0 as above. Let Qis,t, i = 1, 2 denote

the flows of controls ui with ρ(ui, u0) < ε0. There exists a constant D1, depending

only on mf such that for ζ1, ζ2 ∈ Rn

(5.3.4) max
t∈[0,T ]

∥∥Q1 ∗
t,T ζ

1 −Q2 ∗
t,T ζ

2
∥∥
Rn ≤ D1

(∥∥ζ1 − ζ2
∥∥
Rn + ρ(u1, u2) max

i

∥∥ζi∥∥Rn) .
As a first consequence of Proposition 5.3.3, consider the following. Suppose

that uk
ρ−→ u and ζk → ζ. Let Rks,t denotes the flow for uk and Rs,t the flow

corresponding to u. Then the curves Rk ∗t,T ζ
k converge uniformly to R∗t,T ζ.

5.3.2. Completeness. In 1974, Ekeland introduced in [39] his variational

principle, now a well-established tool in optimization theory. In [63] it was shown

that this principle holds for complete pseudometric spaces. The paper [16] includes

several proofs of the original variational principle, one of which we find can be

adapted to prove the following version for complete pseudometric space:

Proposition 5.3.4. Let (X, ρ) be a complete pseudometric space and let ` :

X → (−∞,+∞] be lower semicontinuous. If x satisfies

(5.3.5) `(x) < inf
x∈X

`(x) + ε

then for any λ > 0 there exists y ∈ X with ρ(x, y) < λ which provides a global

minimizer of the perturbed function

(5.3.6) z 7→ `(z) +
ε

λ
ρ(y, z).

This principle can be applied with our pseudometric ρ because of the following:
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Proposition 5.3.5. The pseudometric ρ is complete.

Proof. Let
{
uk
}

be Cauchy in ρ and let xk be the trajectory for uk. The

sequence of functions (vk, Ak) ∈ L1([0, T ],Rn × Rn×n) defined by

(5.3.7) (vk(t), Ak(t)) =
(
f(t, xk(t), uk(t)), fx(t, xk(t), uk(t))

)
is Cauchy in L1 and so converges to some function (v(t), A(t)). Let

(5.3.8) x(t) = x0 +

∫ t

0
v(τ) dτ.

We claim that there is a control u ∈ U such that

(5.3.9) (v(t), A(t)) = (f(t, x(t), u(t)), fx(t, x(t), u(t)))

for almost all t. To see this, let Γ : [0, T ]×Rn → Rn ×Rn×n be the set-valued map

given by

(5.3.10) Γ(t, x) = {(f(t, x, u), fx(t, x, u)) : u ∈ U} .

Passing to a subsequence we may assume that (vk(t), Ak(t)) which converges point-

wise almost everywhere to (v(t), A(t)). For almost all t we have (vk(t), Ak(t)) ∈

Γ(t, xk(t)) for all k and so, because Γ is continuous in x, we find (v(t), A(t)) ∈

Γ(t, x(t)) for these t. By Lemma 1.2.10 there is a control u such that (5.3.9) holds

and thus ρ is complete. �

5.3.3. Approximation in the Pseudometric. In this subsection we show

that the approximation of relaxed trajectories using traditional controls can be car-

ried out in a manner that is compatible with ρ. These results will enable use to

make use of sliding variations even in problems with nonconvex dynamics. We begin

with the following approximation result:
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Proposition 5.3.6. Consider ν ∈M, u ∈ U , and a fixed real number λ ∈ [0, 1].

Let xλ be the trajectory for the variation (1 − λ)δu(t) + λν(t). For any ε > 0

there exists a control v ∈ U and disjoint measurable sets A,B ⊂ [0, T ] satisfying

m(A) = (1−λ)T and m(B) = λT such that the control w(t) = χA(t)u(t)+χB(t)v(t)

satisfies

(5.3.11) max
t∈[0,T ]

∥∥∥xλ(t)− x(t;w)
∥∥∥ < ε.

Proof. As before we follow Gamkrelidze [46] and approach this problem through

chattering controls. The following lemma will be of use:

Lemma 5.3.7. Suppose that x : [0, T ] → Rn is continuous and ν is a relaxed

control. If f is integrable Lipschitz then for any ε > 0 there exists a control v ∈ U

such that

(5.3.12) max
t∈[0,T ]

∥∥∥∥∫ t

0
f̂(τ, x(τ), ν(τ))− f̂(τ, x(τ), δv(τ)) dτ

∥∥∥∥ < ε.

Proof. Let π be a partition of [0, T ] with diameter small enough that

(5.3.13)

∫ ti+1

ti

max
u∈U
‖f(τ, x(τ), u)‖ dτ < ε

2
.

By Aumann’s theorem, we may choose a control v on [ti, ti+1] so that

(5.3.14)

∫ ti+1

ti

f̂(τ, x(τ), ν(τ)) dτ =

∫ ti+1

ti

f̂(τ, x(τ), δv(τ)) dτ.

Let t ∈ [0, T ] be arbitrary, say t ∈ [ti, ti+1]. Then we have

(5.3.15)

∥∥∥∥∫ t

0
f̂(τ, x(τ), ν(τ))− f̂(τ, x(τ), δv(τ)) dτ

∥∥∥∥
=

∥∥∥∥∫ t

ti

f̂(τ, x(τ), ν(τ))− f̂(τ, x(τ), δv(τ)) dτ

∥∥∥∥ ≤ ε
and this completes the proof. �
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Let ε > 0 be given. By Lemma 5.3.7, we may choose a control v ∈ U so that

(5.3.16) max
t∈[0,T ]

∥∥∥∥∫ t

0
f̂(τ, xλ(τ), ν(τ))− f̂(τ, xλ(τ), δv(τ)) dτ

∥∥∥∥ < ε.

We will apply Lemma 4.1.5. Partition [0, T ] uniformly into intervals [ti, ti+1] and let

(5.3.17) A =
⋃
i

[ti, ti + λ diam (π)] B =
⋃
i

(ti + λ diam (π), ti+1] .

Notice that A and B satisfy the necessary assumptions on measure. Lemma 4.1.5,

applied to the functions g(τ) = f̂(τ, x(τ), δu(τ)) and h(τ) = f̂(τ, x(τ), δv(τ)), implies

that we may choose diam(π) sufficiently small so that for any t ∈ [0, T ],

(5.3.18)

∥∥∥∥∥(1− λ)

∫ t

0
f̂(τ, x(τ), δu(τ)) dτ −

∫
A∩[0,t]

f̂(τ, x(τ), δu(τ)) dτ

∥∥∥∥∥ ≤ ε∥∥∥∥∥λ
∫ t

0
f̂(τ, x(τ), δv(τ)) dτ −

∫
B∩[0,t]

f̂(τ, x(τ), δv(τ)) dτ

∥∥∥∥∥ ≤ ε.
Now define w = χA(t)u(t) + χB(t)v(t). For any t ∈ [0, T ], we have

(5.3.19)∥∥∥xλ(t)− x(t;w)
∥∥∥ ≤ ∥∥∥∥∥(1− λ)

∫ t

0
f̂(τ, xλ(τ), δu(τ)) dτ −

∫
A∩[0,t]

f̂(τ, xλ(τ), δu(τ)) dτ

∥∥∥∥∥
+

∥∥∥∥λ∫ t

0
f̂(τ, xλ(τ), ν(τ)) dτ − λ

∫ t

0
f̂(τ, xλ(τ), δv(τ)) dτ

∥∥∥∥
+

∥∥∥∥∥λ
∫ t

0
f̂(τ, xλ(τ), δv(τ)) dτ −

∫
B∩[0,t]

f̂(τ, xλ(τ), δv(τ)) dτ

∥∥∥∥∥
+

∫
A∩[0,t]

∥∥∥f̂(τ, xλ(τ), δu(τ))− f̂(τ, x(τ ;w), δu(τ))
∥∥∥ dτ

+

∫
B∩[0,t]

∥∥∥f̂(τ, xλ(τ), δv(τ))− f̂(τ, x(τ ;w), δv(τ))
∥∥∥ dτ

≤ ε+ λε+ ε+

∫ t

0
kf (τ)

∥∥∥xλ(τ)− x(τ ;w)
∥∥∥ dτ.
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By Gronwall’s lemma, we find that for any t ∈ [0, T ],

(5.3.20) ‖x(t)− x(t;w)‖Rn ≤ 3ε exp
(
‖kf‖L1

)
and since ε > 0 was arbitrary this completes the proof. �

Our main approximation result, which will later allow us to use sliding variations

without convexity assumptions, is the following:

Proposition 5.3.8. There exist constants C1, C2 with the following property.

Let control u ∈ U , relaxed control ν ∈ M, λ ∈ [0, 1], and ε > 0 be arbitrary and

let xλ be the trajectory for the sliding variation (1− λ)δu(t) + λν(t). There exists a

control wλ such that

(5.3.21) max
t∈[0,T ]

∥∥∥xλ(t)− x(t;wλ)
∥∥∥ < ε

and

(5.3.22) ρ(wλ, u) ≤ C1λ+ C2ε.

Proof. By Proposition 5.3.6 we may choose disjoint measurable sets Aλ, Bλ ⊂

[0, T ] with m(Aλ) = (1 − λ)T and m(Bλ) = λT and control vλ such that the

trajectory for wλt = χAλ(t)u(t) + χBλ(t)vλ(t) satisfies (5.3.21). We need only verify
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(5.3.22). First,

(5.3.23)

ρ(u,wλ) =

∫
Aλ

∥∥∥f(t, x(t;u), u(t))− f(t, x(t;wλ), u(t))
∥∥∥ dt

+

∫
Bλ

∥∥∥f(t, x(t;u), u(t))− f(t, x(t;wλ), v(t))
∥∥∥ dt

+

∫
Aλ

∥∥∥fx(t, x(t;u), u(t))− fx(t, x(t;wλ), u(t))
∥∥∥ dt

+

∫
Bλ

∥∥∥fx(t, x(t;u), u(t))− fx(t, x(t;xλ), v(t))
∥∥∥ dt

≤ 2

∫ T

0
kf (t)

∥∥∥x(t;u)− x(t;wλ)
∥∥∥ dt+ 4λ ‖mf‖L1 .

We require a bound on
∥∥x(t;u)− x(t;wλ)

∥∥, which we will obtain through a bound

on
∥∥x(t;u)− xλ(t)

∥∥. Consider

(5.3.24)∥∥∥x(t;u)− xλ(t)
∥∥∥ ≤ (1− λ)

∫ t

0

∥∥∥f̂(τ, x(τ ;u), δu(τ))− f̂(τ, xλ(τ), δu(τ))
∥∥∥ dτ

+ λ

∫ t

0

∥∥∥f̂(τ, x(τ ;u), δu(τ))− f̂(τ, xλ(τ), ν(τ))
∥∥∥ dτ

≤ (1− λ)

∫ t

0
kf (τ)

∥∥∥x(τ ;u)− xλ(τ)
∥∥∥ dτ + 2λ

∫ t

0
mf (τ) dτ.

By Gronwall’s lemma, we find

(5.3.25) max
t∈[0,T ]

∥∥∥x(t;u)− xλ(t)
∥∥∥ ≤ 2λ ‖mf‖L1 exp

(
‖kf‖L1

)
.

Returning to (5.3.23) with (5.3.25) we find

(5.3.26)
ρ(u,wλ) ≤ 2

∫ T

0
kf (t)

∥∥∥xλ(t)− x(t;wλ)
∥∥∥ dt

+ 4λ ‖mf‖L1 ‖kf‖L1 exp
(
‖kf‖L1

)
+ 4λ ‖mf‖L1 .

133



Taking

(5.3.27)
C1 = 4 ‖mf‖L1 ‖kf‖L1 exp

(
‖kf‖L1

)
+ 4 ‖mf‖L1

C2 = 2 ‖kf‖L1

will yield (5.3.22). �

5.3.4. Metric Regularity. In this section we apply the pseudometric ρ to

establish a sufficient condition for metric regularity of the constraint x(T ) ∈ S.

Such metric regularity will allow us to remove the terminal constraint x(T ) ∈ S by

penalizing our cost with a nonsmooth function. We denote by A the set of controls

u ∈ U for which x(T ;u) ∈ S and we introduce the following constraint qualification:

Condition C: There exist ε0 > 0 and ∆ > 0 such that if control u satisfies

ρ(u, u0) < ε0 and dS(x(T ;u)) > 0 then for any −ζT ∈ ∂LdS(x(T ;u)) we have

(5.3.28)

∫ T

0
H(t, ζ(t), u(t))−max

u∈U
H(t, ζ(t), u) dt ≤ −∆,

where ζ(t) is a solution to (5.1.12) corresponding to u and ζT .

Condition C implies the following decrease principle:

Proposition 5.3.9. If Condition C holds then for any u ∈ U satisfying ρ(u, u0) <

ε0 and dS(x(T ;u)) > 0 there exists a relaxed control ν such that if xλ corresponds

to the sliding variation (1− λ)δu(t) + λν(t) there holds

(5.3.29) lim inf
λ↓0

dS(xλ(T ))− dS(x(T ;u))

λ
≤ −∆.

Proof. We prove the contrapositive: suppose that the proposition is false.

Then there exists a control u with ρ(u, u0) < ε0 and dS(x(T ;u)) > 0 such that for

any v ∈ E(u) we have

(5.3.30) DdS(x(T ;u); v) > −∆.
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By Proposition 5.1.5 we can find −ζT ∈ ∂LdS(x(T ;u)) such that

(5.3.31) min
ν∈M

∫ T

0
Ĥ(t, ζ(t), δu(t))− Ĥ(t, ζ(t), ν(t)) dt > −∆,

where ζ(t) is a solution to (5.1.12) corresponding to u and ζT . Choosing, through Fil-

ippov’s selection lemma, a control umax such thatH(t, ζ(t), umax(t)) = maxu∈UH(t, ζ(t), u)

we find that

(5.3.32)

∫ T

0
H(t, ζ(t), u(t))−min

u∈U
H(t, ζ(t), u) dt > −∆,

and this shows that Condition C cannot hold. �

Thus Condition C implies that any control u which is near u0 in the pseudometric

ρ and is not admissible can be varied in a manner such that the terminal point is

driven toward S in a manner that decreases the distance to S with linear rate not

less than ∆.

This decrease principle, coupled with the variational principle of Proposition

5.3.4 allows us to establish the following metric regularity result:

Proposition 5.3.10. Suppose that Condition C holds and let C1 and C2 be as

in Proposition 5.3.8. There exists ε1 > 0 such that for ρ(u, u0) < ε1,

(5.3.33) inf
w∈A

ρ(u,w) ≤ 4
C1

∆
dS(x(T ;u)).

Proof. Choose 0 < ε1 <
1
2ε0 so that if ρ(u, u0) < ε1 we have 4

C1

∆
dS(x(T ;u)) <

1
2ε0. Suppose by way of contradiction that there exists u ∈ U with ρ(u, u0) < ε1 for

which

(5.3.34) inf
w∈A

ρ(u,w) > 4
C1

∆
dS(x(T ;u)).
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Set ε = 2dS(x(T ;u)) and λ = 4C1
∆ dS(x(T ;u)). Note that u is an ε-minimizer of the

function w 7→ dS(x(T ;w)). By the Ekeland variational principle, there exists v with

(5.3.35) ρ(u, v) ≤ 4
C1

∆
dS(x(T ;u))

such that the function

(5.3.36) w 7→ dS(x(T ;w)) +
∆

2C1
ρ(v, w)

attains a minimum over U at v. By (5.3.34) and (5.3.35) we cannot have v ∈ A and

hence dS(x(T ; v)) > 0.

Our choice of ε1 assures us that

(5.3.37) ρ(u0, v) ≤ ρ(u0, u) + ρ(u, v) < ε0

and so, by Proposition 5.3.9 we may choose a relaxed control ν such that if xλ is

the trajectory for the sliding variation (1− λ)δv(t) + λν(t) there holds

(5.3.38) lim inf
λ↓0

dS(xλ(T ))− dS(x(T ; v))

λ
≤ −∆.

By Proposition 5.3.8 we may choose control wλ such that ρ(v, wλ) ≤ C1λ + C2λ
2

and max
t∈[0,T ]

∥∥∥xλ(T )− x(T ;wλ)
∥∥∥ < λ2. Since v is optimal for (5.3.36) we find

(5.3.39)

0 ≤ dS(x(T ;wλ)) +
∆

2C1
ρ(v, wλ)− dS(x(T ; v))

≤ dS(xλ(T )) + λ2 +
∆

2
λ+

∆C2

2C1
λ2 − dS(x(T ; v)).

Dividing by λ and letting λ ↓ 0 we find that 0 ≤ −∆ + ∆
2 < 0 and this contradiction

proves (5.3.33). �
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Inequality (5.3.33) is sometimes called metric regularity of the constraint x(T ) ∈

S. In the case where this constraint is metrically regular we obtain the following

penalization result:

Proposition 5.3.11. If Condition C holds then there exists ε1 > 0, K > 0 such

that u0 minimizes `(x(T ;u)) +KdS(x(T ;u)) among controls with ρ(u, u0) < ε1.

Proof. Let k` be a local Lipschitz constant for ` with respect to ρ. By Proposi-

tion 5.3.10 we may choose ε1,K > 0 such that for ρ(u, u0) < ε1 we haveKdS(x(T ;u)) ≥

K` infw∈A ρ(u,w). Fix any u with ρ(u, u0) < ε1.

Given any δ > 0, choose w ∈ A for which ρ(u,w) < inf
w∈A

ρ(u,w) + δ. We have

(5.3.40)

`(x(T ;u)) +KdS(x(T ;u)) ≥ `(x(T ;u)) + k` inf
w∈A

ρ(u,w)

≥ `(x(T ;w))− k`ρ(u,w) + k` inf
w∈A

ρ(u,w)

≥ `(x0(T ))− k`δ,

the last line following from optimality of u0 among controls in A. Letting δ ↓ 0 gives

us the result. �

5.4. Maximum Principle in Rn – Nonsmooth Mayer Problem with

Terminal Constraints

We are now in a position to prove Theorem 5.0.1 in the case M = Rn. We begin

by studying the case in which Condition C fails to hold.

Proposition 5.4.1. Suppose that M = Rn and that Condition C fails. Then

Theorem 5.0.1 holds with λ0 = 0.

Proof. In this case we may choose sequences εk,∆k ↓ 0 and controls uk ∈ U

with ρ(u0, uk) < εk whose trajectories xk satisfy dS(xk(T )) > 0 and for which there
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exist −ζkT ∈ ∂LdS(xk(T )) such that

(5.4.1)

∫ T

0
H(t, ζk(t), uk(t))−max

u∈U
H(t, ζk(t), u) dt ≥ −∆k,

where ζk is a solution to (5.1.12) corresponding to uk and ζkT . Since xk(T ) 6∈ S

we have
∥∥ζkT∥∥Rn = 1 and so we may pass to a subsequence which converges to

−ζT ∈ ∂LdS(x0(T )) with ‖ζT ‖Rn = 1.

By Proposition 3.3.5 each arc ζk can be written ζ(t)k = P k ∗t,T ζ
k
T , where P ks,t is the

flow for f corresponding to control uk. Let Ps,t denote the flow of f corresponding

to control u0 and set ζ(t) = P ∗t,T ζT . Note that ζ is a solution to (5.1.12) for u0 and

ζT .

Since uk
ρ−→ u0 the comments following Proposition 5.3.3 imply that ζk(t) →

ζ(t) uniformly. And because P ∗t,T is an isomorphism and ‖ζT ‖Rn = 1 we see that

ζ(t) 6= 0 for all t.

Finally, taking the limit in (5.6.1) we obtain

(5.4.2)

∫ T

0
H(t, ζ(t), u0(t))−max

u∈U
H(t, ζ(t), u) dt ≥ 0.

Since the integrand is almost everywhere nonpositive, we see that H(t, ζ(t), u0(t)) =

maxu∈UH(t, ζ(t), u) for almost all t, completing the proof. �

We note that Theorem 5.0.2, in the case M = Rn and θ = IdRn , is an immediate

consequence of Propositions 5.3.11 and 5.4.1.

Thus in the case where Condition C fails the control u0 is an abnormal minimizer

for our Mayer problem. In the following Proposition we see that when Condition C

holds, u0 is a normal minimizer.

Proposition 5.4.2. Suppose that M = Rn and that Condition C holds. Then

Theorem 5.0.1 holds with λ0 = 1.
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Proof. Let v ∈ E(u0) and choose a relaxed control ν ∈ M such that if xλ is

the trajectory for (1− λ)δu0(t) + λν(t) then

(5.4.3) v = lim
λ↓0

xλ(T )− x0(T )

λ
.

By Proposition 5.3.8 we may construct a family of controls wλ ∈ U with

(5.4.4) lim
λ↓0

xλ(T )− x(T ;wλ)

λ
= 0.

For this family of controls we obtain

(5.4.5) v = lim
λ↓0

x(T ;wλ)− x0(T )

λ
.

It now follows that D`(q0(T ); v) ≥ 0.

Thus by Proposition 5.1.5 there exists

(5.4.6) −ζT ∈ ∂L (`+KdS) (q0(T )) ⊂ ∂L`(q0(T )) +NL
S (q0(T ))

such that the solution to (5.1.12) corresponding to u0 and ζT satisfies

(5.4.7) min
u∈U

∫ T

0
H(t, ζ(t), u0(t))−H(t, ζ(t), u(t)) dt ≥ 0.

We have seen that (5.4.7) implies the Maximum Principle and so the proof is com-

plete. �

5.5. Metric Regularity and Penalization for Manifolds

In this section we use Lagrangian charts to provide a definition of the pseudo-

metric ρ for problems posed on a general finite dimensional manifold M . As before

we suppose that u0 is an optimal control with trajectory q0. By Proposition 3.2.8

we may choose a compactly supported, locally L1-bounded, C∞-smooth vector field

Vt with flow Ps,t which extends q̇0 in the sense that q̇0(t) = Vt(q
0(t)). Choose a
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coordinate chart (O, ϕ) with q0 ∈ O and let ψt := ϕ ◦ Pt,0 be the Lagrangian chart

associated with vector field Vt and coordinate chart (O, ϕ).

We introduce a control system g : [0, T ]× ϕ(O)× U→ Rn by

(5.5.1) g(t, x, u) = (ψt ∗f)(t, x, u)− (ψt ∗Vt)(x).

Our assumptions on f and Vt ensure that we may choose O small enough that

g satisfies the standing assumptions on f . In particular, one can establish the

following:

Proposition 5.5.1. There exists ε0 > 0 and L1 functions mg, kg such that for

any maps y, z : [0, T ]→ Rn satisfying

max
t∈[0,T ]

∥∥ϕ(q0)− y(t)
∥∥ < ε0 max

t∈[0,T ]

∥∥ϕ(q0)− z(t)
∥∥ < ε0(5.5.2)

there holds for almost all t ∈ [0, T ] and for any u ∈ U

‖g(t, y(t), u)‖ ≤ mg(t) ‖gx(t, y(t), u)‖ ≤ mg(t)(5.5.3)

along with

(5.5.4)
‖g(t, y(t), u)− g(t, z(t), u)‖ ≤ kg(t) ‖y(t)− z(t)‖

‖gx(t, y(t), u)− gx(t, z(t), u)‖ ≤ kg(t) ‖y(t)− z(t)‖ .

Introduce a neighborhood O0 of q0 for which O0 ⊂ O. Let U0 denote the set

of controls u for which q(t;u) ∈ P0,t(O0) for all t. We define on U0 the following

pseudometric:

(5.5.5)
ρ(u, v) =

∫ T

0
‖g(t, x(t;u), u(t))− g(t, x(t; v), v(t))‖Rn

+ ‖gx(t, x(t;u), u(t))− gx(t, x(t; v), v(t))‖Rn dt.
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Following the same proof technique as that for Proposition 5.3.5, one may check

that ρ is a complete pseudometric. Further, because ψt(q(t;u)) evolves according to

control system g, the following generalization of Proposition 5.3.8 can be established:

Proposition 5.5.2. There exist constants C1, C2 with the following property.

Let control u ∈ U , relaxed control ν ∈ M, λ ∈ [0, 1], and ε > 0 be arbitrary and let

qλ(t) be the trajectory for f̂ corresponding to the sliding variation (1−λ)δu(t)+λν(t).

There exists a control wλ for which

(5.5.6) max
t∈[0,T ]

∥∥∥ψt(qλ(t))− ψt(q(t;wλ))
∥∥∥ < ε

and

(5.5.7) ρ(wλ, u) ≤ C1λ+ C2ε

when λ is sufficiently small.

5.5.1. Metric Regularity. In this subsection we derive sufficient conditions

for exact penalization of the terminal constraint q(T ) ∈ S through the locally defined

nonsmooth penalty function d : P0,T (O)→ R given by

(5.5.8) d(q) = dψT (S) ◦ ψT (q).

We introduce the following variant of Condition C:

Condition C: There exist ε0 > 0 and ∆ > 0 such that if control u satisfies

ρ(u, u0) < ε0 and d(q(T ;u)) > 0 then for any −ζT ∈ ∂Ld(q(T ;u)) there holds

(5.3.28) where ζ is the solution to (5.1.12) corresponding to u and ζT .

Condition C again implies a decrease principle:

Proposition 5.5.3. If Condition C holds then for all u ∈ U0 satisfying ρ(u, u0) <

ε0 and d(q(T ;u)) > 0, then there exists a relaxed control ν such that if qλ corresponds
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to the sliding variation (1− λ)δu(t) + λν(t), then

(5.5.9) lim inf
λ↓0

d(qλ(T ))− d(q(T ;u))

λ
≤ −∆.

Proof. The proof is the same as that of Proposition 5.3.9 – a proof by contra-

diction employing Proposition 5.1.5. �

Now let A0 ⊂ U0 be the set of controls u ∈ U0 for which q(T ;u) ∈ S. The de-

crease principle represented by Proposition 5.5.3 is enough to establish the following

metric regularity result:

Proposition 5.5.4. Suppose that Condition C holds and let C1 and C2 be as in

Proposition 5.5.2. There exists ε1 > 0 such that if ρ(u, u0) < ε1, then

(5.5.10) inf
w∈A0

ρ(u,w) ≤ 4
C1

∆
d(q(T ;u)).

Proof. First, if necessary, we ask that ε0 is small enough that when ρ(u, u0) <

ε0 we have q(t;u) ∈ P0,t(O0) for all t and hence u ∈ U0. Choose 0 < ε1 <
1
2ε0 such

that for ρ(u0, u) < ε1 there holds 4C1
∆ d(q(T ;u)) < 1

2ε0.

Now suppose by way of contradiction that there exists u ∈ U with ρ(u, u0) < ε1

for which

(5.5.11) inf
w∈A0

ρ(u,w) > 4
C1

∆
d(q(T ;u)).

Setting ε = 2d(q(T ;u)) and λ = 4C1
∆ d(q(T ;u)), we note that u is an ε-minimizer of

w 7→ d(q(T ;w)). By the Ekeland variational principle, there exists v with

(5.5.12) ρ(u, v) ≤ 4
C1

∆
d(q(T ;u))

such that the function

(5.5.13) w 7→ d(q(T ;w)) +
∆

2C1
ρ(v, w)
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attains a minimum over U0 at v. By (5.5.12) we find v ∈ U0 and (5.5.11) implies

v 6∈ A0, hence d(q(T ; v)) > 0. By Proposition 5.5.3 we may choose a relaxed control

ν such that the trajectory qλ for (1− λ)δv(t) + λν(t) satisfies

(5.5.14) lim inf
λ↓0

d(qλ(T ))− d(q(T ; v))

λ
≤ −∆.

By Lemma 5.5.2 we may choose control wλ such that ρ(v, wλ) ≤ C1λ+ C2λ
2 and

(5.5.15) max
t∈[0,T ]

∥∥∥ψt(qλ(t))− ψt(q(t;wλ))
∥∥∥ < λ2.

Now consider

(5.5.16)

d(q(T ;wλ)) = dψT (S) ◦ ψT (q(T ;wλ)) ≤ dψT (S) ◦ ψT (qλ(T )) + λ2 = d(qλ(T )) + λ2.

Since v is optimal for (5.5.13) we have

(5.5.17) d(q(T ; v)) ≤ d(q(T ;wλ)) +
∆

2C1
ρ(v, wλ) ≤ d(qλ(T )) + λ2 +

∆

2
λ+

∆C2

2C1
λ2.

This leads, as in the proof of Proposition 5.3.10, to the contradiction 0 < 0. �

It now follows, just as in Proposition 5.3.11, that the following is true:

Proposition 5.5.5. If Condition C holds with d(q) = dψT (S) ◦ ψT (q). Then

there exists ε1 > 0, K > 0 such that u0 is optimal among controls with ρ(u, u0) < ε1

for the problem of minimizing `(q(T ;u)) +Kd(q(T ;u)).

This proposition may seem at first glance to be of limited use. After all, in

practice it will be difficult or impossible to construct ψT explicitly and in this case

our penalty function d(q) = dψT (S)◦ψT (q) is also not explicitly computable. We will

see in the following section that the function d, as defined, nonetheless holds consider

theoretical strength. For applied problems, Proposition 5.5.5 can be strengthened

using the following:
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Proposition 5.5.6. Suppose that ψ, θ : M → Rn are diffeomorphisms defined

in a neighborhood of q0(T ) ∈ S. There exists a constant Kψ,θ such that

(5.5.18) dψ(S) ◦ ψ(q) ≤ Kψ,θdθ(S) ◦ θ(q)

for all q near q0(T ).

Proof. The map ψ ◦ θ−1 is locally Lipschitz, say with constant Kψ,θ on a

neighborhood O of q0(T ). Let q ∈ U be given and choose s0 ∈ S such that

‖θ(q)− θ(s0)‖ = dθ(S)(θ(q)). We have

(5.5.19) dψ(S)(ψ(q)) ≤ ‖ψ(q)− ψ(s0)‖Rn ≤ Kψ,θ ‖θ(q)− θ(s0)‖ = Kψ,θdθ(S)(θ(q)).

�

As a consequence, the penalty function d may be replaced by d(q) = dθ(S) ◦ θ(q)

for any coordinate chart θ, provided that K is chosen sufficiently large.

5.6. Maximum Principle on Manifolds – Nonsmooth Mayer Problem

with Terminal Constraints

We are now able to provide a general proof of the Maximum Principle in a fully

geometric setting. Again we will find that the cases where Condition C holds or

fails to hold correspond to the normality or abnormality of u0, respectively. Let us

start by considering the case in which Condition C fails:

Proposition 5.6.1. If Condition C fails then Theorem 5.0.1 holds with λ0 = 0.

Proof. In this case we may choose sequences εk,∆k ↓ 0 and controls uk ∈ U

with ρ(u0, uk) < εk whose trajectories satisfy d(qk(T )) > 0 and for which there

exists −ζkT ∈ ∂Ld(qk(T )) such that the solution ζk to (5.1.12) for uk and ζkT satisfies

(5.6.1)

∫ T

0
H(t, ζk(t), uk(t))−max

u∈U
H(t, ζk(t), u) dt ≥ −∆k.
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Since the subdifferential is invariant under C1-diffeomorphism [66] we have

(5.6.2) ∂Ld(q) = ∂L(dψT (S) ◦ ψT )(q) = ψ∗T∂LdψT (S)(x),

where x = ψT (q).

Since−ζkT ∈ ∂Ld(q(T )k), we have ζk = ψ∗T ζ̃
k for some−ζ̃k ∈ ∂LdψT (S)(ψT (qk(T ))).

Since qk(T ) 6∈ S we have
∥∥∥ζ̃kT∥∥∥Rn = 1 and so we may pass to a subsequence which

converges to −ζ̃T ∈ ∂LdψT (S)(ψT (q0(T ))) with
∥∥∥ζ̃T∥∥∥

Rn
= 1.

Let Rks,t and Qks,t denote flows corresponding to f and g for control uk. The

solutions to (5.1.12) for controls uk and covectors ζk are given by ζk(t) = Rk ∗t,T ζ
k
T .

By Proposition 3.4.4,

(5.6.3) ζk(t) = Rk ∗t,Tψ
∗
T ζ̃

k
T = ψ∗tQ

k ∗
t,T ζ̃

k
T .

Since uk
ρ−→ u0, the maps Qk ∗t,T ζ̃

k
T converge uniformly to Q∗t,T ζ̃T , where Qs,t is the

flow of g corresponding to u0. Letting Rs,t denote the flow of f for u0 we find that,

for ζT = ψ∗T ζ̃T ,

(5.6.4) lim
k→∞

ζk(t) = lim
k→∞

ψ∗tQ
k ∗
t,T ζ̃

k
T = ψ∗tQ

∗
t,T ζ̃T = R∗t,Tψ

∗
T ζ̃T = R∗t,T ζT ,

the convergence being uniform. The adjoint equations (5.1.12) follow from ζ(t) =

R∗t,T ζT and the nondegeneracy condition ζ(t) 6= 0 follows from ζT 6= 0 along with

the fact that R∗t,T : T ∗q0(T )M → T ∗q0(t)M is an isomorphism.

Finally, we may take the limit in (5.6.1) to obtain

(5.6.5)

∫ T

0
H(t, ζ(t), u0(t))−max

u∈U
H(t, ζ(t), u) dt ≥ 0.

Since the integrand is almost everywhere nonpositive, we obtain (5.7.13). �

We note that Theorem 5.0.2 is now an immediate consequence of Propositions

5.5.5, 5.5.6, and 5.6.1. Finally, we obtain the following:
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Proposition 5.6.2. If Condition C holds then Theorem 5.0.1 holds with λ0 = 1.

Proof. In this case, u0 is optimal for the free terminal point problem with cost

`+Kd. Further, if ζ ∈ ∂Ld(q0(T )) then

(5.6.6)

ζ ∈ ∂L
(
dψT (S) ◦ ψT

)
(q0(T )) = ψ∗T∂LdψT (S)(ψT (q0(T ))) = ψ∗TN

L
ψT (S)(ψT (q0(T )))

and so ζ can be represented as ψ∗T ζ̃ for some ζ̃ ∈ NL
ψT (S)(ψT (q0(T ))). Since the

limiting normal is invariant under C1 diffeomorphisms, we have ζ ∈ NL
S (q0(T )) and

the result reduces to the proof of the free-terminal point problem, which can be

carried out just as in Proposition 5.4.2. �

5.7. Smooth Constraints

We conclude this chapter by studying the particular case in which S ⊂ M is

given through smooth constraints for the form

(5.7.1)
αi(q) ≤ 0 1 ≤ i ≤ r

βj(q) = 0 1 ≤ j ≤ s,

where αi : M → R and βj : M → R are C1-smooth functions.

Under an additional constraint qualification, the penalty function dθ(S)◦θ (where

θ is a coordinate chart defined on a neighborhood of q0(T )) can be replaced by a

max-type function of the constraints. Such functions may be easier to work with in

applications and can provide a useful characterization for the boundary condition

ζT in equation (5.1.12).
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First check that (5.7.1) may be reduced to a single nonsmooth constraint Φ(q) ≤

0, where

(5.7.2)

Φ(q) = max


r∑
i=1

λiαi(q) +

s∑
j=1

µjβj(q) : λi ≥ 0 and

r∑
i=1

λi +

s∑
j=1

∣∣µj∣∣ ≤ 1

 .

Let K ⊂ Rr × Rs denote the set of all (λ, µ) for which

(i) λi ≥ 0 for 1 ≤ i ≤ r;

(ii) The λi satisfy the complementary slackness condition λiαi(q
0(T )) = 0 for each

fixed i, 1 ≤ i ≤ r;

(iii) (λ, µ) satisfies the nondegeneracy condition

r∑
i=1

λi +

s∑
j=1

∣∣µj∣∣ = 1

Condition S: Suppose that for all (λ, µ) ∈ K there holds

(5.7.3)
r∑
i=1

λidαi(q
0(T )) +

s∑
j=1

µjdβj(q
0(T )) 6= 0.

When Condition S holds, then for any coordinate chart (Õ, θ) with q0(T ) ∈ Õ

there exists ε0 > 0 and ∆ > 0 such that for all x ∈ θ(Õ) with dθ(S)(x) > 0 there

holds

(5.7.4) min
(λ,µ)∈K


∥∥∥∥∥∥

r∑
i=1

λi(αi ◦ θ−1)′(x) +
s∑
j=1

µj(βj ◦ θ−1)′(x)

∥∥∥∥∥∥
Rn

 ≥ ∆,

In this case one can show that for some Kθ > 0, for all x ∈ θ(Õ),

(5.7.5) dθ(S)(x) ≤ KθΦ(θ−1(x)).

Proofs of this and more general results can be found, for example, in [28].

Under this assumption, for any q ∈ Õ we have dθ(S) ◦ θ(q) ≤ KθΦ(q) and so

for a sufficiently large constant K̃ a control u0 which is locally optimal for the cost

`(q) + KdψT (S) ◦ ψT (q) will be locally optimal for the cost `(q) + K̃Φ(q). Further,
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we have

(5.7.6) NL
S (q) = θ∗NL

θ(S)(ψT (q)) = cone θ∗ ∂Ldθ(S)(θ(q)) ⊂ cone ∂LΦ(q).

It remains only to characterize ∂LΦ(q).

This can be done using techniques introduced in [65]. One may show that if

ξ ∈ ∂LΦ(q) then there exist coefficients λi, µj for which

(5.7.7) ξ =
r∑
i=1

λidαi(q) +
s∑
j=1

µjdβj(q).

Further, λi ≥ 0 and for a fixed i (no summation implied) λiαi(q) = 0.

The boundary conditions for the adjoint equations are then

(5.7.8) −ζ(T ) ∈ λ0∂L`(q
0(T )) + cone ∂LΦ(q0(T )).

Hence there exists η ∈ ∂L`(q0(T )) and coefficients λi, µj , satisfying the complemen-

tary slackness condition, such that

(5.7.9) −ζ(T ) = η +

r∑
i=1

λidαi(q
0(T )) +

s∑
j=1

µjdβj(q
0(T )).

We have established the following version of Theorem 5.0.1:

Theorem 5.7.1. Suppose that u0 is an optimal control with trajectory q0 for the

problem of minimizing `(q(T )) subject to the smooth constraints (5.7.1) and suppose

that Condition S holds. Then there exist coefficients λi, µj with λi ≥ 0 satisfying

the complementary slackness assumption such that the solution ζ to (5.1.12) corre-

sponding to u0 and

(5.7.10) ζT = −λ0d`(q0(T ))−
r∑
i=1

λidαi(q)−
s∑
j=1

µjdβj(q)
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satisfies

(5.7.11) H(t, ζ(t), u0(t)) = max
u∈U

H(t, ζ(t), u)

for almost all t. Further, either λ0 = 1 or ζ(t) 6= 0 for all t.

We also have the following:

Theorem 5.7.2. Suppose that u0 is an optimal control with trajectory q0 for the

problem of minimizing `(q(T )) subject to the smooth constraints (5.7.1) and suppose

that Condition S holds. If for any coefficients λi, µj with λi ≥ 0 satisfying the com-

plementary slackness assumption such that the solution ζ to (5.1.12) corresponding

to u0 and

(5.7.12) ζT = −
r∑
i=1

λidαi(q)−
s∑
j=1

µjdβj(q)

fails to satisfy the Maximum Principle

(5.7.13) H(t, ζ(t), u0(t)) = max
u∈U

H(t, ζ(t), u)

on some set I ⊂ [0, T ] of positive measure, then u0 is an unconstrained local mini-

mizer for the penalized function `+KΦ, K sufficiently large.
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CHAPTER 6

Generic Existence and Uniqueness of Optimal

Trajectories in Geometric Optimal Control

In this chapter we demonstrate that under, appropriate assumptions, there exists

a solution to the following problem of Bolza: Minimize

(6.0.14) `(q(T )) +

∫ T

0
L(t, q(t), u(t)) dt

subject to q(0) = q0 and

(6.0.15) q̇(t) = f(t, q(t), u(t)).

We further show that for almost any initial condition q, this optimal control will be

unique and can be expressed through a feedback law u : [0, T ]× T ∗M → U.

In the theory of existence and uniqueness for optimal control [10, 21, 25, 43],

one often makes assumptions on convexity of associated sets. In the Mayer problem,

a common assumption is that the set

(6.0.16) f(t, q,U) = {f(t, q, u) : u ∈ U}

is convex and in the Bolza problem it is enough for the set

(6.0.17) {(f(t, q, u), α) : α ≥ L(t, q, u), u ∈ U}

to be convex.
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Such convexity assumptions are not strictly necessary. For example, consider a

problem in which M = R, x(0) = x0, and ẋ(t) = u(t). Suppose that control u is

required to take values in the set U = {±1} and that we are to minimize x(1). This

problem is non-convex and yet admits a unique optimal control given by u(t) = −1

for almost all t.

The relevant feature of this problem is the following: for any (t, x) ∈ [0, T ] ×

R and any nonzero p ∈ R there is a unique u(t, x, p) ∈ U which maximizes the

Hamiltonian. It was shown in [62] that this is enough (under some assumptions) to

guarantee the existence of a solution to the Mayer problem for any initial condition

at which the value function1 is differentiable. Here the value function is v(x) = x−1

and so is differentiable everywhere.

For this particular Mayer problem the adjoint arc given by p(t) = −1 for all t

and thus the optimal control may itself be expressed through the feedback law

(6.0.18) u0(t) := u(t, x0(t), p(t)).

This is another salient feature of [62], in which optimal controls are given through

(6.0.18), where (x(t), p(t)) is the solution to the adjoint equations with −p(0) =

v′(x(0)).

The central goal of this chapter is to generalize the work of [62] to the case of

Bolza problems on manifolds.

The chapter is organized as follows. In the first section we introduce the value

function for Mayer problems posed on manifolds, providing sufficient conditions for

its Lipschitz continuity and characterizing its subdifferential. In the second section

we prove the main result of the chapter, a generic existence theorem for Mayer

problems with C1-smooth cost functions and free terminal points. In the third

section we demonstrate that this result can be generalized to the Bolza problem

1This function is defined in the following section.
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discussed above. The final section is then devoted to the careful study of several

convergence theorems for differential equations and control systems on manifolds

which are required for the first sections.

We continue to assume that controls take values in a compact metric space U

and we write U for the set of measurable controls u : [0, T ]→ U. Equipped with the

metric

(6.0.19) d(u,w) =

∫ T

0
dU(u(t), w(t)) dt,

U is a complete metric space.

We suppose that control system f : [0, T ] ×M × U → TM is measurable in

time, continuous in u, and that for any q ∈M there exists a coordinate chart (O, ϕ)

with q ∈ O along with L1 functions kϕ and mϕ such that for almost all t, for all

x, y ∈ ϕ(O) and u ∈ U there holds

(6.0.20)
‖(ϕ∗f)(t, x, u)− (ϕ∗f)(t, y, u)‖Rn ≤ kϕ(t) ‖x− y‖Rn

‖(ϕ∗f)x(t, x, u)− (ϕ∗f)x(t, y, u)‖Rn ≤ kϕ(t) ‖x− y‖Rn

along with

‖(ϕ∗f)(t, x, u)‖Rn ≤ mϕ(t) ‖(ϕ∗f)x(t, x, u)‖Rn ≤ mϕ(t).(6.0.21)

That is, we assume that f is C1 in q with locally integrable Lipschitz and integrable

bounded derivative.

In this chapter we will also make an additional assumption on f which is akin

to a growth assumption. This assumption is the following:

Assumption 6.0.3. Given any initial condition q0 ∈ M , there is a compact set

K ⊂M , depending on q0, which contains the reachable set RT (q0).
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This assumption rules out many topological obstacles to existence. For example,

when M = Rnr {0}, many seemingly innocuous control problems fail to admit

solutions. Interestingly, the map x 7→ x/ ‖x‖ is a diffeomorphism of this manifold

under which such control systems will often be seen to fail a growth condition.

6.1. The Value Function

The generic existence and uniqueness theorems presented in [62] rely on a careful

study of the value function and its subdifferentials. In this section we define the value

function, establish sufficient conditions for its Lipschitz continuity, and characterize

its subdifferential.

We restrict our attention for the moment to the Mayer problem with locally

Lipschitz cost ` : M → R and we define a function v : M × U → R by

(6.1.1) v(q, u) = `(q(T ; q, u)).

Thus v(q, u) is the cost of running the system with initial condition q and control

u. The value function v : M → R is defined as

(6.1.2) v(q) = inf
u∈U

v(q, u).

Notice that u0 is an optimal control if and only v(q) = v(q, u0).

The study of value function in dynamic optimization has a long history which we

will not attempt to summarize here. It should be mentioned that one often accounts

for initial time t and defines

(6.1.3) v(t, q) = inf
u∈U

`(q(T ; t, q, u)),

with q(· ; t, q, u) the solution to (6.0.15) satisfying q(t; t, q, u) = q. In this case

the function v(t, q) is the solution, in an appropriately chosen nonsmooth sense,

to the Hamilton-Jacobi equations. For a modern presentation of in this direction
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we suggest [28] and also the work of Subbotin [81]. A classical presentation in the

theory of calculus of variations is given in [48]. For the purposes of this dissertation,

we will restrict our attention to the case given by (6.1.2).

6.1.1. Lipschitz Continuity. We prove that the value function v : M → R

is locally Lipschitz. Fix a point q0 ∈ M . By Assumption 6.0.3 we may choose

a compact set K with the property that RT (q0) ⊂ K and this compact set will

facilitate the construction of a finite collection of coordinate charts (Ci, ϕi) with

the property that if q is sufficiently close to q0 then, for any control u ∈ U , the

trajectories q(t; q0, u) and q(t; q, u) always lie in a common coordinate domain Ci.

We may further control the number of chart changes required to track these two

trajectories and this will allow us to study the endpoint map q 7→ q(T ; q, u) using

only finitely many changes of charts.

We make these claims precise through the following propositions.

Proposition 6.1.1. There exists a finite collection of charts (Ci, ϕi)ri=1, a col-

lection of subsets Bi ⊂ Bi ⊂ Ci, and a number δ > 0 such that:

(i) Each set Ci is compact and ϕi is defined on Ci;

(ii) Given any control u ∈ U and any interval [a, b] ⊂ [0, T ] with |a− b| < δ, we

may choose an index i for which q(t; 0, q0, u) ∈ Bi for all t ∈ [a, b];

(iii) There exist mi and ki for which the bounds (6.0.20) and (6.0.21) hold in the

local coordinates ϕi on Ci;

(iv) K ⊂ ∪1≤i≤rCi.

Proof. For each q ∈ K choose a chart (ϕq, Cq) on which the bounds (6.0.20)

and (6.0.21) hold for L1 functions kq,mq. Without loss of generality we assume that

Cq is compact. Choose open sets Aq and Bq for which

(6.1.4) q ∈ Aq ⊂ Aq ⊂ Bq ⊂ Bq ⊂ Cq
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and let δq > 0 such that for any q′ ∈ Aq, for any t ∈ [0, T ] and control u ∈ U ,

we have q(s; t, q′, u(·)) ∈ Bq whenever |s− t| < δ. Such δ exists because the local

coordinate representation of f is bounded in norm by an integrable function.

The collection {Aq : q ∈ K} forms an open cover for K. By compactness we

may choose a finite collection of charts (ϕi, Ci)1≤i≤r so that K ⊂ ∪1≤i≤rAi. Let

δ > 0 denote the minimum of the corresponding δi. We claim that (Ci, ϕi)1≤i≤r and

δ have the desired properties.

Indeed, properties i, iii and iv are immediate from our construction. To check

property ii choose any control u(·) and [a, b] ⊂ [0, T ] with |a− b| < δ. Fix i so that

q(a; 0, q0, u) ∈ Ai. Recalling that

(6.1.5) q(t; 0, q0, u) = q(t; a, q(a; 0, q0, u), u),

we have by construction q(t; a, q(a; 0, q0, u), u) ∈ Bi for t ∈ [a, b]. �

As a first application of Proposition 6.1.1 we prove that the endpoint map q 7→

q(T ; q, u) is locally Lipschitz in q and that the constant may be chosen independently

of u. The constant, of course, depends on the charts chosen in Proposition 6.1.1.

Proposition 6.1.2. Fix q0 ∈ M and let (Ci, ϕi)ri=1 and δ > 0 be as in Propo-

sition 6.1.1. Let π be a partition 0 = t0 < t1 < · · · < tn = T of [0, T ] with

diam(π) < δ. There exists a neighborhood Oπ of q0 such that:

(i) For any interval [ti, ti+1], any control u, and any q1, q2 ∈ Oπ there exists an

index ji such that q(t; 0, q1, u), q(t; 0, q2, u) ∈ Cji for all t ∈ [ti, ti+1];

(ii) The endpoint map q 7→ q(T ; 0, q, u) is locally Lipschitz on Oπ with rank inde-

pendent of u.

Note that the first property implies that for any q ∈ Oπ we have RT (q) ⊂ ∪ri=1Ci.
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Proof. For each 1 ≤ i ≤ r let ki denote the L1 Lipschitz rank of ϕi ∗f . Set

k(t) = max
1≤i≤r

ki(t). Let Lϕ be an upper bound on the Lipschitz ranks of ϕi ◦ϕ−1
j for

indices i, j such that Oi∩Oj 6= ∅. Since the sets ϕi(Ci) are all compact, Lϕ is finite.

Now choose a number ε > 0 so that for any 1 ≤ i ≤ r we have

(6.1.6) ϕi(Bi) + εB ⊂ ϕi(Ci).

We will prove that for some neighborhood Oπ of q0, for any control u ∈ U and any

q1 ∈ Oπ, the trajectory q(t; 0, q1, u) lies within the ε-tube about q(t; 0, q0, u) for any

of the local coordinates ϕi. This will prove the first property.

Regardless of which control we choose, we will have q0 ∈ Ai1 for some i1. Fix i1

and let Oπ be the set of all q1 ∈ A1 for which

(6.1.7) ‖ϕi1(q0)− ϕi1(q1)‖ < ε

Lr−1
ϕ

e−‖k‖L1 .

Let q1 ∈ Oπ and control u ∈ U be arbitrary. Define

(6.1.8) q(t) = q(t; 0, q0, u) q̃(t) = q(t; 0, q1, u).

By Proposition 6.1.1 we may choose indices ij , 2 ≤ j ≤ r such that q(t) ∈ Bij for

all t ∈ [tj , tj+1]. For t ∈ [0, t1] we have

(6.1.9)

‖ϕi1(q(t))− ϕi1(q̃(t))‖ ≤ ‖ϕi1(q0)− ϕi1(q1)‖

+

∫ t

0
k(τ) ‖(ϕi1 ∗f) (τ, ϕi1(q(τ)), u(τ))− (ϕi1 ∗f) (τ, ϕi1(q̃(τ)), u(τ))‖ dτ

≤ ‖ϕi1(q0)− ϕi1(q1)‖+

∫ t

0
k(τ) ‖ϕi1(q(τ))− ϕi1(q̃(τ))‖ dτ,

provided that q̃(t) ∈ Ci1 for all t ∈ [0, t1]. By the Gronwall lemma,

(6.1.10) ‖ϕi1(q(t))− ϕi1(q̃(t))‖ ≤ ‖ϕi1(q0)− ϕi1(q1)‖ e
∫ t
0 k(τ) dτ < ε
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and by (6.1.6) we see that indeed q̃(t) ∈ Ci1 for all t ∈ [0, t1].

For t ∈ [t1, t2] we have by the same argument

(6.1.11)

‖ϕi2(q(t))− ϕi2(q̃(t))‖Rn ≤ ‖ϕi2(q(t1))− ϕi2(q̃(t1))‖ e
∫ t
t1
k(τ) dτ

≤ Lϕ ‖ϕi1(q(t1))− ϕi1(q̃(t1))‖ e
∫ t
t1
k(τ) dτ

≤ Lϕ ‖ϕi1(q0)− ϕi1(q1)‖ e
∫ t1
0 k(τ) dτe

∫ t
t1
k(τ) dτ

≤ Lϕ ‖ϕi1(q0)− ϕi1(q1)‖ e
∫ t2
0 k(τ) dτ < ε.

Arguing inductively we see that

(6.1.12)
∥∥ϕij (q(t))− ϕij (q̃(t))∥∥Rn ≤ Lr−1

ϕ ‖ϕi(q0)− ϕ(q1)‖ e‖k‖L1 < ε

for any t ∈ [tj , tj+1], j = 1, . . . , r. This proves the first property and implies the

second. �

Proposition 6.1.3. If ` is locally Lipschitz and f satisfies Assumption 6.0.3

and local estimates (6.0.20) and (6.0.20) then there exists a coordinate neighborhood

(O, ϕ) of q0 on which the functions q 7→ v(q, u) are locally Lipschitz with rank

independent of u.

Proof. This is a consequence of Proposition 6.1.2, along with our assumption

that ` is locally Lipschitz. �

Proposition 6.1.4. If ` is locally Lipschitz and f satisfies Assumption 6.0.3

and local estimates (6.0.20) and (6.0.20) then there exists a coordinate neighborhood

(O, ϕ) of q0 on which the function v is Lipschitz.

Proof. The inf-envelope of a uniformly locally Lipschitz family of functions is

again locally Lipschitz and so this Proposition follows from Proposition 6.1.3. �

As a consequence v has a well-defined subdifferential, toward which we now turn

our attention.
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6.1.2. Subdifferential. The value function is defined through (6.1.2) as the

inf-envelope of a family of functions. In [65] the multidirectional mean value inequal-

ity was used to characterize the subdifferentials of such functions. Here we apply

this result to study the subdifferential of v in terms of subdifferentials of the func-

tions q 7→ v(q, u). In particular, we show that if ζ ∈ ∂F v(q) then there are sequences

qn → q and ζn ∈ ∂F v(· , un)(qn) for which ζn → ζ. Further, controls un may be cho-

sen to satisfy lim v(q0, un) = v(q0). Since ∂F v(· , un)(qn) = P ∗0,T∂F `(q(T ; qn, un)),

with Ps,t the flow of un, the covectors ζn may be described in terms of the adjoint

equations and this relationship is the essential tool in the existence theorem proved

in the next section.

We begin by recalling the needed result from [65], stated here for Rn:

Proposition 6.1.5. Let {gγ}γ∈Γ be a family of lower semicontinuous functions

gγ : Rn → R. Suppose function g is defined through

(6.1.13) g(x) = inf
γ∈Γ

gγ(x),

suppose that g is lower semicontinuous at x0 and that ζ ∈ ∂F g(x0).

There exists a function ψ : R+ → R+ with limε↓0 ψ(ε) = 0 such that for any

small ε and any (γε, xε) satisfying

(6.1.14) xε ∈ x0 + εB gγε(xε) < g(x0) + ε

there exists zε ∈ x0 + 2
√
εB such that

(6.1.15) g(zε) < g(x0) +O(
√
ε) ζ ∈ ∂F gγε(zε) + ϕ(ε)B.

In [65] one may also find the following:

Proposition 6.1.6. If, in the definition of g (6.1.13), each gγ is C1 smooth,

then ∂F v(x) is a singleton whenever it is nonempty.

158



In our situation, the pair (γε, xε) is replaced by a pair (uε, q0) with uε a control

satisfying v(qε, uε) < v(qε) + ε. We follow [62] and introduce the following set of

controls:

(6.1.16) U(q; ε) := {u ∈ U : v(q, u) < v(q) + ε} .

The following proposition gives us a characterization of ∂F v(q) in terms of subgra-

dients for the functions v(q, u) and the sets U(q; ε):

Proposition 6.1.7. There exists C0 > 0 such that for any ζ ∈ ∂F v(q0) and any

sequences εn ↓ 0, un ∈ U(q0; εn), there exist sequences qn ∈M , ζn ∈ ∂F v(·, un)(qn),

and δn > 0 such that qn → q0, ζn → ζ in the topology of T ∗M , and δn → 0 for

which

(6.1.17) |v(qn)− v(q0)| ≤ C0δn

and

(6.1.18) |v(qn, un)− v(q0, un)| ≤ C0δn.

Proof. Choose a coordinate chart (ϕ,O) for which q0 ∈ O and set x0 = ϕ(q0).

Define functions g : ϕ(O)× U → R through

(6.1.19) g(x, u) = v(ϕ−1(x), u)

and set

(6.1.20) g(x) = inf
u∈U

g(x, u) = v(ϕ−1(x)).

By Proposition 6.1.2 we may let C0 be a bound on the Lipschitz ranks of these

functions.
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Suppose that ζ ∈ ∂F v(q0) and that we are given sequences εn ↓ 0 and un ∈

U(q0; εn). Choose ζ̃ ∈ ∂F g(x0) for which ϕ∗ζ̃ = ζ. By Proposition 6.1.5 there exists a

function ψ : R+ → R+ such that for n sufficiently large there exists zn ∈ x0 +2
√
εnB

and ζ̃n ∈ ∂F g(·;un)(zn) for which
∥∥∥ζ̃n − ζ̃∥∥∥ < ψ(εn). Let δn = ‖zn − x0‖ and note

that δn ↓ 0. Further, we have

(6.1.21) |g(zn)− g(x0)| < C0δn,

and

(6.1.22) |g(zn;un)− g(x0;un)| ≤ C0δn.

The proof is completed by setting qn = ϕ−1(zn) and ζn = ϕ∗ζ̃n. �

6.2. Existence and Uniqueness for Mayer Problems

In this section we establish the main result of the chapter, which is an existence

theorem for the following generic Mayer problem: minimize `(q(T ; q, u)) subject to

(6.0.15) and q(0; q, u) = q.

We first introduce the assumptions on f .

Assumption 6.2.1. Let control system f satisfy Assumption 6.0.3 as well as local

estimates (6.0.20) and (6.0.21). Suppose in addition that the associated Hamiltonian

H : [0, T ]× T ∗M × U→ R is such that

(i) For any nonzero ζ ∈ T ∗M , there is a unique u(t, ζ) for which

(6.2.1) H(t, ζ, u(t, ζ)) = max
u∈U

H(t, ζ, u)

holds;

(ii) The differential equation

(6.2.2) ζ̇(t) =
−→
H (t, ζ(t), u(t, ζ(t))) ζ(0) = ζ0
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admits unique solutions for any ζ0 ∈ T ∗M on the time interval [0, T ].

We will see that these assumptions are enough to demonstrate existence of an

optimal control whenever ∂F v(q) is nonempty and uniqueness whenever v is dif-

ferentiable. We further show that the optimal control u0 can be expressed in the

feedback form

(6.2.3) u0(t) = u(t, ζ(t)),

where ζ : [0, T ]→ T ∗M is a solution to (6.2.2) satisfying −ζ(0) ∈ ∂F v(q).

Let us note that that the feedback map ζ 7→ u(t, ζ) is continuous for fixed t.

Applying Filippov’s measurable selection theorem one finds that for any continuous

map ζ : [0, T ]→ T ∗M the control u(t) = u(t, ζ(t)) is measurable.

6.2.1. Approximate Maximum Principle. The generic existence and unique-

ness result established in this chapter relies on the following approximate maximum

principle:

Proposition 6.2.2. Suppose that u ∈ U minimizes the perturbed functional

w 7→ v(q0, w) + ∆d(u,w) for a fixed ∆ > 0. Then there exists −ζT ∈ ∂L`(q(T ;u))

such that

(6.2.4)

∫ T

0
H(t, ζ(t), u(t))−max

u∈U
H(t, ζ(t), u) dt ≥ −∆Tdiam(U),

where ζ : [0, T ]→ T ∗M is the solution to the adjoint equations

(6.2.5) ζ̇(t) =
−→
H (t, ζ(t), u(t))

satisfying ζ(T ) = ζT .

Proof. The proof is similar to that of Theorem 5.2.3. Fix a coordinate chart

ϕ at q(T ;u) and let k` denote the local Lipschitz rank of the function ` ◦ ϕ−1. Let
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Ps,t denote the flow associated with u and let

(6.2.6) E =

{∫ T

0
Pτ,T ∗

(
f̂(τ, q(τ ;u), ν(τ))− f̂(τ, q(τ ;u), δu(τ))

)
dτ : ν ∈M

}
,

whereM is the set of relaxed controls ν : [0, T ]→ P(U) introduced in Chapter Five.

The set E ⊂ Tq(T ;u)M is a compact, convex set. Let v ∈ E be arbitrary and let ν be

the corresponding relaxed control. Let qλ be the trajectory for δu(t)+λ
(
ν(t)− δu(t)

)
.

As in Proposition 5.5.2 we may choose disjoint measurable sets Aλ, Bλ with m(Aλ) =

(1 − λ)T and m(Bλ) = λT and a control vλ ∈ U such that the trajectory for the

control

(6.2.7) wλ(t) = χAλ(t)u(t) + χBλ(t)vλ(t)

satisfies

(6.2.8)
∥∥∥ϕ(qλ(T ))− ϕ(q(T ;wλ))

∥∥∥ < λ2.

Consider

(6.2.9) `(qλ(T )) ≥ `(q(T ;wλ))−k`
∥∥∥ϕ(qλ(T ))− ϕ(q(T ;wλ))

∥∥∥ ≥ `(q(T ;wλ))−k`λ2.

Further,

(6.2.10) d(wλ, u) =

∫ T

0
dU(wλ(t), u(t))dt ≤

∫
Bλ

dU(v(t), u(t)) dt ≤ λTdiam(U).

It follows

(6.2.11)

D`(q(T ;u); v) = lim inf
λ↓0

`(qλ(T ))− `(q(T ;u))

λ

≥ lim inf
λ↓0

`(q(T ;wλ))− `(q(T ;u))

λ
− lim

λ↓0

k`λ
2

λ

= lim inf
λ↓0

`(q(T ;wλ))− `(q(T ;u)) + ∆d(wλ, u)−∆d(wλ, u)

λ
.
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Note that `(q(T ;wλ)) = v(q0, w
λ). We have

(6.2.12) D`(q(T ;u); v) = lim inf
λ↓0

v(q0, w
λ)∆d(wλ, u)− v(q0, u)−∆d(wλ, u)

λ
.

Since u is optimal for the functional w 7→ v(q0, w) + ∆d(u,w) and

(6.2.13) d(wλ, u) =

∫ T

0
dU(wλ(t), u(t)) dt ≤ T diam(U)

we obtain

(6.2.14)

D`(q(T ;u); v) ≥ lim inf
λ↓0

−∆d(wλ, u)

λ

≥ lim inf
λ↓0

−∆λT diam(U)

λ
= −∆Tdiam(U).

By Proposition 5.1.3 we may now choose −ζT ∈ ∂L`(q(T ;u)) such that for any v ∈ E

there holds 〈−ζT , v〉 ≥ −∆Tdiam(U). Define a map ζ(t) : [t0, T ] → T ∗M through

ζ(t) = P ∗t,T ζ, where P is the flow associated with control u. By Proposition 3.3.5,

ζ(t) is a solution to the adjoint equations (6.2.5) and for any relaxed control ν we

have

(6.2.15)

∫ T

0

〈
ζ(t), f̂(t, q(T ;u), δu(t))− f̂(t, q(T ;u), ν(t))

〉
dt ≥ −∆diam(U).

By Filippov’s lemma, we may take a control umax for which

(6.2.16) H(t, ζ(t), umax(t)) = max
u∈U

H(t, ζ(t), u)

for almost all t. Taking ν(t) = δumax(t) in (6.2.15) we obtain (6.2.4). �

The uniqueness of the feedback control, along with the approximate maximum

principle, gives us the following useful convergence result:

Proposition 6.2.3. Suppose we are given sequences wn ∈ U , ξn0 → ξ0 ∈ T ∗M ,

and ∆n ↓ 0. Define curves ξn : [0, T ] → T ∗M through ξ̇n(t) =
−→
H (t, ξn(t), wn(t))
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and ξn(0) = ξn0 . Suppose that for each n,

(6.2.17)

∫ T

0
H(t, ξn(t), wn(t))−max

u∈U
H(t, ξn(t), u) dt ≥ −∆ndiam(U).

If un is the control un(t) := u(t, ξn(t)) then we have lim
n→∞

d(wn, un) = 0.

Proof. Choose a subsequence for which

(6.2.18) lim
k→∞

d(wnk , unk) = lim sup
n→∞

d(wn, un)

and fix ε > 0. We claim that limnk→∞ d(wnk , unk) ≤ ε. Since the sequence

d(wnk , unk) converges it will suffice to prove this for a subsequence.

For each n introduce sets

(6.2.19) In =

{
t : |H(t, ξn(t), wn(t))−max

u∈U
H(t, ξn(t), u)| ≥

√
∆n

}
and Jn = [0, T ]rIn. Inequality (6.2.17) implies that

(6.2.20)

m(In) ≤ 1√
∆n

∫ T

0
max
u∈U

H(t, ξn(t), u)−H(t, ξn(t), wn(t)) dt ≤
√

∆n diam(U).

Passing to a subsequence, we may therefore assume that ∪kInk has measure at

most ε/diam(U). Let I = ∪kInk and J = [0, T ]rI = ∩kJnk .

Now,

(6.2.21)

d(wnk , unk) =

∫
I
dU(wnk(t), u(t, ξnk(t))) dt+

∫
J
dU(wnk(t), u(t, ξnk(t))) dt

≤ ε+

∫
J
dU(wnk(t), u(t, ξnk(t))) dt.

We claim that, for any fixed t∗ ∈ J , there holds lim
k→∞

dU(wnk(t∗), u(t∗, ξ
nk(t∗))) = 0.

Indeed, suppose this is not the case. Choose ε0 > 0 and a subsequence such that

dU(wnk(t∗), u(t∗, ξ
nk(t∗))) ≥ ε0 for all k. We prove below, in Proposition 6.2.4, that

we may pass to a subsequence for which ξnk(t∗) → ξ for some ξ ∈ T ∗M . Likewise,
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because U is compact, we may assume that wnk(t∗) → w ∈ U. But now because

t∗ ∈ J we see that H(t∗, ξ, w) = max
u∈U

H(t∗, ξ, u) and this forces w = u(t∗, ξ), which

is a contradiction. It follows that dU(wnk(t), u(t, ξnk(t)))→ 0 for all t ∈ J .

Applying the Lebesgue dominated convergence theorem in (6.2.21) we then ob-

tain

(6.2.22) lim sup
n→∞

d(wn, un) = lim
k→∞

d(wnk , unk) ≤ ε.

This holds for any ε > 0 and so completes the proof. �

Proposition 6.2.4. Given a sequence of controls wn ∈ U , points qn → q0, and

covectors −ξn0 ∈ ∂F v(qn;wn) which satisfy ξn0 → ξ0 in the topology of T ∗M . Define

a family of arcs ξn(t) satisfying ξ̇n(t) =
−→
H (t, ξn(t), wn(t)) and possessing initial

conditions ξn0 . The sequence {ξn} admits a uniformly convergent subsequence of the

maps ξn(t).

Proof. Choose a partition π and open set Oπ as in Proposition 6.1.2. For each

n, the trajectory qn for wn takes an interval [ti, ti+1] into one of the sets Cin . Since

there are only finitely many intervals and finitely many sets Ci, we first pass to a

subsequence such that each qn takes each interval [ti, ti+1] to the same Cji .

One may check that in the local coordinates for Ci0 the sequence ξn(t) is equicon-

tinuous. Since the maps q 7→ v(q;w) are locally Lipschitz with uniformly bounded

rank, the sequence ξn(t) is bounded in local coordinates. By the Arzelá-Ascoli the-

orem we may pass to a subsequence which converges uniformly on [t0, t1]. Likewise

we may then use local coordinates on Ci1 and pass to a subsequence which converges

uniformly for t ∈ [t1, t2]. Continuing in this way we may choose a subsequence which

converges uniformly on [0, T ]. �

6.2.2. Generic Existence and Uniqueness. We are now in a position to

present a generalization of the existence and uniqueness result given in [62].
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Theorem 6.2.5. Suppose that control system f satisfies Assumption 6.2.1 and

that the cost function ` is C1. Then for each −ζ0 ∈ ∂F v(q0) there exists a unique

optimal control u0 for the Mayer problem. Moreover, if ζ : [0, T ] → T ∗M is a

solution to (6.2.2) with ζ(0) = ζ0 then control u0 satisfies the feedback law u0 =

u(t, ζ(t)).

Proof. Let εn ↓ 0 be an arbitrary sequence and for each n choose a control

un ∈ U(q0; εn). By Proposition 6.1.7 we can choose sequences δn ↓ 0, qn → q0,

−ζn ∈ ∂F v(qn;un) such that ζn → ζ0 and such that

(6.2.23)
v(qn, un) ≤ v(q0, un) + C0δn ≤ v(q0) + εn + C0δn

≤ v(qn) + C0δn + C0δn + εn.

Set ∆n = 2C0δn + εn so that un ∈ U(qn; ∆n).

Control un is a ∆n-minimizer of the function ũ 7→ v(qn; ũ). By the Ekeland

variational principle, we can find wn ∈ U(qn; ∆n) with d(wn, un) <
√

∆n and such

that the function

(6.2.24) ũ 7→ v(qn; ũ) +
√

∆nd(ũ, wn)

attains a minimum over U at wn. By Proposition 6.2.2 the solution ξn to ξ̇n(t) =
−→
H (t, ξn(t), wn(t)) with −ξn(T ) = d`(q(T ; qn, wn)) satisfies

(6.2.25)

∫ T

0
H(t, ξ(t), wn(t))−max

u∈U
H(t, ξn(t), u) dt ≥ −

√
∆ndiam(U).

Let ufn(t) := u(t, ξn(t)). By Proposition 6.2.3 we have limn→∞ d(wn, u
f
n) = 0. It is

shown below in Proposition 6.4.3 that the sequences ξn converge uniformly to ζ, the

solution to (6.2.2) satisfying ζ(0) = ζ0.
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Set u0(t) := u(t, ζ(t)) and note that

(6.2.26) v(q0, u
0) = lim

n→∞
v(qn, u

f
n) = lim

n→∞
v(qn, wn) = lim

n→∞
v(qn, un) = v(q0).

It follows that the control u0(t) := u(t, ζ(t)) is an optimal control.

Further, if ũ is any other optimal control then we may take the sequence un to

be un := ũ for all n and in doing so obtain

(6.2.27) d(ũ, u0) = lim
n→∞

d(un, u
0) = 0,

implying that u0 is the unique optimal control for −ζ0 ∈ ∂F v(q0). By Proposition

6.1.6, ζ0 is the only element of ∂F v(q0) and so optimal trajectories are also unique.

�

Proposition 6.2.6. If f satisfies Assumption 6.2.1 and the cost function ` is

C1 then the set of points q ∈ M for which a unique optimal control exists has full

measure in M . That is, if (O, ϕ) is any coordinate chart then the image of the

complement of this set under ϕ has measure zero in Rn.

Proof. Since v is locally Lipschitz, ∂F v is empty only on a set of measure

zero. �

6.3. Existence and Uniqueness for Bolza Problems

In this section apply Theorem 6.2.5 to the study of the following problem of

Bolza: Minimize the cost

(6.3.1) `(q(T ; q, u)) +

∫ T

0
L(t, q(T ; q, u), u(t)) dt

subject to (6.0.15). Let us suppose that L is locally integrable Lipschitz and locally

integrable bounded. That is, for any q ∈ M there exists a coordinate chart (O, ϕ)

and L1 functions kϕ,mϕ such that for almost all t, for all x, y ∈ ϕ(O) we have
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(6.3.2)
‖(ϕ∗L)(t, x, u)− (ϕ∗L)(t, y, u)‖Rn ≤ kϕ(t) ‖x− y‖Rn

‖(ϕ∗L)x(t, x, u)− (ϕ∗L)x(t, y, u)‖Rn ≤ kϕ(t) ‖x− y‖Rn

along with

‖(ϕ∗L)(t, x, u)‖Rn ≤ mϕ(t) ‖(ϕ∗L)x(t, x, u)‖Rn ≤ mϕ(t),(6.3.3)

where the function ϕ∗L is defined through ϕ∗L(t, x, u) = L(t, ϕ−1(x), u).

The Hamiltonian associated with this problem is given by

(6.3.4) H(t, ζ, u) = 〈ζ, f(t, q, u)〉 − L(t, q, u).

We make the following assumptions on this problem:

Assumption 6.3.1. Let control system f satisfy Assumption 6.0.3 as well as local

estimates (6.0.20) and (6.0.21). Suppose in addition that the associated Hamiltonian

H : [0, T ]× T ∗M × U is such that

(i) For any ζ ∈ T ∗M , there is a unique u(t, ζ) for which

(6.3.5) H(t, ζ, u(t, ζ)) = max
u∈U

H(t, ζ, u)

holds;

(ii) The differential equation

(6.3.6) ζ̇(t) =
−→
H (t, ζ(t), u(t, ζ(t))) ζ(0) = ζ0

admits unique solutions for any ζ0 ∈ T ∗M .
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We reduce this to a Mayer problem using a standard technique. Introduce a

variable z and consider control system g defined on M̃ := M × R defined by

(6.3.7) g(t, q, z, u) =

 f(t, q, u)

L(t, q, u)

 .

Fix initial condition (q0, 0). The Bolza problem is now equivalent to the Mayer

problem of minimizing

(6.3.8) ˜̀(q(T ;u), z(T ;u)) ::= `(q(T ;u)) + z(T ;u).

Note that the exterior derivative of ˜̀ is

(6.3.9) d˜̀= d`+ dz.

Thus if (z, p) denote global coordinates on T ∗R ∼= R2, then Hg : T ∗M × T ∗R → R

corresponding to (6.3.7) is given by

(6.3.10) Hg(t, q, z, ζ, p) = 〈ζ, f(t, q, u)〉+ pL(t, q, u).

If (ζ, p) : [0, T ]→ T ∗M × T ∗R is defined through

(6.3.11)
(
ζ̇(t), ṗ(t)

)
=
−→
H g(t, ζ(t), p(t), u(t))

then we have ṗ =
∂Hg

∂z
and hence if (ζ(T ), p(T )) = −d˜̀ then p(t) = −1 for all t.

It follows that if for any ζ ∈ T ∗M there is a unique u(t, ζ) which maximizes

(6.3.12) H̃g(t, q, ζ) := 〈ζ, f(t, q, u)〉 − L(t, q, u)

then Theorem 6.2.5 may be applied to the control system g, thus proving the fol-

lowing:
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Theorem 6.3.2. Suppose that Assumption 6.3.1 is satisfied and let

(6.3.13) v(q) = inf

{
`(q(T ; q, u)) +

∫ T

0
L(t, q(t; q, u), u(t)) dt : u ∈ U

}
.

For each −ζ0 ∈ ∂F v(q0) there is a unique optimal control u0 for the associated Bolza

problem.

In the same manner as before (Proposition 6.2.6) we obtain

Proposition 6.3.3. If f satisfies Assumption 6.3.1 then the set of points q ∈M

for which a unique optimal control exists has full measure in M . That is, if (O, ϕ)

is any coordinate chart then the image of the complement of this set under ϕ has

measure zero in Rn.

6.4. Convergence Theorems

Finally, we turn our attention to a careful proof of the convergence results used

in the proceeding sections. Before proving our main convergence result, we remind

the reader of two closely related results for Rn. Proofs of similar theorems can be

found, for example, in [49]. We include a proof of the first for completeness.

Given a continuous map x : [0, T ]→ Rd let us agree to write

(6.4.1) ‖x‖C := max
t∈[0,T ]

‖x(t)‖Rd .

Lemma 6.4.1. Let g : [0, T ] × Rd × Rm → Rd be a Carathéodory function.

Suppose there is a feedback control u : [0, T ] × Rd → Rm which is measurable in

t and continuous in x and for which the function G(t, x) = g(t, x, u(t, x)) admits

unique solutions. Suppose that xn0 → x0 and xn : [0, T ]→ Rd is defined through

(6.4.2) ẋn(t) = g(t, xn(t), wn(t))
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for a sequence wn ∈ U . Define a sequence of controls un ∈ U through un(t) =

u(t, xn(t)) and suppose that d(wn, un) → 0. If there are nonnegative functions

a(t), b(t) such that

(6.4.3) ‖g(t, xn(t), wn(t))‖ ≤ a(t) + ‖xn(t)‖ b(t)

for almost all t and for all n, then the sequence xn converges uniformly to an abso-

lutely continuous mapping x : [0, T ]→ Rd which satisfies ẋ(t) = g(t, x(t), u(t, x(t))).

Proof. First we claim that the sequence xn is uniformly bounded and equicon-

tinuous. To see this, let n be arbitrary and note that

(6.4.4) ‖xn(t)‖ ≤ ‖xn0‖+

∫ t

0
a(τ) + ‖xn(τ)‖ b(τ) dτ.

By Gronwall’s lemma we find

(6.4.5) max
t∈[0,T ]

‖xn(t)‖ ≤ (‖xn0‖+ ‖a‖L1) e‖b‖L1 .

Since xn0 is a convergent sequence we see that xn is uniformly bounded and (6.4.3)

implies the family is equicontinuous.

We claim next that

(6.4.6) lim sup
n→∞

‖xn(t)− x(t)‖C = 0.

Choose a subsequence of the xn which attains this limsup. By the Arzelá-Ascoli

theorem we may pass to a subsequence which converges uniformly to a continuous

function y : [0, T ] → Rd. We further pass to a subsequence for which wn(t) −

u(t, xn(t))→ 0 pointwise for almost all t.

Let K be a compact set containing the images of the xn(t) and define Ω = K×U.

Because Ω is compact, for any fixed time t, the continuous function (x, u) 7→ g(t, x, u)
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is uniformly continuous on Ω. Therefore

(6.4.7) lim
n→∞

g(t, xn(t), wn(t))− g(t, xn(t), u(t, xn(t))) = 0.

We consider now

(6.4.8)

y(t) = x0 + lim
n→∞

∫ t

0
g(τ, xn(τ), wn(τ)) dτ

= x0 + lim
n→∞

∫ t

0
g(τ, xn(τ), u(τ, xn(τ))) dτ

+ lim
n→∞

∫ t

0
g(τ, xn(τ), wn(τ))− g(τ, xn(τ), u(τ, xn(τ))) dτ

= x0 +

∫ t

0
g(τ, y(τ), u(τ, y(τ))) dτ

where we have used Lebesgue dominated convergence theorem for the last equality.

This proves that y(t) = x(t) and since xn(t) → y(t) uniformly we have established

(6.4.6). �

In the same way one can prove the following:

Lemma 6.4.2. Let g : [0, T ]×Rd×Rm → Rd be a Carathéodory function. Suppose

we are given initial conditions xn(0) and yn(0) satisfying limxn(0) = lim yn(0) and

sequences un, wn ∈ U for which d(wn, un) → 0. Define arcs xn, yn : [0, T ] → Rd

through

(6.4.9) ẋn(t) = g(t, xn(t), wn(t)) ẏn(t) = g(t, yn(t), un(t)).

If there are nonnegative functions a(t), b(t) such that

(6.4.10) ‖g(t, xn(t), wn(t))‖ ≤ a(t) + ‖xn(t)‖ b(t)

and

(6.4.11) ‖g(t, yn(t), un(t))‖ ≤ a(t) + ‖yn(t)‖ b(t)
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for almost all t and for all n then we have

(6.4.12) lim
n→∞

‖xn(t)− yn(t)‖C = 0.

With these results we turn to our main convergence theorem:

Proposition 6.4.3. Suppose that we have sequences un, wn ∈ U for which

lim
n→∞

d(un, wn) = 0 and a sequence qn → q0 ∈ M for which lim
n→∞

dv(qn, un) = ζ0 ∈

T ∗q0M . Define a sequence of arcs ξn : [0, T ]→ T ∗M through

(6.4.13) ξ̇n(t) =
−→
H (t, ξn(t), wn(t)),

with initial condition −ξn(0) = dv(qn, wn) and define controls ufeeback
n := u(t, ξn(t)).

If lim
n→∞

d(wn, u
feeback
n ) = 0 then ξn converges uniformly to ζ, the solution to

(6.4.14) ζ̇(t) =
−→
H (t, ζ(t), u(t, ζ(t)))

with initial condition −ζ0.

Proof. We first claim that the conditions lim
n→∞

d(un, wn) = 0 and lim
n→∞

dv(qn, un) =

ζ0 ∈ T ∗q0M together imply that lim
n→∞

dv(qn, wn) = ζ0 ∈ T ∗q0M . Indeed we have

(6.4.15) dv(qn, wn) = Pn ∗0,Td`(q(T ; qn, wn)),

where Pn0,T is the flow associated with wn. For each index n, q(T ; qn, wn) lies in

the domain for some chart ϕjn . By Proposition 6.1.1 we may apply Lemma 6.4.2

finitely many times to find that for n sufficiently large n, q(T ; qn, un) lies in the

same domain and that for any of the (finitely many possible) coordinate charts ϕjn

we have

(6.4.16) lim
n→∞

‖ϕjn(q(T ; qn, un))− ϕjn(q(T ; qn, wn))‖Rn = 0.
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Thus, in any of the finitely many local coordinates on T ∗M induced by the maps

ϕj we will have

(6.4.17) lim
n→∞

ϕ−1 ∗
jn

d`(q(T ; qn, un))− ϕ−1 ∗
jn

d`(q(T ; qn, wn)) = 0.

Again we may apply Lemma 6.4.2 finitely many times to find that

(6.4.18) lim
n→∞

Qn ∗0,Td`(q(T ; qn, un))− Pn ∗0,Td`(q(T ; qn, wn)) = 0,

where Qns,t is the flow associated with un and Pns,t is the flow associated with wn.

Since Qn ∗0,Td`(q(T ; qn, un)) = dv(qn, un) we find that

(6.4.19) lim
n→∞

Pn ∗0,Td`(q(T ; qn, wn)) = lim
n→∞

dv(qn, un) = ζ0.

Now by Lemma 6.4.1 the Proposition is true for t ∈ [0, t1]. It then holds induc-

tively on [t1, t2] and so on, and this completes the proof. �
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CHAPTER 7

Differential Inclusions

In this final chapter we turn our attention to problems of dynamic optimization

on manifolds which are subject to a dynamic constraint of the form

(7.0.20) q̇(t) ∈ F (t, q(t)),

where F : [0, T ] ×M ⇒ TM is a set-valued map. Such differential inclusions arise

naturally in problems of pure mathematics. An obvious example is the geodesic

problem, in which one may take

(7.0.21) F (t, q) =
{
v ∈ TqM : ‖v‖g ≤ 1

}
.

More generally, if H is a subriemannian distribution on M with metric g then a

set-valued map of interest is given by

(7.0.22) F (t, q) =
{
v ∈ Hq : ‖v‖g ≤ 1

}
.

Differential inclusions also arise naturally optimal control problems which are sub-

ject to mixed constraints of the form

gj(t, q(t), u(t)) ≤ 0 1 ≤ j ≤ r.

Early studies of such problems in the context of optimal control include [37].

In this chapter we establish necessary optimality conditions for differential inclu-

sions on manifolds, including a version of our exact penalization result in Chapter
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Five. The problem addressed in this chapter is the following. Fix an initial condi-

tion q0 ∈M , let ` : M → R be a locally Lipschitz function and S ⊂M a closed set.

Suppose that q0 : [0, T ]→M minimizes `(q0(T )) over absolutely continuous curves

q : [0, T ]→M which satisfy

(7.0.23) q̇(t) ∈ F (t, q(t)),

q(0) = q0 and q(T ) ∈ S. The main goal of this chapter is to prove the following

necessary condition:

Theorem 7.0.4. Suppose that q0 : [0, T ]→M provides a local minimum for the

Mayer problem described above and that F satisfies Assumption 7.2.1. Then there is

a λ0 ∈ {0, 1} and an arc ζ : [0, T ] → T ∗M which satisfies −ζ(T ) ∈ λ0∂L`(q
0(T )) +

NL
S (q0(T )) as well as

(7.0.24) ζ̇(t) ∈
−→
H (t, ζ(t)).

The set-valued map
−→
H : [0, T ] × T ∗M → TT ∗M is a generalization of the

Hamiltonian lift and is described below, as will Assumption 7.2.1. In the process

we will also prove the following theorem:

Theorem 7.0.5. Suppose q0 : [0, T ] → M provides a local minimum for the

Mayer problem described above and F satisfies Assumption 7.2.1. If there are no

solutions to (7.0.24) satisfying −ζ(T ) ∈ NL
S (q(T )) with ζ(T ) 6= 0 then there exists

a constant K > 0 such that q0 provides a local minimum to the free terminal point

Mayer problem of minimizing

(7.0.25) q 7→ `(q) +Kd(q),

where d : M → R is the locally defined function dθ(S) ◦ θ for a coordinate chart θ

whose domain includes q0(T ).
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Theorem 7.0.5 is new in Rn and so this chapter begins by studying the case

M = Rn. We then use the method of Lagrangian charts to transfer our results to

manifolds.

Our work in this chapter relies on tools made use of by Clarke in [23]. In

this section we provide the three main background results needed for the following

sections. We recommend the book of Clarke, Ledyaev, Stern, and Wolenski [28] or

the classic [23] for a broader introduction to this material.

Because L2 ([0, T ],Rn) is a smooth Banach space in which the multidirectional

mean value inequality1 holds, we formulate our results for absolutely continuous

mappings whose derivative is in L2. Our problems have a fixed initial condition x0.

Given an element v of L2 we define

(7.0.26) x(t; v) = x0 +

∫ t

0
v(τ) dτ.

We will have need of the following convergence result, a version of which can be

found in [28].

Proposition 7.0.6. Suppose that Γ : [0, T ]×Rn×Rn ⇒ Rn is a set-valued map

with convex, compact values, is measurable in t, and has a support function

(7.0.27) σΓ(t, α, β, p) = sup
v∈Γ(t,α,β)

〈p, v〉

which is continuous in (α, β). Suppose that we have sequences of L2 functions

αk, βk, γk, ek such that αk → α pointwise, βk → β pointwise, ek
L2

−→ 0, and for

almost all t

(7.0.28) γk(t) + ek(t) ∈ Γ(t, αk(t), βk(t)).

1See Theorem 5.1.4
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Suppose also that there is an L1 function mΓ such that for all k, for almost all t

(7.0.29) Γ(t, αk(t), βk(t)) ⊂ mΓ(t)B.

Then if γk
w−→ γ we have γ(t) ∈ Γ(t, α(t), β(t)) for almost all t.

Proof. Let {pn}∞n=1 be a countable dense subset of Rn. In order to show that

γ(t) ∈ Γ(t, α(t), β(t)) for a particular time t it will suffice to show that

(7.0.30) 〈pn, γ(t)〉 ≤ σΓ(t, α(t), β(t), pn)

for any n.

Fix an integer n and let Tn ⊂ [0, T ] denote the collection of times t0 which are

Lebesgue points for both γ(t) and for the function t 7→ σΓ(t, α(t), β(t), pn). Given

t0 ∈ Tn and δ > 0 consider the map pδn(t) defined by

(7.0.31) pδn(t) =

 pn t ∈ [t0, t0 + δ]

0 elsewhere
.

Equation (7.0.28) implies that, for each k,

(7.0.32)

∫ T

0

〈
pδn(t), γk(t) + ek(t)

〉
dt ≤

∫ T

0
σΓ(t, αk(t), βk(t), pδn(t)) dt.

The integrand on the right is dominated by integrable function mF (t) ‖pn‖ and so

by the Lebesgue theorem we obtain in the limit

(7.0.33)

∫ T

0

〈
pδn(t), γ(t)

〉
dt ≤

∫ T

0
σΓ(t, α(t), β(t), pδn(t)) dt.

That is,

(7.0.34)

∫ t0+δ

t0

〈pn, γ(t)〉 dt ≤
∫ t0+δ

t0

σΓ(t, α(t), β(t), pn) dt.
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Dividing by δ > 0 and taking the limit as δ ↓ 0 we find that for any t0 ∈ Tn,

(7.0.35) 〈pn, γ(t0)〉 ≤ σΓ(t0, α(t0), β(t0), pn)

The set T = ∩∞n=1Tn ⊂ [0, T ] has full measure and for any t0 ∈ T the inequality

(7.0.35) holds for any n, completing the proof. �

We also require a necessary condition from the nonsmooth calculus of variations.

Suppose that L : [0, T ]× Rn × Rn satisfies the following hypotheses:

(i) For fixed x, v the map t 7→ L(t, x, v) is measurable;

(ii) For any continuous map x : [0, T ]→ Rn there exists ε > 0 and an L2 function

kL such that for any (t, y1) and (t, y2) in the set

(7.0.36) Ω := {(t, y) : ‖y − x(t)‖ < ε}

there holds

(7.0.37) |L(t, y1, v)− L(t, y2, v)| ≤ kL(t) ‖y1 − y2‖ ;

(iii) L is globally Lipschitz rank kv in v.

Define a functional J : L2 → R by

(7.0.38) J(v) =

∫ T

0
L(t, x(t; v), v(t)) dt.

One can check that J is a locally Lipschitz functional. Its Clarke subgradient will

play a central role in what follows and we provide the following characterization.

Proposition 7.0.7. Suppose that ζ ∈ ∂CJ(v). Then there exists a selection

(ξ(t), η(t)) ∈ ∂CL(t, x(t; v), v(t)) such that

(7.0.39) ζ(t) = η(t) +

∫ T

t
ξ(τ) dτ.
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Finally, we have need of Filippov’s approximation lemma for differential inclu-

sions. This lemma first appeared in [44] and is proved, under slightly more general

hypotheses, in [23]. Suppose that F : [0, T ] × Rn ⇒ Rn is measurable in t and

takes on nonempty, closed values. Suppose also that for any given continuous map

x : [0, T ] → Rn there exists δ > 0 and L2 functions kF and mF such that for all

t, y1, y2 which satisfy ‖x(t)− yi‖ < δ we have

(7.0.40) F (t, y1) ⊂ F (t, y2) + kF (t) ‖y1 − y2‖B

and

(7.0.41) F (t, y1) ⊂ mF (t)B.

Fix a particular map x0 and let δ, kF ,mF be as above.

Lemma 7.0.8 (Filippov). If x : [0, T ]→ Rn is absolutely continuous and satisfies∥∥x0 − x
∥∥
C
< 1

2δ and

(7.0.42)

∫ T

0
d(F (t, x(t)), ẋ(t)) <

1

2
δe−‖kF ‖L1

then there exists an absolutely continuous function y : [0, T ]→ Rn with x0 = y0 and

ẏ(t) ∈ F (t, y(t)) such that

(7.0.43) ‖ẋ(t)− ẏ(t)‖L1 ≤ e‖kF ‖L1

∫ T

0
d(F (t, x(t)), ẋ(t)) dt.

7.1. Necessary Optimality Conditions and Exact Penalization in Rn

We now turn to a study of necessary optimality conditions for a differential

inclusion of the form

(7.1.1) ẋ(t) ∈ F (t, x(t))
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with fixed initial condition x(0) = x0 and terminal constraint x(T ) ∈ S ⊂ Rn. We

will formulate our problems in the space L2 ([0, T ],Rn) and so (7.1.1) becomes the

requirement that

(7.1.2) v(t) ∈ F (t, x(t; v))

for almost all t ∈ [0, T ].

Throughout this section we make the following assumptions on the set-valued

map F : [0, T ]×M → TM .

Assumption 7.1.1. The map F : [0, T ]×Rn ⇒ Rn is measurable in t and takes

on nonempty, convex, compact values. In addition:

(i) F is locally integrable Lipschitz: For a given continuous map x : [0, T ] → Rn

there exists ε > 0 and an L2 function kF such that for almost all t, for any

y1, y2 satisfying ‖x(t)− yi‖ < ε there holds

(7.1.3) F (t, y1) ⊂ F (t, y2) + kF (t) ‖y1 − y2‖B;

(ii) F is integrable bounded: For a given continuous map x : [0, T ] → Rn there

exists ε > 0 and an L2 function mF such that for almost all t, for any y

satisfying ‖x(t)− y‖ < ε, there holds

(7.1.4) F (t, y) ⊂ mF (t)B.

Notice that because of (7.1.4), any absolutely continuous curve satisfying ẋ(t) ∈

F (t, x(t)) will satisfy ẋ(t) ∈ L2 and so we lose nothing by working in this space. We

will make use of a penalty function of the form

(7.1.5) v 7→
∫ T

0
d(F (t, x(t; v)), v(t)) dt.
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The reader may check that the function L(t, x, v) := d(F (t, x), v) satisfies the as-

sumptions needed for Proposition 7.0.7.Following Clarke’s own route, detailed in

[23], we study the perturbed problem

(7.1.6) ẋ(t) ∈ F (t, x(t)) + αB.

A proof of the following can be found in [23], page 127.

Proposition 7.1.2. If (ξ, η) ∈ ∂CKd(F (t, x)+αB, v) and v ∈ F (t, x)+αB then

(−ξ, v) ∈ ∂CH(t, x, η) + αB.

Our approach is analogous to that taken in Chapter Five and again relies on the

Ekeland principle. We therefore turn to the metric spaces we will use in the study

of this problem. These metric spaces are designed for the study of a particular map

v0(t) ∈ L2 and while we will later take v0 to be a local minimizer for a functional for

the moment we consider any fixed v0 ∈ L2 satisfying for almost all t the inclusion

v0(t) ∈ F (t, x0(t)). Here x0 is the trajectory for v0. Let ε∗ be chosen so that (7.1.3)

and (7.1.4) hold for
∥∥y − x0(t)

∥∥ ≤ ε∗ and define

(7.1.7) Xα =
{
v ∈ L2 : v(t) ∈ F (t, x(t; v)) + αB a.a. t and

∥∥v − v0
∥∥
L1 ≤ ε∗

}
.

Note the use of the L1 norm, which has been chosen for compatibility with the

Filippov lemma. Note also that the particular map v0 is not explicit in the notation.

We have chosen to write Xα instead of Xα(v0, ε∗) to keep the notation compact. We

define a metric d on Xα by

(7.1.8) d(v, w) = ‖v − w‖L1

and we define Aα = {v(t) ∈ Xα : x(t; v) ∈ S}.
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Proposition 7.1.3. The space Xα is a complete metric space and Aα is a closed

subset.

Proof. Let vn be a Cauchy sequence in Xα. Then vn is Cauchy in L1-norm

and must converge to an L1 function v with
∥∥v − v0

∥∥
L1 ≤ ε∗. Since F is integrable

bounded, we have ‖vn‖L2 ≤ ‖mF ‖L2 for all n and so we must have v ∈ L2. Passing

to a sequence vk which converges pointwise to v(t), the continuity of F in x implies

that v(t) ∈ F (t, x(t; v)) + αB for almost all t and thus v ∈ Xα. The proof that Aα

is closed is similar. �

We define the distance from v to Aα through the formula

(7.1.9) dAα(v) = inf
w∈Aα

d(v, w).

We next prove this map is lower semicontinuous in α at α = 0.

Proposition 7.1.4. For any v ∈ X there holds

(7.1.10) lim inf
α↓0

dAα(v) ≥ dA0(v).

Proof. Fix v ∈ X and choose a sequence αk ↓ 0 for which

(7.1.11) lim
k→∞

dAαk (v) = lim inf
α↓0

dAα(v).

For each k, choose wk ∈ Aαk such that d(v, wk) < dAαk (v) + 1/k. The sequence wk

is bounded in L2 norm by ‖mF ‖L2 and so we may assume that wk
w−→ w for some

w ∈ L2. Choose p ∈ L∞ with ‖p‖L∞ = 1 for which

(7.1.12) d(v, w) =

∫ T

0
〈p(t), v(t)− w(t)〉 dt
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and note that

(7.1.13) d(v, w) = lim
k→∞

∫ T

0

〈
p(t), v(t)− w(t)k

〉
dt ≤ lim inf

k→∞
d(v, wk).

If we can now establish that w ∈ A0 then we will have

(7.1.14) dA0(v) ≤ d(v, w) ≤ lim inf
k→∞

d(v, wk) = lim inf
α↓0

dAα(v)

and this will complete the proof.

We prove that w ∈ A0. Notice that the trajectories xk corresponding to wk

converge uniformly. Since each xk(T ) ∈ S we have x(T ;w) ∈ S. It remains only to

show that w(t) ∈ F (t, x(t;w)) for almost all t. This is implied by Proposition 7.0.6

and the standing assumptions on F . �

7.1.1. Metric Regularity. In this section we introduce a constraint qualifi-

cation which ensures the metric regularity of this constraint x(T ) ∈ S and, as in

Chapter Five, we prove that failure of our constraint qualification corresponds to a

kind of abnormality. The constraint qualification follows:

Condition C: There exist ε0 ∈ (0, ε∗) and α0,∆0 > 0 such that for any α ∈

(0, α0), for any v ∈ Xα satisfying d(v, v0) < ε0 and dS(x(T ; v)) > 0, and any ζ ∈ L2

with ‖ζ‖L2 ≤ ∆0, there is no absolutely continuous map p : [0, T ] → Rn which

satisfies −p(T ) ∈ ∂LdS(x(T ; v)) and

(7.1.15) (−ṗ(t), v(t)) ∈ ∂CH(t, x(t; v), p(t) + ζ(t)) + αB.

If Condition C holds we obtain a decrease principle analogous to that of Propo-

sition 5.3.9. Set

(7.1.16) CF :=

(
∆0

2T 1/2
+ 1

)
e‖kF ‖L1
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and define for α ≥ 0 a functional Φα : L2 → R through

(7.1.17) Φα(v) = dS(x(T ; v)) + CF

∫ T

0
d(F (t, x(t; v)) + αB, v(t)) dt.

The decrease principle will be given in terms of the sequential weak lower Dini

derivative introduced by Clarke and Ledyaev in [26]:

(7.1.18) DwΦ(v;w) = inf
λn↓0

wn
w−→w

lim
n→∞

Φ(v + λnw
n)− Φ(v)

λn
.

This lower derivative is useful for studying decrease of nonlinear functionals defined

on smooth Banach spaces. It is shown in [26] that if E ⊂ L2 is a closed, bounded,

and convex set and

(7.1.19) DwΦα(v;w) > −∆0

for all w ∈ E, then for any ε > 0 there exists vε with ‖vε − v‖L2 < ε and ζε ∈

∂PΦα(vε), each of which is such that for any w ∈ E there holds

(7.1.20) 〈ζε, w〉L2 > −∆0.

In fact their result is even more general, but what we have written is enough to

establish the following decreasing principle, which must hold whenever Condition C

does:

Proposition 7.1.5. Suppose that Condition C holds at v0. Then for any α ∈

(0, α0) and v ∈ Xα satisfying d(v, v0) < ε0 and x(t; v) 6∈ S there exists w ∈ BL2 such

that

(7.1.21) DwΦα(v;w) ≤ −∆0.
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Proof. If (7.1.21) does not hold then there exists α ∈ (0, α0) and v ∈ Xα such

that

(7.1.22) DwΦα(v;w) > −∆0

for all w ∈ BL2 . Fix this value of α and choose a sequence vk
L2

−→ v along with

proximal subgradients ζk ∈ ∂PΦα(vk) such that for any w ∈ BL2 we have

(7.1.23)
〈
ζk, w

〉
> −∆0.

Note that each ζk has norm bounded by ∆0. Passing to a weakly convergent subse-

quence we find that there exists ζ ∈ ∂LΦα(v) with ‖ζ‖L2 ≤ ∆0. Define functionals

J0, J1 : L2 → R by

(7.1.24)

J0(v) = dS(x(t; v)) J1(v) = CF

∫ T

0
d(F (t, x(t; v)) + αB, v(t)) dt

we must have ζ = ζ0 + ζ1 for some ζi ∈ ∂LJi(v), i = 0, 1. We characterize ζ0, ζ1,

beginning with ζ0.

For ζ0, we wecall (see [28]) that there exists an element −p(T ) ∈ ∂LdS(x(T ; v))

for which ζ0(t) = −p(T ) for almost all t. To characterize ζ1, set

(7.1.25) L(t, x(t; v), v(t)) = CF d(F (t, x(t; v)) + αB, v(t)).

Proposition 7.0.7 implies the existence of a selection

(7.1.26) (ξ(t), η(t)) ∈ ∂CCFd(F (t, x(t; v)) + αB, v(t))

for which

(7.1.27) ζ1(t) = η(t) +

∫ T

t
ξ(τ) dτ.
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By Proposition 7.1.2 we then have

(7.1.28) (−ξ(t), v(t)) ∈ ∂CH(t, x(t; v), η(t)) + αB.

Define

(7.1.29) p(t) = p(T )−
∫ T

t
ξ(τ) dτ

so that ṗ(t) = ξ(t) and note that

(7.1.30) p(t) + ζ(t) = p(T )−
∫ T

t
ξ(τ) dτ + ζ0(T ) + ζ1(t) = η(t)

for almost all t. Hence p satisfies

(7.1.31) (−ṗ(t), v(t)) ∈ ∂CH(t, x(t; v), p(t) + ζ(t)) + αB

for almost all t. This contradicts condition C and so the weak decrease principle

(7.1.21) must hold. �

As in Chapter Five, the weak decrease principle can be used to establish a metric

regularity-type result:

Proposition 7.1.6. If Condition C holds, then there exists ε1 > 0 such that for

any v ∈ X0 with d(v, v0) < ε1 we have

(7.1.32) dA0(v) ≤ 4T 1/2

∆0
dS(x(T ; v)).

Proof. Choose 0 < ε1 <
1
2ε0 small enough that if d(v, v0) < ε1 then

4T 1/2

∆0
dS(x(T ; v)) <

1
2ε0. Suppose that for some v ∈ X0 with d(v, v0) < ε1 there holds

(7.1.33) dA0(v) >
4T 1/2

∆0
dS(x(T ; v)).
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Since lim inf
α↓0

dAα(v) ≥ dA0(v) we can pick some α ∈ (0, α0) such that

(7.1.34) dAα(v) >
4T 1/2

∆0
dS(x(T ; v)).

Now set

(7.1.35) ε = 2dS(x(T ; v)) σ =
4T 1/2

∆0
dS(x(T ; v))

and notice that v is an ε-minimizer over Xα of the functional w 7→ dS(x(T ;w)). By

the Ekeland variational principle, we may therefore pick v ∈ Xα with d(v, v) < σ

which minimizes the functional

(7.1.36) w 7→ dS(x(T ;w)) +
ε

σ
d(w, v)

over Xα. Check that ε/σ = ∆0/(2T
1/2). Notice that

(7.1.37) d(v, v0) ≤ d(v, v) + d(v, v0) < σ + ε1 < ε0.

Further

(7.1.38) d(v, v) < σ =
4T 1/2

∆0
dS(x(T ; v)) < dAα(v).

Therefore v 6∈ Aα and so the requirements for Proposition 7.1.5 are met at v.

Now suppose that w ∈ BL2 is arbitrary. For each λ > 0 let xλ be the trajectory

for v + λw. Note that

(7.1.39)

∫ T

0
d(F (t, xλ(t)) + αB, v(t) + λw(t)) dt ≤ λ

∫ T

0
‖w(t)‖ dt ≤ λT 1/2.

It follows that there exists λ0 independent of w ∈ BL2 such that for each λ ∈ (0, λ0)

we may choose, through Filippov’s approximation lemma, a trajectory yλ ∈ Xα for
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which

(7.1.40)
∥∥∥ẋλ − ẏλ∥∥∥

L1
≤ e‖kF ‖L1

∫ T

0
d(F (t, xλ(t)) + αB, ẋλ(t)) dt.

Recalling that CF =

(
∆0

2T 1/2
+ 1

)
e‖kF ‖L1 , we now have

(7.1.41)

Φα(v + λw) +
∆0

2T 1/2

∥∥∥ẋλ − v∥∥∥
L1

= dS(xλ(T )) + CF

∫ T

0
d(F (t, xλ(t)) + αB, v(t) + λw(t)) dt+

∆0

2T 1/2

∥∥∥ẋλ − v∥∥∥
L1

≥ dS(yλ(T ))−
∥∥∥ẋλ − ẏλ∥∥∥

L1
+ CF

∫ T

0
d(F (t, xλ(t)) + αB, ẋλ(t)) dt

+
∆0

2T 1/2

∥∥∥ẏλ − v∥∥∥
L1
− ∆0

2T 1/2

∥∥∥ẏλ − ẋλ∥∥∥
L1

≥ dS(yλ(T )) +
∆0

2T 1/2
d(ẏλ, v) ≥ dS(x(T ; v)) = Φα(v).

The Cauchy-Schwarz inequality implies that ‖w‖L1 ≤ T 1/2 and so

(7.1.42)
∆0

2T 1/2

∥∥∥ẋλ − v∥∥∥
L1

=
∆0

2T 1/2
λ ‖w‖L1 ≤

∆0

2
λ.

Therefore, for any w ∈ BL2 and 0 < λ < λ0 we have

(7.1.43)
Φα(v + λw)− Φα(v)

λ
≥ −∆0

2
.

But this implies that DwΦα(v;w) ≥ −∆0/2 for all w ∈ BL2 , contradicting Proposi-

tion 7.1.5. Thus (7.1.32) must hold. �

7.1.2. Optimality Conditions. In this section we apply Propositions 7.1.11

and 7.1.6 to establish necessary optimality conditions for the constrained Mayer

problem described above. Consider the functional

(7.1.44) v 7→ `(x(T ; v)).
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Let v0 ∈ X0 provide a local minimum for the functional (7.1.44) subject to the

constraint x(T ; v) ∈ S.

Proposition 7.1.7. If Condition C holds at v0 then v0 is a local minimum in

X0 for the functional

(7.1.45) w 7→ `(x(T ;w)) +KdS(x(T ;w)),

for K = k`
4T 1/2

∆0
, where k` is the local Lipschitz rank for `.

Proof. By Proposition 7.1.6 there exists ε1 > 0 such that for any v ∈ X0 with

d(v, v0) < ε1 there holds

(7.1.46) dA0(v) ≤ 4T 1/2

∆0
dS(x(T ; v)).

Suppose that d(v, v0) < ε1. Given any σ > 0 choose w ∈ A0 such that d(v, w) <

dA0(v) + σ. Consider

(7.1.47) `(x(T ; v)) ≥ `(x(T ;w))− k` ‖x(T ;w)− x(T ; v)‖Rn ≥ `(x
0(T ))− k`d(v, w)

because v0 is optimal in A0. Thus we have

(7.1.48) `(x(T ; v)) ≥ `(x0(T ))− k`dA0(v)− k`σ

and so

(7.1.49) `(x(T ; v)) + k`
4T 1/2

∆0
dS(x(t; v)) ≥ `(x0(T ))− k`σ.

Letting σ ↓ 0 completes the proof. �

Using Filippov’s approximation lemma, we may apply a standard technique to

remove the dynamic constraint and so reduce our problem to one of nonsmooth

calculus of variations.
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Proposition 7.1.8. Suppose v0 is locally optimal for the functional (7.1.44)

and that Condition C holds. Then v0 is a local (in L1 norm) minimizer for the

functional

(7.1.50) w 7→ `(x(T ;w)) +K1dS(x(T ;w)) +K2

∫ T

0
d(F (t, x(t;w)), w(t)) dt,

for K1, K2 sufficiently large. Since the L2 norm dominates the L1 norm, v0 is also

a local minimizer in L2 norm.

Proof. We have already seen that there exists ε1 > 0 such that v0 is optimal

among v ∈ X satisfying d(v, v0) < ε1 for the functional

(7.1.51) w 7→ `(x(T ;w)) +KdS(x(T ;w)),

provided that K is sufficiently large. Let ε2 > 0 be defined by

(7.1.52) ε2 = min

{
ε1

2
,

ε1

2e‖kF ‖L1 (‖kF ‖L1 + 1)

}

and suppose that w ∈ L2 satisfies

(7.1.53)
∥∥v0 − w

∥∥
L1 < ε2.

By Filippov’s approximation lemma we may choose u ∈ X0 with

(7.1.54) ‖u− w‖L1 ≤ e‖kF ‖L1

∫ T

0
d(F (t, x(t;w)), w(t)) dt.
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We also have the bounds

(7.1.55)∫ T

0
d(F (t, x(t;w)), w(t)) dt

≤
∫ T

0
d(F (t, x0(t)), v0(t)) + kF (t)

∥∥x0(t)− x(t;w)
∥∥+

∥∥v0(t)− w(t)
∥∥ dt

≤ (‖kF ‖L1 + 1)
∥∥v0 − w

∥∥
L1 .

As a consequence,

(7.1.56)

d(u, v0) ≤ d(v0, w) + d(w, u)

≤ ε1

2
+ e‖kF ‖L1

(
(‖kF ‖L1 + 1)

∥∥v0 − w
∥∥
L1

)
d(v0, w)

< ε1.

The local optimality of v0 then provides us with

(7.1.57)

`(x(T ;w)) +KdS(x(T ;w)) + (K + k`)e
‖kF ‖L1

∫ T

0
d(F (t, x(t;w)), w(t)) dt

≥ `(x(T ;u)) +KdS(x(T ;u))− (K + k`) ‖u− w‖L1

+ (K + k`)e
‖kF ‖L1

∫ T

0
d(F (t, x(t;w)), w(t)) dt

≥ `(x0(T )).

Therefore v0 is optimal for the unconstrained problem among all w ∈ L2 with∥∥w − v0
∥∥
L1 < ε1. �

We have shown that Condition C implies that all constraints may be lifted from

the problem through a process of exact penalization and we are now in a position

to prove the following theorem originally due to Clarke [23, 31]:
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Theorem 7.1.9. Suppose that v0 is a local minimizer for the problem of mini-

mizing `(x(T ; v)) subject to v(t) ∈ F (t, x(t; v)) and x(T ; v) ∈ S. We assume that `

is locally Lipschitz and that F satisfies Assumption 7.1.1.

There exists λ0 ∈ {0, 1} and absolutely continuous map p : [0, T ]→ Rn for which

−p(T ) ∈ λ0∂L`(x
0(T )) +NL

S (x0(T )) and which satisfies

(7.1.58) (−ṗ(t), v(t)) ∈ ∂CH(t, x0(t), p(t)).

Equivalently,

(7.1.59) (−ṗ(t), ẋ0(t)) ∈ ∂CH(t, x0(t), p(t)).

Moreover we have ‖p(T )‖+ λ0 6= 0.

Following a path analogous to that in Chapter Five we prove this theorem in

two steps, corresponding to the success or failure of Condition C.

Proposition 7.1.10. Suppose that Condition C holds. Then we obtain Theorem

7.1.9 with λ0 = 1.

Proof. Let

(7.1.60)

J(α,w) = `(x(T ;w)) +K1dS(x(T ;w)) +K2

∫ T

0
d(F (t, x(t;w)) + αB, w(t)) dt,

with K1,K2 defined as in Proposition 7.1.8.

Proposition 7.1.8 provides us with ε > 0 such that v0 is optimal, among v ∈ L2

with
∥∥v − v0

∥∥
L2 < ε, for the functional v 7→ J(0, v).

Let E := v0 + εB and let χE be the function which is zero on E and +∞

elsewhere. Let C = TK2. Note that for α > 0 and w ∈ E we have

(7.1.61) J(α,w) ≥ J(0, w)− Cα ≥ J(0, v0)− Cα = J(α, v0)− Cα.
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Therefore, if α > 0, then

(7.1.62) 2Cα+ inf
w∈L2

{J(α,w) + χE(w)} > J(α, v0).

By Ekeland’s principle we may choose vα ∈ L2 with

(7.1.63)
∥∥v0 − vα

∥∥
L2 <

√
α

which minimizes the functional

(7.1.64) w 7→ J(α,w) + χE(w) + 2C
√
α ‖w − vα‖L2

over L2.

Take a sequence αk ↓ 0 and choose such vα for each k, labelling it vk. By (7.1.63)

we see that when k is sufficiently large vk will lie in the interior of E and (7.1.64)

then implies that we will have

(7.1.65) 0 ∈ ∂LJ(αk, v
k)− ek,

where ek is an element of L2 with norm bounded by 2C
√
αk.

Define the following functionals:

J`(v) = `(x(T ; v))(7.1.66)

Jd(v) = K1dS(x(T ; v))(7.1.67)

JF (α, v) = K2

∫ T

0
d(F (t, x(t; v)) + αB, v(t)) dt.(7.1.68)

For each k we can find ζk` ∈ ∂LJ`(vk), ζkd ∈ ∂LJd(vk), and ζF ∈ ∂LJF (αk, v
k) such

that

(7.1.69) ζk` + ζkd + ζkF = ek.
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Let xk be the arc for vk. There are constants θk` ∈ ∂L`(xk(T )) and θkd ∈ ∂LK1dS(xk(T ))

such that ζk` (t) = θk` and ζkd (t) = θkd for almost all t. Since these sequences are

bounded, we may pass to a subsequence for which θk` → θ` ∈ ∂L`(x
0(T )) and

θkd → θd ∈ ∂LK1dS(x0(T )) ⊂ NL
S (x0(T )). It follows from (7.1.69) that the sequence

ζkF converges in L2 norm to the constant function −θ` − θd.

For each k there exist selections (ξk(t), ηk(t)) ∈ ∂CK2d(F (t, xk(t)) + αB, vk(t))

for which

(7.1.70) ζkF (t) = ηk(t) +

∫ T

t
ξk(τ) dτ.

Since αk > 0 and vk ∈ Xαk Proposition 7.1.2 implies that

(7.1.71)
(
−ξk(t), vk(t)

)
∈ ∂CH(t, xk(t), ηk(t)) + αkB.

Setting

(7.1.72) pk(t) = −θk` − θkd −
∫ T

t
ξk(τ) dτ,

we find that

(7.1.73) pk(t) + ek(t) = −
∫ T

t
ξk(τ) dτ + ζkF (t) = ηk(t).

Thus

(7.1.74)
(
−ṗk(t), vk(t)

)
∈ ∂CH(t, xk(t), pk(t) + ek(t)) + αkB.

As in the proof of Proposition 7.1.11 we may pass to a subsequence for which ṗk
w−→ r

and apply Proposition 7.0.6 to show that

(7.1.75)
(
−r(t), v0(t)

)
∈ ∂CH(t, x0(t), p(t)),
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where

(7.1.76) p(t) = −θd − θ` −
∫ T

t
r(τ) dτ.

Hence p(t) satisfies the differential inclusion (7.1.59). Since p(T ) = −θ` − θd we see

that

(7.1.77) −p(T ) ∈ ∂L`(x0(T )) +NL
S (x0(T )),

completing the proof. �

Now consider the case in which Condition C fails.

Proposition 7.1.11. Suppose that Condition C fails at v0 and let x0 be the

trajectory for v0. There exists an arc p which satisfies −p(T ) ∈ ∂LdS(x0(T )),

‖p(T )‖ = 1, and for almost all t

(7.1.78)
(
−ṗ(t), v0(t)

)
∈ ∂CH(t, x0(t), p(t)).

Proof. If Condition C fails then we can choose sequences εk ↓ 0, αk ↓ 0, and

∆k ↓ 0 such that, for each k, there exists vk ∈ Xαk with d(vk, v0) < εk and ζk ∈ L2

with
∥∥ζk∥∥

L2 < ∆k such that the arcs xk for vk satisfy xk(T ) 6∈ S and such that

there exist arcs pk which satisfy −pk(T ) ∈ ∂LdS(xk(T )) and

(7.1.79)
(
−ṗk(t), vk(t)

)
∈ ∂CH(t, xk(t), pk(t) + ζk(t)) + αkB

for almost all t ∈ [0, T ]. Since xk(T ) 6∈ S and −p(T )k ∈ ∂LdS(xk(T )) we have∥∥p(T )k
∥∥
Rn = 1.

We claim that the maps ṗk can be uniformly bounded in L2-norm. To see this,

first recall [28] that (7.1.79) implies the inequality

(7.1.80)
∥∥∥ṗ(t)k∥∥∥

Rn
≤ kF (t) ‖p(t)‖Rn + αk.
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As a consequence,

(7.1.81)

∥∥∥pk(T − t)∥∥∥
Rn

=

∥∥∥∥pk(T ) +

∫ t

0
ṗk(T − τ) dτ

∥∥∥∥
Rn

≤ 1 +

∫ t

0
kF (T − τ)

∥∥∥pk(T − τ)
∥∥∥
Rn

+ αk dτ.

By Gronwall’s lemma we obtain the bound

(7.1.82) max
t∈[0,T ]

∥∥∥pk(t)∥∥∥
Rn
≤ (1 + αkT )e‖kF ‖L1 .

Inequality (7.1.80) now implies that ṗk is uniformly bounded in L2-norm.

We may therefore pass to a subsequence such that pk
w−→ r for some r ∈ L2.

Since ζk
L2

−→ 0 we may also assume that ζk → 0 pointwise and because the pk(T )

are all norm one, we can assume that pk(T )→ p(T ) for some p(T ) with norm one.

Note that p(T ) satisfies −p(T ) ∈ ∂LdS(x0(T )).

Setting

(7.1.83) p(t) = p(T )−
∫ T

t
r(τ) dτ

and applying Proposition 7.0.6 we find that for almost all t there holds

(7.1.84) (−ṗ(t), v(t)) ∈ ∂CH(t, x0(t), p(t)),

which completes the proof. �

Together Propositions 7.1.10 and 7.1.11 imply 7.1.9. We also have the following:

Theorem 7.1.12. Suppose there is no map p : [0, T ]→ Rn which satisfies

(7.1.85) (−ṗ(t), v(t)) ∈ ∂CH(t, x0(t), p(t)),
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−p(T ) ∈ NL
S (x0(T )) and p(T ) 6= 0. Then for K > 0 sufficiently large the map x0

provides a local minimum for the functional

(7.1.86) v 7→ `(x(T ; v)) +KdS(x(T ; v)).

Proof. If Condition C fails then such a map exists. Thus if there are no such

maps then Condition C must hold and the result is implied by Proposition 7.1.8. �

7.2. Necessary Optimality Conditions and Exact Penalization on

General Manifolds

In this section we use the method of Lagrangian charts to establish a version of

Theorem 7.1.9 which is valid for problems posed on smooth manifolds. We begin

by introducing the standing assumptions on F .

Assumption 7.2.1. The map F : [0, T ] ×M ⇒ TM is measurable in time for

each fixed q and for any (t, q) the set F (t, q) ⊂ TqM is nonempty, closed, and convex.

In addition, for each q ∈M there exists a coordinate chart (O, ϕ) and L2 functions

mϕ and kϕ for which

(7.2.1) ϕ∗(q1)F (t, q1) ⊂ ϕ∗(q2)F (t, q2) + kϕ(t) ‖ϕ(q1)− ϕ(q2)‖Rn B

and

(7.2.2) ϕ∗(q1)F (t, q1) ⊂ mϕ(t)B

for almost all t, for all q1, q2 ∈ O.

Suppose that q0 : [0, T ] → M is optimal for the problem of minimizing `(q(T ))

subject to q(T ) ∈ S and

(7.2.3) q̇(t) ∈ F (t, q(t)),
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where ` is locally Lipschitz and F satisfies 7.2.1. By Proposition 3.2.8 we may let Vt

be a C∞-smooth vector field, compactly supported and measurable in time, which

extends q̇0 in the sense that

(7.2.4) Vt(q
0(t)) = q̇0(t).

Let Ps,t be the flow of Vt. Choose a coordinate neighborhood (ϕ,O) for which q0 ∈ O

and let ψt : P0,t(O)→ ϕ(O) be the associated Lagrangian coordinates ψt := ϕ◦Pt,0.

Define set-valued map ψt ∗F : ϕ(O)→ Rn through

(7.2.5) (ψt ∗F )(t, x) = ψt ∗(ψ
−1
t (x))F (t, ψ−1

t (x))

and let G : [0, T ]× ϕ(O) ⇒ Rn be the map

(7.2.6) G(t, x) = (ψt ∗F )(t, x)− (ψt ∗Vt)(x).

Suppose that q : [0, T ]→ M is an absolutely continuous map which satisfies q(t) ∈

P0,t(O) for all t. Setting

(7.2.7) x(t) := ψt(q(t))

one may check that we have q̇(t) ∈ F (t, q(t)) for almost all t if and only if ẋ(t) ∈

G(t, x(t)) for almost all t. Indeed this follows from the formula

(7.2.8)
d

ds
Ps,t(q) = −Ps,t ∗(q)Vs(q),

established in Proposition 3.1.1.

The map G is behind our reduction to the Rn case.

Proposition 7.2.2. The map G satisfies Assumption 7.1.1 in a neighborhood

of x0(t) := ψt(q
0(t)) ≡ ϕ(q0).
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Proof. Certainly G is measurable for fixed t and takes on nonempty, compact,

convex values. Partition [0, T ] into intervals 0 = t0 < t1 < · · · < tn = T which

are small enough that for each k, q0 takes [ti, ti+1] into a single coordinate chart

Oi on which (7.2.1) and (7.2.2) hold. Assume without loss of generality that Oi is

compact and that ϕi is defined on a neighborhood of Oi. Recalling that (O, ϕ) is

the coordinate chart used to define the Lagrangian coordinates and that ψ−1
t (x) =

P0,t◦ϕ−1(x), continuous dependence on initial conditions implies that we may choose

ε > 0 such that for all x ∈ ϕ(O) which satisfy ‖x− ϕ(q0)‖ < ε we have ψ−1
t (x) ∈ Oi

for all t ∈ [ti, ti+1].

Let t ∈ [ti, ti+1] and choose points y1, y2 ∈ ϕ(O) such that ‖yi − ϕ(q0)‖ < ε for

i = 1, 2. Set qi = ψ−1
t (yi). Let us first prove that (7.1.4) holds for some function

depending on i. We have

(7.2.9)

G(t, y1) = (ψt ∗F )(t, y1) = ψt ∗(ψ
−1
t (y1))F (t, ψ−1

t (y1))

= ψt ∗(q1)F (t, q1) =
(
ψt ◦ ϕ−1

i

)′
(ϕi(q1))ϕi ∗(q1)F (t, q1) ⊂ Aimi(t)B

where Ai is a bound on the derivative
(
ψt ◦ ϕ−1

i

)′
for x ∈ ϕi(Oi) and t ∈ [ti, ti+1].

This proves that G is locally integrable bounded, which is (7.1.4).

To prove G is locally integrable Lipschitz, which is (7.1.3), consider

(7.2.10)
G(t, y1) = ψt ∗(q1)F (t, q1)− ψt ∗(q1)Vt(q1)

=
(
ψt ◦ ϕ−1

i

)′
(ϕi(q1))ϕi ∗(q1)F (t, q1)− ψt ∗(q1)Vt(q1).

Choose constants Bi and Ci such that

‖ϕi(q1)− ϕi(q2)‖ ≤ Bi ‖y1 − y2‖(7.2.11)
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and ∥∥∥(ψt ◦ ϕ−1
i

)′
(ϕi(q1))−

(
ψt ◦ ϕ−1

i

)′
(ϕi(q2))

∥∥∥ ≤ Ci ‖y1 − y2‖ .(7.2.12)

Such constants exist because ψt◦ϕ−1
i = ϕ◦Pt,0◦ϕ−1

i is the local coordinate expression

for the flow of a C∞-smooth vector field.

By (7.2.1) we have

(7.2.13) ϕi ∗(q1)F (t, q1) ⊂ ϕi ∗(q2)F (t, q2) + kϕi(t) ‖ϕi(q1)− ϕi(q2)‖B

and so

(7.2.14)(
ψt ◦ ϕ−1

i

)′
(ϕi(q1))ϕi ∗(q1)F (t, q1) ⊂

(
ψt ◦ ϕ−1

i

)′
(ϕi(q1))ϕi ∗(q2)F (t, q2)

+ kϕi(t) ‖ϕi(q1)− ϕi(q2)‖
(
ψt ◦ ϕ−1

i

)′
(ϕi(q1))B

⊂
(
ψt ◦ ϕ−1

i

)′
(ϕi(q2))ϕi ∗(q2)F (t, q2) + Cimϕi(t) ‖y1 − y2‖B +BiAikϕi(t) ‖y1 − y2‖B.

Finally, choose a function CV,i(t) for which

(7.2.15)

‖(ϕi ∗Vt) (ϕi(q1))− (ϕi ∗Vt) (ϕi(q2))‖ ≤ CV,i(t) ‖ϕi(q1)− ϕi(q2)‖ ≤ BiCV,i(t) ‖y1 − y2‖ .

Putting things together we have

(7.2.16) G(t, y1) ⊂ G(t, y2) + (Cimϕi(t) +BiAikϕi(t) +BiCV,i(t)) ‖y1 − y2‖B.

�

Thus we may reduce a problem on M to a problem on Rn defined in terms of

the set-valued map G.

7.2.1. Hamiltonian Lift of the Clarke Subgradient. Before transferring

Theorem 7.1.9 to manifolds we must first interpret it geometrically and reformulate
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it as a result in T ∗Rn. For a smooth manifold, HF is defined as a map from T ∗M

into R, defined for ζ ∈ T ∗qM through

(7.2.17) HF (t, ζ) = max
v∈F (t,q)

〈ζ, v〉 .

For a fixed t, this map is locally Lipschitz and so is differentiable on a dense subset

Dt ⊂ T ∗M . As in [66] one may define

(7.2.18) ∂CHF (t, ζ) = co

{
lim
i→∞

dHF (t, ζi) : ζi ∈ Dt, ζi → ζ

}
⊂ T ∗ζ T ∗M.

Recall that there is a map JM : TT ∗M → T ∗T ∗M defined through

(7.2.19) σM (v, w) = 〈JMv, w〉 ,

where σM is the natural symplectic structure on T ∗M . Following [82] we make the

following definition:

Definition 7.2.3. The Hamiltonian Lift of a locally Lipschitz map H : [0, T ]×

T ∗M → R is the set
−→
H (t, p) ⊂ TpT ∗M defined through

(7.2.20)
−→
H (t, ζ) = J−1

M ∂CH(t, ζ).

Since J−1
Rn (a, b) = (−b, a) we have shown in Theorem 7.1.9 that if x0 is an

optimal curve for a differential inclusion in Rn then there is an arc p so that (x0, p),

interpreted as an arc in T ∗Rn ∼= Rn × Rn, satisfies

(7.2.21) (ẋ0(t), ṗ(t)) ∈
−→
H (t, x(t), p(t)).

Now let Ψt : T ∗M → T ∗Rn be the map defined, for ζ ∈ T ∗qM , by

(7.2.22) Ψt(ζ) =
(
ψt(q), ψ

−1 ∗
t ζ

)
,

as studied in Chapter 3.
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Define maps HF , HV : [0, T ]× T ∗M → Rn through

(7.2.23) HF (t, ζ) = max
v∈F (t,q)

〈ζ, v〉 HV (t, ζ) = 〈ζ, Vt(q)〉

and HG : [0, T ]× Rn × Rn → R by

(7.2.24) HG(t, x, p) = max
v∈G(t,x)

〈p, v〉 .

Our next proposition, stated informally, says that the coordinates induced on

T ∗M by (7.2.22) take arcs for
−→
HG to those for

−→
HF . Thus our necessary conditions

in Rn, which are written in terms of the map G, will translate through (7.2.22) to

necessary conditions on M in terms of the map F .

Proposition 7.2.4. Suppose (x(t), p(t)) ∈
−→
HG(t, x(t), p(t)). Then the curve

ζ : [0, T ]→ T ∗M defined through ζ(t) = Ψ−1
t (x(t), p(t)) satisfies

(7.2.25) ω̇(t) ∈
−→
HF (t, ζ(t)).

Proof. Consider

(7.2.26)
d

dt
ζ(t) =

d

dt
Ψ−1
t (x(t), p(t)) =

d

dε

∣∣∣∣
ε=0

Ψ−1
t+ε(x(t), p(t)) +

d

dε

∣∣∣∣
ε=0

Ψ−1
t (x(t+ ε), p(t+ ε)).

We evaluate each of the derivatives on the right. First, if Qs,t denotes the flow on

T ∗M of
−→
HV then we have

(7.2.27)
d

dε

∣∣∣∣
ε=0

Ψ−1
t+ε(x(t), p(t)) =

d

dε

∣∣∣∣
ε=0

Q0,t+ε ◦ θ−1(x(t), p(t)) =
−→
HV (t, ζ(t)).

For the second,

(7.2.28)
d

dε

∣∣∣∣
ε=0

Ψ−1
t (x(t+ ε), p(t+ ε)) = (Ψ−1

t )∗(ẋ(t), ṗ(t)) ∈ (Ψ−1
t )∗
−→
HG(t, x(t), p(t)).
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Now consider

(7.2.29)

HG(t, x, p) = max
v∈F (t,ψ−1

t (x))
〈p, ψt ∗v〉 − 〈p, (ψt ∗Vt)(x)〉

= HF (t,Ψ−1
t (x, p))−HV (t,Ψ−1

t (x, p))

= (HF −HV ) ◦Ψ−1
t (x, p).

Since Vt is differentiable, we see that HG is differentiable if and only if HF is. At

any point of differentiability we have

(7.2.30) dHG = d
(
(HF −HV ) ◦Ψ−1

t

)
= Ψ−1 ∗

t dHF −Ψ−1 ∗
t dHV .

Hence

(7.2.31)
−→
HG = J−1

Rn Ψ−1 ∗
t dHF − J−1

Rn Ψ−1 ∗
t dHV

By Proposition 3.4.6 we can write this as

(7.2.32)
−→
HG = Ψt ∗ ◦ J−1

M dHF −Ψt ∗ ◦ J−1
M dHV

or

(7.2.33) (Ψ−1
t )∗
−→
HG =

−→
HF −

−→
HV .

Thus we have, by (7.2.28),

(7.2.34)
d

dε

∣∣∣∣
ε=0

Ψ−1
t (x(t+ ε), p(t+ ε)) ∈

−→
HF (t,Ψ−1

t (x(t), p(t)))−
−→
HV (t,Ψ−1

t (x(t), p(t))).

Finally, adding (7.2.34) and (7.2.27), we find

(7.2.35) ζ̇(t) ∈
−→
HV (t, ζ(t)) +

−→
HF (t, ζ(t))−

−→
HV (t, ζ(t)) =

−→
HF (t, ζ(t)),

which completes the proof. �
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We turn to the necessary optimality conditions for the Mayer problem in ques-

tion:

Theorem 7.2.5. Suppose that q0
t : [0, T ] → M provides a local minimum for

`(q(T )) subject to q(T ) ∈ S and q̇(t) ∈ F (t, q(t)), where ` is locally Lipschitz, S is

closed, and F satisfies Assumption 7.2.1. Then there is a λ0 ∈ {0, 1} and an arc

ζ : [0, T ]→ T ∗M which satisfies −ζ(T ) ∈ λ0∂L`(q
0(T )) +NL

S (q0(T )) as well as

(7.2.36) ζ̇(t) ∈
−→
H (t, ζ(t)).

Proof. We first reduce our problem to one in Rn through a Lagrangian chart.

Let (O, ϕ) be a coordinate chart with q0 ∈ O. The map x0(t) := ψt(q
0(t)) provides a

local minimum for the cost ˜̀ := `◦ψ−1
T subject to ẋ(t) ∈ G(t, x(t)) and x(T ) ∈ S̃ :=

ψT (S). By Theorem 7.1.9 there must exist λ0 ∈ {0, 1} and an arc p : [0, T ] → Rn

for which −p(T ) ∈ λ0∂L ˜̀(x0(T )) +NL
S̃

(x0(T )) for which

(7.2.37) (−ṗ(t), ẋ0(t)) ∈ ∂CHG(t, x(t), p(t)),

where

(7.2.38) HG(t, x, p) = max
v∈G(t,x)

〈p, v〉 .

Consider the map (x(t), p(t)) as a map into T ∗Rn ∼= Rn × Rn in order to see that

(7.2.39)
(
ẋ0(t), ṗ(t)

)
∈ J−1

Rn ∂CHG(t, x0(t), p(t)) =
−→
H (t, x0(t), p(t)).

Define a map ζ : [0, T ]→ T ∗M through

(7.2.40) ζ = Ψ−1
t (x0(t), p(t)).
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Notice that, since ζ(T ) = ψ∗T p(T ), we have

(7.2.41) −ζ(T ) ∈ ψ∗T
(
λ0∂L ˜̀(x0(T )) +NL

S̃
(x0(T ))

)
.

Because the subdifferential is invariant under C1-diffeomorphism [66] we have

(7.2.42) ψ∗T∂L
(
` ◦ ψ−1

T

)
(ψT (q)) = ∂L`(q).

Similarly we obtain

(7.2.43) ψ∗TN
L
S̃

(x0(T )) = NL
S (q0(T )).

Thus ω satisfies the condition −ζ(T ) ∈ λ0∂L`(q
0(T ))+NL

S (q0(T )) and there remains

only to show that ζ satisfies the Hamiltonian inclusion. This has been done in

Proposition 7.2.4 and so the proof is complete. �

We conclude with a proof of Theorem 7.0.5.

Proof. If there are no solutions to (7.0.24) satisfying −ζ(T ) ∈ NL
S (q(T )) with

ζ(T ) 6= 0 then there are no solutions to

(7.2.44) (ẋ(t), ṗ(t)) ∈
−→
HG(t, x(t), p(t))

satisfying −p(T ) ∈ NL
ψT (S)(x(T )) and p(T ) 6= 0, for then

(7.2.45) ζ(t) := Ψ−1
t (x(t), p(t))

will be a solution to ζ̇ ∈
−→
HF (t, ζ) with −ζ(T ) ∈ NL

S (q(T )) and ζ(T ) 6= 0, where

q(t) := π(ζ(t)).

By Proposition 7.1.11, Condition C must be satisfied for the problem in Rn

corresponding to cost ` ◦ψ−1
T , terminal constraint set ψT (S), and set-valued map G

given by (7.2.6). As a consequence, Proposition 7.1.7 implies that x0(t) := ψt(q
0(t))
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is an unconstrained local minimizer for the cost

(7.2.46) ` ◦ ψ−1
T (x) +KdψT (S)(x),

K sufficiently large. Consequently q0 is an unconstrained local minimizer for the

cost

(7.2.47) `(q) +Kd(q),

where d is the locally defined penalty function dψT (S) ◦ ψT . By Proposition 5.5.6,

we may replace d with the penalty function dθ(S) ◦ θ (possibly with a corresponding

increase in K). �
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[7] M. Barbero-Liñán and M. C. Muñoz-Lecanda. Geometric approach to Pontryagins maximum

principle. Acta applicandae mathematicae, 108(2):429–485, 2009.

[8] G. K. Batchelor. An introduction to fluid dynamics. Cambridge University Press, 2000.

[9] A. Bennett. Lagrangian fluid dynamics. Cambridge University Press, 2006.

[10] L. D. Berkovitz. Optimal control theory. Springer-Verlag, New York, NY, 1974.

[11] J.-M. Bismut. Large Deviations and the Malliavin Calculus. Birkhäuser, Boston, MA, 1984.
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