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ISSUES OF FACTORIAL INVARIANCE INHERENT IN CONCEPTUAL CHANGE:
TEACHERS' EVOLVING PERCEPTIONS
OF CLASSROOM PRACTICE
Cynthia C. Phillips, Ph.D.

Westemn Michigan University, 2000

This study explored the extent to which confirmatory factor analysis (CFA) can be
used to address the measurement challenges faced by evaluators engaged in the
assessment of change; in particular, the interpretation of self-report survey data collected
under quasi-experimental conditions. The psychometric principles behind the instruments
used to measure change are built on the assumptions that the constructs of interest remain
stable and that error and score magnitude alone may vary. This study examined the
complications that arise, with respect to the valid use of change scores, when the constructs
of interest reflect conceptual change.

CFA techniques are available enabling structural comparison of the equivalence, or
invariance, among factors across groups, situations, and/or time applicable to situations
where issues of construct coherence and stability threaten the valid use of survey data. In
that factor structure reflects the "mental model” expressed by a group of respondents for a
given construct, these techniques more importantly can be utilized to provide as yet untapped
evidence of conceptual change, widely theorized to precede behavioral outcomes. This
investigation of factorial invariance served as the means to examine the extent to which
systemic reform-minded professional development was associated with the structural
evolution of teachers’ perceptions with respect to the multi-dimensional nature of classroom
practice (traditional, investigative culture, investigative practice factors).

The findings from this study provide evidence that teachers who have participated in

reform-minded professional development envision their teaching practice in different ways
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than teachers that have not yet been reached. Although treatment exposure was not
associated with extensive alterations in the measurement structure for any of the three
teaching practice factors, these data do provide evidence of conceptual change in the
relationships among factors in that higher levels of treatment exposure were found to be
associated with reform factors both more distinct from each other and from the traditional
practice factor. In addition, interpretaticn of these results presents clear implications and
suggestions for improved evaluation practice and a deeper understanding of the challenge of

change.
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CHAPTER 1

INTRODUCTION

This dissertation describes an application of confirmatory factor analysis (CFA) that
delves into the measurement issues conceptual change presents for the interpretation of self-
report survey data. The psychometric principles behind the instruments used to measure
change are built on the assumptions that the constructs of interest remain stable and that
error and score magnitude alone may vary. This study examined the measurement
complications that arise, with respect to the valid use of change scores, when the constructs
of interest are theorized to evolve in response to conceptual change.

Although rarely used in the field of evaluation, CFA techniques are available that
enable comparison of the relative coherence and equivalence among factors and their
structural relationships across groups, situations, and/or time. In that factor structure reflects
the "mental model" expressed by a group of respondents for a given construct, exploration of
factorial invariance using CFA methodology presents a plausible approach to the capture and
interpretation of conceptual change. Indication of conceptual change, widely theorized to
precede behavioral outcomes, provides as yet untapped evidence for evaluators to consider
when assessing the efficacy of change initiatives, such as systemic educational reform
(Argyris & Schén, 1974; Evans, 1996; Halford, 1995; Taylor, 1990). Alternatively, under those
conditions where the radical reconstitution of constructs does occur, the valid use of change
scores becomes compromised. Specifically, this study draws on the CFA methods
established to investigate factorial invariance as the means to examine the extent to which
systemic reform-minded professional development is associated with the structural evolution

of teachers’ perceptions with respect to the multi-dimensionai nature of classroom practice.
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This dissertation contains five chapters. Given the nature of the investigation, the
contents and scope of the first two chapters of this dissertation depart somewhat from the
expected format. The present chapter provides an overview to the research conducted and
lays out the case for the problem to be addressed. It consists of (a) a statement of the
problem of change and its bearing on the practice of evaluation and (b) a brief explanation of
the rationale and relevance behind this method-focused research. The second chapter
consists of a literature review that provides background on the topic of factorial invariance and
its application to the study of change—and as such lays out a proposed way to address the
problem. The third chapter describes the CFA methodology employed in the execution of the
research. The fourth chapter puts forth the results and the fifth chapter presents the
discussion and conclusions drawn. The assumption is made throughout that the reader
grasps the mathematics and mechanics behind CFA—those readers less familiar with basic
concepts are referred to the excellent structural equation modeling texts currently available

(Byme, 1998; Kelloway, 1998; Maruyama, 1998).

Statement of the Problem

Measurement Challenges Associated With the Analysis of Change

Surveys are among the most important data collection tools available in evaluation for
the assessment of change. In particular, self-report surveys are widely used by evaluators to
assess the prevalence of attitudes, beliefs, and behavior; to track long-term change; as well
as to identify and examine differences between treatment and control or comparison groups
(Braverman, 1996; Weisberg, Krosnick, & Bowen, 1996). However, the practical reality of
survey implementation in the field frequently presents evaluators with challenges related to
fundamental measurement principles that threaten the valid use of seif-report survey data.

The structure, clarity, and stability of the mental picture or “nomological net” respondents use
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to describe a given construct is of foremost concern (Cronbach & Meehl, 1955). Treatment
influence, research design, and analysis constraints, common to most longitudinal evaluation
studies, threaten construct validity and thus the credible application of survey methodology, in
particular, to the study and analysis of change (Cook & Campbell, 1979; Murnane, Singer, &
Willett, 1988; Porras & Berg, 1978). Each of these constraints is discussed further below.

Three decades ago, Cronbach and Furby (1970) concluded that the measurement of
change was a compound and challenging venture. Subsequent research pointed out that
self-report survey data makes the measurement of change more complex and probiematic
than originally thought (Golembiewski, Billingsley, & Yeager, 1976; Howard & Dailey, 1879).
Under some conditions, for example Cronbach and Furby’s (1970) recommendation that
comparison of post-intervention scores be used to assess change when possible is often
inappropriate with self-report data (Howard, Schmeck, & Bray, 1979). The use of self-report
survey data presents the prospect that an intervention or treatment may change the
composition of, or relationship among, concepts that respondents use to describe behavior
(Lindell & Drexler, 1979). This potential to produce alteration in the "mental modei” held by
respondents for the construct being assessed is a distinct possibility when the treatment
affects abilities or knowledge structures (Aiken & West, 1990; Senge, 1990). Yet the
evaluator is frequently in the pasition of having to measure and report on change, be it change
measured as conceptual or mean differences in the construct of interest, under conditions
such as these—or worse. To address this first measurement challenge, evaluators need a
way to establish that the treatment or intervention under investigation has not changed the
way survey respondents “see” the constructs of interest.

Despite an increasing emphasis placed on outcome measurement and the
assessment of program effectiveness, most programs are neither planned nor implemented
in such a way as to enable evaluators to make use of powerful experimental research designs

that deliver definitive data on causal relationships. Evaluators charged with making
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summative judgment on the value or worth of a program frequently must rely, at best, on
quasi-experimental designs—such as, non-equivalent control groups and observational
studies—to assess program effects (Cook & Campbell, 1979). Under these constrained
conditions lack of random assignment and the potential nonequivalence of the groups
complicate, and frequently compromise, the valid use of evaluation findings. To address this
second challenge, the evaluator needs the means to determine—at least in terms of the
constructs under investigation—the extent to which the groups being compared “see”
constructs the same way.

Most experts agree that panel studies, where the same individuals once sampled
from the population of interest are surveyed across mulitiple points in time, provide the best
evidence of the extent of change (Collins, 1991). Yet they are rarely used in evaluation
practice because of cost and implementation limitations. Alternatively, successive cross-
sections, where a different sample is drawn across mulitiple points in time from the same
population, are more frequently used to assess change in evaluation studies. As with the
previous challenges, here the evaluator also must use caution in interpreting resuits because
of the possibility of conceptual differences across groups; but, here the concemns are the
effect of time and/or developmental processes not related to the treatment under
investigation.

When addressing these construct validity challenges in the context of evaluation
studies, it is important to note that they arise, in part, because two distinct classes of variables
are encountered—static and dynamic. Dynamic variables, which involve systematic intra-
individual change over time, figure most prominently in the study of change; whereas, static
variables are most frequently grounded in theory that does not hypothesize that change will
occur. The rationale behind traditional measurement approaches (i.e., classical test theory) to
instrument development focuses on static variables and is “based on the idea of unchanging

true scores, with any change in observed scores directly attributable to measurement error”
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(Callins, 1991, p. 138).

Although evaluators do rely on the internal consistency reliability and factor structure
of such measures to establish the integrity of the survey tool, it is rare that the dynamic nature
of the variables under investigation is taken into consideration. Where evaluators are most
likely to tread on questionable measurement ground, despite these precautions, is when
dynamic variables are involved. With a dynamic variable—whether studied across treatment
groups, situations, and/ar over time—change in observed score may be attributable to
sources other than measurement error. Changes in the structural relationships for a given
construct may have profound effects on the interpretation of differences across groups,
situations, and/or over time. In addition to the valid use of self-report survey data, the
evaluator must also be concerned with data reliability—the stability and consistency of the
measure of respondents’ perceptions with respect to the constructs and conditions under

investigation.

Factorial Invariance is Prerequisite to Valid and Reliable Evaluative Inference

Clearly, issues of validity and reliability are central to the measurement challenges
faced by evaluators that choose to rely on self-report survey data. First, evaluators must
speak to the substantive meaning of the constructs under investigation. Construct validation
evidence establishes that the same constructs are likely being measured across each aspect
of the situation under investigation. Second, evaluators must attest to the immutable nature,
or reliability of the construct being measured (Pitts et al., 1996). For evaluators to be able to
compare resuits across groups, situations, and/or over time with confidence and rigor, it is
essential to first establish that an invariant relationship exists for each construct across the
conditions pertinent to the investigation conducted (Pitts et al., 1996).

Using the widely accepted definition proposed by Tisak and Meredith (1991)

measurement invariance addresses the extent to which the same constructs are being

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



measured for each group, under each condition, and/or for each measurement wave. When
measurement invariance is explored within a factor analytic model it is referred to as factorial
invariance. Evaluators can use factorial invariance to address the challenges of working with
self-report survey data that are quasi-experimental and/or longitudinal.

The extent to which factorial invariance can be demonstrated in these instances
describes the degree lo which respondents share the same perception, or "mental model” for
a given construct such that it is comparable, equivalent, and stable across groups, conditions,
and/or time. The determination of factorial invariance for the constructs under investigation
serves as an essential requirement for making valid evaluative inferences about the effects of
a treatment or intervention. Thus, factorial invariance provides the common thread
connecting the challenges that arise during the assessment of program effects with a
practical, methodological solution (Aiken, Stein, & Bentler, 1994; Hom & McArdle, 1992;
McArdle & Nesselroade, 1994; Reise, Widaman, & Pugh, 1993; Schaubroeck & Green,
1989).

Once instrument developers have addressed basic issues of the internal consistency
reliability, dimensionality, and the valid use of scores in initial cross sectional investigations
(Feldt & Brennan, 1989; Messick, 1989; Nunnally & Bemstein, 1993) attention should then
turn toward the determination of factorial invariance. It is important that the instrument
developer identify such changes in factor structure, that “would be most detrimental to useful
score interpretation” (Crocker & Algina, 1986, p. 132). In longitudinal studies with quasi-
experimental and non-experimental designs evaluators should be concerned with whether the
structure of their measures change across treatment, samples, and time (Pitts et al., 1996).

While sufficient for the static nature of some cross-sectional studies—reluctance to
probe deeper into the factor structure of survey instruments used to study the dynamics of
change limits the quality and utility of the evidence evaluators can compile for the purposes of

program improvement and accountability. If the structures of factor scores are not invariant
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acrass groups, then differences between groups in mean levels or in the pattern of
correlations among factors are potentially artifactual and may be misleading (Meredith, 1993;
Widaman & Reise, 1997).

Depending on whether factorial invariance can be established, the evaluator stands
better able to assess the nature and extent of change. If a measure demonstrates factorial
Invariance across conditions commoniy encouniered in the practice of program evaiuation,
the strength of the argument that can be made for the effectiveness of the intervention—
“quantity” of change, based on the comparison of mean scores, is greatly augmented. Yet
alternatively, should the measure fail to demonstrate factorial invariance across conditions—
and muddy the valid interpretation of mean differences—this in itself is powerful and as yet
untapped evidence of the effectiveness of the intervention to produce conceptual or “quality”

change (Widaman, 1991).

Factorial Invariance Identifies Undercurrents of Conceptual Change

“Evaluator’s choices of what to count and what to study affect what they are likely to
find out about what works” (Schorr, 1997, p.141). Change is usually only studied
quantitatively, where change scores and mean differences are used with mixed success to
indicate the relative amount or standing of a person or group on a particular variable or factor.
The magnitude and interpretation of change scores and mean differences used to gauge the
effectiveness of many initiatives are influenced by the measurement challenges, described
herein, that arise throughout the evaluation process. Factorial invariance, which establishes
the “quality” of change—in terms of substance and stability—should be considered a
prerequisite diagnostic method. This type of evidence that supports the valid and reliable use
of factor scores under a variety of situations also could be used to point to progress toward
desired resuits, in terms of movement (conceptuai change) or stasis in the way respondents

have come to perceive the constructs of interest.
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The psychometric properties of the linear composite scores frequently used to
monitor change may well provide supporting evidence of the conceptual undercurrents that
characterize change processes—even when little or no net change in the magnitude of a
construct may be indicated across groups or over time. “The psychological structures
underlying many types of behavior undergo important changes in kind, as well as exhibiting
changes in ievei” (Widaman, 1891, p. 205). These structural modifications in the mental
model of a given behavior undergoing change are the hallmark of conceptual change that
promote observable behavior change (Senge, 1990). Thus, investigation of factorial
invariance provides insight into the illusive process of change and in addition contributes
interpretative power for both static and dynamic concepts not yet widely exploited by the field
of evaluation (Millsap & Hartog, 1988).

What could conceivably contribute to a large body of psychometrically sound and
convincing alternative evidence of conceptual change to date has been largely avoided and
underutilized in evaluation practice. If factorial invariance cannot be demonstrated this in and
of itself provides substantive evidence of dramatic shifts in the mental models held by groups
of respondents for a given construct. Also, differences in factor variances/covariances or
error variances across groups provide evidence of treatment induced “quality” change in
terms of how respondents "see” and "interpret” similarities and differences in the relationships
within and among factors even when composite scores fail to demonstrate a “quantity”
difference.

For the most part, however, evaluators have yet to follow the recent lead by
researchers in the training and organizational development field that capitalizes on the use of
factorial invariance as an interpretative lens for change-focused research (Pitts et al., 1996;
Taris et al., 1998). The analytic techniques used to investigate hypotheses of factorial
invariance have also been shown to lessen the implications of the measurement challenges

faced by evaluation professionals with respect to the utility, feasibility, and credibility of their
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findings and recommendations (Taris et al., 1998). Given the frequency with which the
measurement challenges described arise in evaluation studies, evaluators should be
encouraged to consider conducting appropriate tests of factorial invariance on the surveys,
questionnaires, and other insfruments used to assess the quantity and quality of change.

In summary, the problem addressed by this dissertation is that if factorial invariance is
not established, each of the measurement challenges described above can profoundly limit
the valid use of evaluation data, particularly when analyzing change. Alternatively, changes in
the conceptualization and reconstitution of multi-item concepts across groups, situations,
and/or time may represent legitimate effects that should be investigated in their own right

(Cunningham, 1991; Taris, et al., 1998; Widaman & Reise, 1997).

Research Rationale and Relevance

The purpose of this research was to explore the utility of employing CFA techniques
to investigate factorial invariance as a means to improve the ways in which the assessment of
change is approached. The assessment of factorial invariance not only provides evidence
that supports improving the valid and reliable use of change scores but also bolsters the
repertoire of methodological techniques currently available for the field of evaluation and
brings a new lens to bear on the assessment of change. This study used CFA techniques to
detect the reconstitution of constructs, as measured by changes in factors and the
relationships among factors.

Quite simply, this study was an attempt to determine the extent to which teachers that
have participated in reform-minded professional development envision their teaching practice
in the same or different ways as teachers that have not yet been reached. This study framed
factorial invariance as an opportunity to determine the extent to which evidence of conceptual
change can be detected by CFA and factorial invariance methods. The overarching rationale

for the study was to focus on the extent to which treatment, designed to evoke conceptual
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change, would be assaciated with measurement structure alteration as hypothesized. The
goal of this investigation was not so much to establish factorial invariance, but to explore the
value of CFA techniques as alternative evaluation methods and the means to support the

valid use of change scores under conditions when conceptual change occurs.

The Research Question

This study used an existing data set from the national evaluation of a systemic
science educational reform initiative to model the influence of reform-minded professional
development on the evolution of K-8 science teaching practice from a traditional to a more
student-centered, constructivist approach. The overarching research question for this
dissertation was as follows: To what extent was the factor structure for a self-report teaching
practice frequency scale invariant across increased exposure to reform-minded professional

development?

Research Audiences and Applications

Although this wark was primarily intended to serve to inform evaluation methods, its
findings are substantively grounded in systemic science educational reform. Thus the
audiences and applications for this research are two-fold. The innovative methodological
approach targets evaluators as an audience with its intent in application to encourage
evaluation practice to include factarial invariance testing as a means to address the
measurement challenges associated with the analysis of change. Whereas, the content
aspects of the work that speak to the evolving structural “mental model” of teaching practice
target educational practitioners as an audience with the intent of increasing awareness of the
canceptual underpinnings of reform and how evidence of these changes might be measured.

In addition to perhaps reducing the influence of treatment, design, and analysis

constraints on the valid use of information generated from longitudinal self-report survey data,
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tests for factorial invariance add value above and beyond strengthening the psychometric
properties of evaluative measures. The CFA techniques described here disentangle the
qualitative and quantitative aspects of change. Through the procedures illustrated by this
method research, evaluators can begin to assess the influence of conceptual change, or
reconstitution, on the valid use and interpretation of mean differences observed across
treatment groups. By moving the fieid of practice to include tests for factorial invariance as
evidence that supports the valid use of change scores, evaluators also stand to gain valuable
insights into the very nature of the change process.

As such, although advancing systemic science educational reform content knowledge
was of secondary importance to this methods study, it is of practical interest to national, state,
and project level evaluators and the decision-makers they serve. Additional project level
audiences include the principal investigators and project staff, district and building
administrators, and teachers actively pursuing science education reform. This examination of
the relative influence of reform-minded professional development on the relationships among
intermediate outcome indicators—those that describe the perceptions of teaching practice—

effectively illustrates the conceptual change processes antecedent to reform.
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CHAPTER 2

LITERATURE REVIEW

This chapter, which presents a review of literature used to construct the rationale for
this investigation focused on the assessment of change, is comprised of two sections: (a)
background on the topic of factorial invariance and (b) what the results from factorial
invariance hypothesis testing can mean when applied to the study of change. Given that the
case has been made for the study in Chapter One via its description of the measurement
challenges facing evaluators charged with the assessment of change, the primary purpose of
this literature review is to provide the reader with sufficient background on factorial invariance
and the CFA techniques used to be able to appreciate the support these strategies bring to
the measurement challenges associated with the assessment of change. CFA techniques
provide straightforward and unequivocal ways to test the crucial hypotheses related to
factorial invariance and thus serve as a valuable a tool to detect, distinguish, and assess both
types of change—conceptual, which precludes the use of change scores, and those of
magnitude alone. In addition upon application, CFA techniques serve as a flexible and potent
new lens for assuring that any evaluative interpretation of change processes relies on the
assertion of similarities and differences across groups from a compelling measurement

position.

The Relevance and Importance of Factorial Invariance to the Study of Change

The concept of factorial invariance is central to understanding the methods and
findings reported in this dissertation. Cursory definitions were provided in the introductory

chapter but a more through discussion of historical background and synthesis of the factorial

12
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invariance and conceptual change literature is presented here. Further explanation is
necessary to assist the reader to make the connection between the CFA method used to
determine factorial invariance and its practical application as an appropriate means to reduce
the limitations of a set of wide spread measurement problems encountered by evaluators.
Factorial invariance can be used to look deeper and more judiciously into the qualitative and
quantitative aspects of the change process. When measurement structures fail to be
equivalent, this in and of itself may provide evidence of change in the qualities of an idea, for
example conceptual change. On the other hand, when structures are found to be equivalent
group differences are more succinctly interpretable when group, contextual, and/or temporal

comparisons are required.

A Concrete Example

An applied, concrete illustration of the measurement implications of factorial
invariance may be beneficial at this point before engaging in a review of the pertinent literature
on factorial invariance and its application to the analysis of change. Loosely following the
excellent example provided by Horn (1991), suppose that an evaluator seeks to compare the
quality of life for 20, 40, and 60-year-old women. This evaluator, from the literature
hypothesizes that “quality of life” could be measured by summing the number of yes answers
to the following three questions:

Z:: Do you think you are more attractive than the average person?

Z,: Do you think you are wealthier than the average person?

Z3: Do you think you are healthier than the average person?

Hypothetical factor pattern and factor score resuits for this example follow in the
diagram below (Figure 1). These factor analytic resuits reveal that “quality of life” was
conceived differently in the minds of young, middle-aged, and older women. In young women

beauty was the best indicator, yet for middie-aged women it was weaker, and for older women
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(Z1) Beauty
7\'8 X.=.8(z,)+4z,)+0(z,)
L= L 5: ). "
(Z2) Wealth I4-_4. Quality of Life # ¥ N ¥
AT 6= 8(5)+.4(5)+.0(5)
0
(Z3) Health M 20 year olds
factor loading
(regressiqq coefiicients)
(Z1) Beauty \ -
4
X, =4Z,)+.8(2, )+ 4z,
i e\ o X HE)- )2
) = 4(.5)+.8(.5)+4(5)
(€2) Health / 40 year olds
: (21) Beauty ;\
0 X, = 0(Z,)+ 4(2,,)+ 8(2,.)
(Z2) Wealth  @— 4 . Quality of Life )
| 6=.0(.5)+.4(.5)+.8(5)
/.8
(Z3) Health 60 year olds

Figure 1. Factor Pattern Example for Items Measuring Quality of Life.

Note. (Xj) are measures of “quality of life,” (Z,) are quality of life item sub-scores.

it was not an indicator for quality of life at all. Alternatively, for middle-aged women wealth

was the best indicator, but it contributed less to the construct for both young and older

women. In older women, health was the best indicator, yet it was weaker for middle-aged

women and not an indicator at all of quality of life for the younger women. Thus, the
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constitution of the “mental model” for quality of life, measured as a linear composite, was
quite different across age groups as evidenced by the differences observed in factor loading.
Fore example, a “yes” response to the question about beauty increases the “quality of life”
score for a young woman by weight of .8, that of a middle-aged woman by .4, and does not
increase the score for an older woman at all. Structural differences, such as those illustrated
in this example, indicate the kind of haziness that arises when attempting to compare
qualitatively different constructs. if the sample means on each item were .5 for each of the
three groups compared, the evaluator in this example might wrongly assert that middle-aged
women perceive the highest quality of life and that younger and older women perceive the
same quality of life. Reflecting on this exampie further, it is clear that the item mean for each
group could be substantial, but that does not speak to whether each item contributes equally
to the “quality of life” construct—item means do not contribute to item weight.

“If statements about quantitative change are to be unambiguous, it is important that
the elements of the composite measurements be invariant across the situations over which
change is said to occur” (Hom, 1991, p.118). In this simple one-factor example the issue was
that the data failed to demonstrate invariance of the factor pattern matrix and thus the
loadings across groups varied. As in this example, when evidence of factorial invariance was
lacking, the conciusions of the study may be seriously flawed. To make an accurate
assessment and interpretation the evaluator needs to demonstrate that the construct(s) of
interest can be measured by the same items and that the units of measure are equivalent
across groups, situations, and/or time as determined by the context of the comparison.
“Patterns in which loadings of an item change over time [or condition] indicate changes in the
meaning of the underlying construct” (Pitts et al., 1996, p. 337). Clearly, the generally implicit
assumption that the relations among a set of measured items and a given construct are
invariant is central to all research involving comparisons or relations among multi-item

constructs (Taris et al., 1998).
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Background on Factorial Invariance

Factorial invariance has long been used in the field of psychology to investigate the
issues of structure (validity) and stability (reliability) associated with longitudinal and cross-
cultural data (Byrne, 1998; Drascow, 1987; Drascow & Kanfer, 1985; Frederiksen, 1987; Linn
& Harnisch, 1981). The application of factorial invariance as a method, as with the example
above, has been primarily directed toward the comparison of groups of individuals on their
level of a trait or linear compasite construct and to determine whether such scores have
different correlates across groups. As shown in the example, for a linear composite score to
be comparable across groups, the observed items must have the same relationship with the
latent variables for each group of interest, so that the units of measure, or the scale and the
scale's interpretation are assured to be the same (Meredith, 1993). Over time two main
methods, exploratory and confirmatory factor analysis, have emerged to address the
measurement issues encompassed. Although the field has begun to explore factorial
invariance using item response theory, discussion of this most recent method was beyond the

scope of this dissertation (Flannery, Reise, & Widaman, 1995; Reise et al., 1993).

Historical Emphasis on Exploratory Factor Analytic Techniques

Historically, theorists regarded factor invariance as a criterion to establish the validity
of the factor analytic method and as such, were concerned with the problem of equivalence
among factors identified in separate studies or across sub-groups in the same study
(Thurstone, 1935, 1947; Ahmavaara, 1954). Under simple structure restrictions, factorial
invariance studies were aimed initially to provide the foundation for more consistent factor
analytic results. Factor structure, particularly item loading, was expected to hold equal across
measurement waves, conditions, and/or groups.

The need to compare factor structure over samples and sub-samples necessitated
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the development of a vast range of comparison methods (see reviews by Pinneau &
Newhouse, 1964; Mulaik, 1972; Alwin & Jackson, 1981). Prior to the introduction of advanced
computer programs, various heuristic strategies were employed to study invariance between
two or more factor structures. The most widely used ad hoc methods were developed
primarily for results obtained from exploratory factor analysis (EFA). These early methods
were for the most part variations on the theme of an index of factor similanty for factors given
estimates from two or more samples—such as the coefficient of similarity (Burt, 1939), the
coefficient of congruence (Tucker, 1951), and the coefficient of pattern similarity (Cattell,
1947).

Interest in these early methods has declined with the introduction of the means to
explore item-factor relationships in a more confirmatory fashion. Since the 1970s factorial
invariance has been assessed though the use of confirmatory factor analytic (CFA)
techniques which include the “study of similarities and differences in the covariation patterns
of item-factor relations”™ (Windle, lwawaki, & Learner, 1988, p. 5561). A comparative
assessment of different exploratory and confirmatory procedures demonstrated that
covariance structure analysis was the preferred technique for investigating changes in factor
structure (Schmitt, Pulakos, & Lieblein, 1984). The use of CFA as a tool to explore and
address measurement issues has become increasingly common in the social and behavioral

sciences (Bollen & Long, 1993).

Contemporary Emphasis on Confirmatory Factor Analytic Technigues

The primary benefit of using confirmatory factor analysis (CFA) methods over EFA is
that EFA can only be used to compare basic factor structure. In addition, EFA uses a
correlation matrix as a starting point—this implies an a priori standardization of variables—
which results in an underestimation of the differences across groups or situations (Widaman

& Reise, 1997). With CFA the evaluator can compare factor structures—as well as the
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variances, covariances, and item score reliability among latent variables--thus, conduct a
more detailed psychometric analysis and comparison.

Jéreskog (1973) presented a common factor model and later introduced the software
application, LISREL, that enabled the investigation of similarities and differences among
factor structures across groups using information about the parameters contained in
covariance matrices. A detailed application of this early methodology was presented in
McGaw and Joreskog (1971). CFA differs from other multivariate statistical procedures in
that it compares the observed covariance matrix with the covariance matrix implicit in a
proposed model. The analyst draws on theory to develop the basic structure of the model,
then LISREL is used to estimate the parameters describing the relationships between
observed indicators and the latent constructs proposed in the model.

In this confirmatory approach, the analyst can assign arbitrary values or constrain
parameters to be invariant across particular conditions or groups—such as, factor loadings,
factor variances, factor covariances, or error variances—and thus estimate the equivalence of
the relationships among variables and factors proposed by a simple model and their fit to the
data. What is freely estimated and what is specified as fixed, is subjective and related to the
parameters of greatest interest to the study at hand. The number of estimable parameters is
related to the issue of identification. The analyst develops the measurement model with the
following constraints in mind: (a) scale and interpretation considerations, as well as, (b) the
relative importance of variance, covariance, and regression coefficients to the analysis
(Maruyama, 1998).

in CFA a measurement model is specified for each of the latent variables proposed
by the instrument under investigation. The end result is a model that reflects the “theory”
behind the relationships as proposed in the literature and closely agrees with the observed
relations between selected indicators and the constructs of interest. Given that the

measurement model is focused on the extent to which measured variables are linked to their
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underlying latent variables, or factors, it pertains directly to the investigation of factorial
invariance. CFA enables the analyst to examine a wide range of degrees of invariance across
a variety of parameters from the perspective of hypothesis testing and serves to move factor
analysis away from a purely exploratory technique (Millsap & Hartog, 1988).

Testing for factorial invariance has come to be applied in measurement situations that
require a range of rigor and interpretation broader than that described in the “quality of life”
example. There are several types of factorial invariance with progressively more stringent
restrictions that may be tested using CFA techniques. Each type places an increasing
number of equality constraints on the parameter estimates derived across groups. Placing
additional equality constraints on the parameter estimates increases the strength of the
comparative statements that can be made about qualitative and quantitative differences and
similarities among factors across groups.

These types of factorial invariance—configural (simple structure), weak (factor
pattern), strong (factor pattern and intercept), and strict (factor pattern, intercept, and error
variance}—can be investigated using LISREL and the CFA mode! (Hom, McArdle & Mason,
1983; Meredith, 1993; Widaman & Reise, 1997). There are two overlapping dimensions to
this factorial invariance testing hierarchy: (a) model form and (b) similarity of parameter
estimates (Bollen, 1989). In addition to the configural, weak, strong, and strict typology
emphasized by Meredith (1993), several other types of factorial invariance such as
variance/covariance and factor mean level can be investigated across groups. Additionally,
given that each of these types of factorial invariance connote the extent to which groups share
a mental model for the construct(s) under investigation, it is also possible to use these

techniques to gather evidence of conceptual change (Golembiewski et al., 1976).

The Analysis of Change Using CFA Techniques to Determine Factorial Invariance

The developmental psychology and organizational development literature suggests
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that studies of factorial invariance can be deployed to investigate the nature and extent to
which systematic changes in how individuals conceptualize their work occur (Millsap &
Hartog, 1988; Schaubroeck & Green, 1989). Studies of factorial invariance have been used
to identify and describe three types of change: (a) alpha change—changes in factor score
indicate that the magnitude or level of a phenomenon has changed, (b) beta change—the
magnitude of factor ioadings and factor variances can indicate that a variation or recalibration
across a conceptual domain has resulted in a change in the weight or clarity of perception,
and (c) gamma change—a shift in the pattern of factor loadings or relationships among
factors can indicate a redefinition of the conceptual domain resulting in a different frame of

reference for a given domain (Schaubroeck & Green, 1989; Taris et al., 1998).

Historical Background for Alnha, Beta, and Gamma Conceptual Change

The theoretical framework for the idea that the “mental model” (structure or
organization of thought) driving a given stage of development undergoes a transformation to
become a more mature structure that embodies the next stage began in the late 1970’s with
the work of Golembiewski, Billingsley, & Yeager (1976). This work sprang from the
observation that interventions often attempt to change both organizational functioning and the
individual's perceptions or conceptualizations of this functioning (Millsap & Hartog, 1988). In
particular, Schmitt's (1982) study demonstrated that experience in a work environment could
systematically shift or transform response pattems in ways that alter the meaning of work-
related concepts over time. There is a relative dearth of studies from the late 1980s through
the mid-1990s where upon the role and importance of factorial invariance studies are
experiencing a revival as evidenced by the intriguing papers by Taris et al. (1998), and Pitts et
al. (1996). These most recent applications of CFA techniques to the study of factorial
invariance and change processes served as the catalyst to initiate interest in the evaluation

specific methods investigation detailed in this dissertation. Itis important to acknowledge
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which type of change has accurred as a result of an intervention or treatment if effectiveness

is to be unambiguously assessed (Terborg, Howard, & Maxwell, 1980).

Two CFA Approaches—Covariance Structure and Moment Structure Modeling

The most frequent approach to factorial invariance testing found in the literature relies
on the use of CFA techniques to mode! and test the equivalence of covariance sructures
(Joreskog, Sorbom, du Toit, & du Toit, 1999). The traditional approach relies on the common
factor mode! where each item or measured variable, y i is represented as the raw score
deviation for person i from the mean of variable ;. In addition, each measured variable is
defined as a linear function of one or more latent variables, 17, (factors) and stochastic error,
€;- In the traditional CFA approach to factorial invariance the relationship of a measured
variable to respective latent variables is described in equation (1) below; whereas the matrix
equation describing the aggregate condition for p measured variables is described in

equation (2):

Vi =AMy + Al ¥\ + A0, €5 (1

jm
y=An+e¢ (2)

Equation (3) below describes the muitiple-group linear covariance structure used with
traditional CFA modeling where § is the (p X p) observed sample covariance matrix for
measured variables and the A P o g+ and ) s5¢and f: ¢ Mmatrices contain sample
estimates of the population parameters. A ¢ isthe (p X m) matrix of the loadings of p
measured variables on m latent variables and IA\; is this matrix transposed. ) ¢ isthe
(m x m) matrix of covariances among the factor scores and ® s¢ iIsthe (p x p) matrix of

covariances among the measurement residuals. 2 ¢ describes the(p X p) matrix of

covariances among the population estimates of p measured variables. The g subscript
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indicates that the matrices described were derived from the g th group (Widaman & Reise,

1997).

-~ -~

S,=A,d N, +6, =53, (3)

14 g £ '8

i

Typically, this approach to the investigation of factorial invariance does not include the
fg (measured variable intercepts) nor the /68 (factor mean) matrices; however, Meredith
(1993) drew the distinction that failing to include these matrices enabled only the testing of the
less stringent forms of factorial invariance. Inclusion of these matrices requires that moment
structure models be employed. Measurement models based on moment matrices are
analyzed using LISREL in the same manner as covariance structure models, except that
moment matrices are “raw-score cross-products matrices among measured variables”
(Widaman & Reise, 1997, p. 290). The respective mean and standard deviations for the
measured variables are input to LISREL and the software calculates and evaluates the
moment matrices (Jéreskog, et al.,1999).

These more stringent forms of factorial invariance require that the item intercepts and
factor means be considered. To do this, one includes z; which is the intercept for predicting
the observed variable y ; from the latent variables 77 and k, is the mean for factor k. The
Y j; score is retained in its raw form, rather than as a deviation score, and equation (4) and

matrix equation (5) are then rewritten as:
Vi =t;+4;(x +m) +4,,(c, +15)+A A, (K, +1,,) +€ (4)
y=tu; +A(xu, +n)+e (5)

The general equation for estimating parameters and assessing factorial invariance
across groups using moment structure model CFA as proposed by Meredith (1993) is as

follows in equation (6):
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M, =%, +A (R & +d R +6, =M, ®

g g

in

The addition of the 7, and K, matrices to the muitiple group analysis enables the
testing of more rigorous forms of factorial invariance. When traditional approaches are used,
although the A ¢ matrices may be found to be invariant, without the inclusion of a test for
equality of the fg matrices the evaluator is unable to ascertain from among a number of

possible linear combinations whether that identified for each group is equivalent.

The Interpretative Implications of Factorial Invariance Using the General Linear Model

A simple illustration of the general linear model for a single factor is presented in

Figure 2. As can be seen in Figure 2, under the conditions of configural factorial invariance,

~
/caoun

A GROUP 2

\?\\
(=

/m:

! : 8Cross groups

| GROUP & L Er. =L AL,
{ Intercepts are different
| 8CrOSS groups

CONFIGURAL FACTORIAL INVARIANCE COULDBE 1,2, 3, 0r4

GROUP 1 :
(3) |

: GROUP 2 :
’ : Growry A=A =h4 =4, i, =4

: GROUP4 r =T, 2T, 2T, LEL=GL=T,

: Intercepts are different Intercepts are the same

: aCcross groups : ACTOSS Qroups
WEAK FACTORIAL INVARIANCE STRONG FACTORIAL INVARIANCE

Figure 2. Strong Factorial Invariance Supports Unambiguous Interpretation of Group
Differences.
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one can only be assured that the items load on the same factors, it is uncertain whether the
loadings ( A ) and/or intercepts (T ) are the same across groups. Accordingly, with weak
factorial invariance, as described in quadrant 3, the loadings are equivalent but there is
uncertainty as to the equivalence of the intercepts. Only under conditions of strong factorial
invariance (quadrant 4) or higher can one be certain that the linear equations are equivalent.
This condition is also referred to as ARF invariance, or appropriate rescaling facters, such
that “any method of identifying a model will provide substantively invariant interpretations of
across-group differences in factor means and variances” (Widaman & Reise, 1997, p. 295).
Thus, the interpretation of similarities or differences across groups under more ambiguous
conditions is severely compromised. Addition of the l%z matrices allows for comparison of
factor means across groups when the conditions of strong factorial invariance are

established, not possible using the traditional covariance structure method.

Configural Factorial Invariance Addresses Issues of Construct Meaning in Terms of Gamma
Change

When testing for configural invariance, only the patterns of zero and non-zero
loadings that comprise the A ¢ matrices are constrained to equality across groups, whereas
the elements of the intercept, factor loading, variance/covariance, error variance, and factor
mean matrices are free to vary across groups (Horn, et al., 1983; Widman & Reise, 1997).
This is the same as achieving simple structure across groups where latent variables are
similar but not identical. Under the conditions of configural factorial invariance items load on
the same factors across the groups and/or conditions being compared. Should the test for
this type of factorial invariance fail, as it most likely would for the “quality of life” example
provided earlier, the interpretation of group differences to any extent is severely impaired in
that this breach of simple structure provides evidence that the constructs being measured are

not perceived the same across groups.
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This shift in the pattern of factor loadings, which is indicative of a different frame of
reference, or a redefinition/reconstitution of the conceptual domain, is one aspect of gamma
change (Golembiewski et al., 1976; Schaubroeck & Green, 1989; Taris et al., 1998). Gamma
change results when respondents adjust their understanding of the criterion being measured
such as, a major change in perspective or a shift in their frame of reference for classifying the
reievance of a construct (Golembiewski et al., 1976). This type of change is a
reconceptualization of what a given behavior includes (Van de Vliert, Huismans, & Stok,
1985). It would be impossible to compare respondents on a phenomenon that changes from
one dimension to multi-dimensional over time. An abstract construct may evolve to mean
different things to respondents over time, especially if the intervention being evaluated
included sessions intended to increase the respondents’ understanding of the concept. If the
respondents have come to redefine the construct during treatment exposure, their survey
responses before intervention may have little relation to their responses after the intervention
(Zmud & Armenakis, 1978). In addition, gamma change, as detected by failing to uphold the
configural invariance (number of common factors for a construct) hypothesis, could occur in
the absence of treatment as well due to maturation or environmental influences (Millsap &
Hartog, 1988). Thus, gamma change is what Taris et al. (1998) refer to as “big bang”
change—when it occurs comparison across situations has little meaning. There is agreement
that alpha and beta change can neither be empirically measured nor substantively interpreted

if gamma change has been demonstrated (Van de Viiert et al., 1985).

Weak Factorial Invariance Addresses Issues of Construct Scaling in Terms of Beta Change

When testing for weak factorial invariance, the loading elements that comprise the
Ag matrices are constrained to equality across groups, whereas the elements of the
intercept, variance/covariance, error variance, and factor mean matrices are free to vary

across groups (Meredith, 1993; Widman & Reise, 1997). When factor loadings are equivalent
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across comparison groups it means that the groups weight the items the same. Should the
test for this form of factorial invariance fail, the interpretation of group differences, other than
those with respect to variance/covariances, are limited in that changes in the magnitude of
factor loadings across groups indicate a variation or recalibration of scale across the
conceptual domain (Van de Viiert et al., 1985).

This kind of concepiuai change is one aspect of befa change (Golembiewski et al.,
1976; Schaubroeck & Green, 1989; Taris et al., 1998). Most often beta change refers to the
situation where respondents experience a limited change in perspective of some kind.
“People may make different estimates of reality, given clearer (or just different) perceptions of
what is happening, or they may highlight different aspects of this reality” (Taris et al., 1998, p.
302).

Beta change, an internal threat to validity, has been referred to as instrumentation
bias by Campbell and Stanley (1966). In the face of befa change comparison of pre- and post
intervention survey data will present a biased picture of the effectiveness of the intervention.
Howard and Dailey (1978) demonstrated that this response-shift bias frequently occurs as a
result of treatment where subjects are more able to accurately assess their real level of
functioning on a given construct. In such cases, changes in measurement scale resulit in
respondents’ relative overestimation of their level of functioning at pre-test (Schaubroeck &

Green, 1987; Schmitt, 1982).

Strong Factorial Invariance Also Addresses Issues of Construct Scale in Terms of Beta
Change

When testing for strong factorial invariance, the loading elements that comprise the
A ¢ matrices and the measured variable intercepts (item means) that make up the z“g
matrices are constrained to equality across groups, whereas the elements of the

variance/covariance, error variance, and factor mean matrices are free to vary across groups
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(Meredith, 1993; Widman & Reise, 1997). Strong factorial invariance supports the hypothesis
that the entire linear model that describes the relationship among latent variables to a given
measured variable, in terms of both the regression weight (loading) and the intercept term is
invariant across conditions compared.

For most substantive research and evaluation questions, constraints on the A g and
fg matrices are considered crucial in that this condition establishes that the same latent
variables or factors are identified for each group under comparison (Meredith, 1993;
Widaman & Reise, 1997). Should the test for this form of factorial invariance fail, the
interpretation of group differences, other than those with respect to variance/covariances, are
limited.

Evidence of this type, when the strong factorial invariance hypothesis fails, reflects
the kind of conceptual change referred to as beta change (Golembiewski et al., 1976). As
was the case with the weak factorial invariance hypothesis example presented previously, this

type of conceptual change is also one of measurement scale recalibration.

Strict Factorial Invariance Addresses Issues of Construct Reliability

Testing for strict factorial invariance requires that the o) 5g matrices be constrained to
equality across groups, in addition to the previous constraints prescribed by the strong
factorial invariance condition. Invariance of the diagonal elements of the ) 5 Matrices
determines the extent to which measurement error is equivalent across groups. When this
condition holds, any differences observed across groups in means and variances on the
measured variables are a function only of the differences across groups in the means and
variances of the latent variables. This condition is not often met with most data sets and itis
reasonable to expect that the S Sg matrices will vary across groups under sampling from a
population (Meredith, 1964, 1993). Failing to exhibit strict factorial invariance does not

present serious interpretation problems because group differences are still ARF invariant if
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strong factorial invariance holds (Widaman & Reise, 1997). Meeting the condition of strict
factorial invariance is not required for substantive interpretation of group differences.

Under those rare conditions where variances are also equivalent across groups, the
information from the test for strict factorial invariance can indicate whether item reliability is
also equivalent across groups. This factorial invariance test provides evidence of another
form of beta change where scales exhibit different error that may be dependent on situation-—
such that respondents may not be equally well able to understand and provide answers to the

items across comparison groups (Taris et al., 1998).
Covariance/Variance Factorial Invariance Addresses Issues of Construct Boundaries

Under those factorial invariance testing conditions where the minimum condition of
strong factorial invariance has been met, it is possible to proceed to investigate additional
forms of factorial invariance of interest to the evaluator. Testing for covariance/variance
factarial invariance requires that the & ¢ matrices be constrained to equality across groups, in
addition to the previous constraints prescribed by the strong factorial invariance condition
(1.\ gand r'g invariant). Factorial invariance of the o ¢ matrices should not be expected, nor
is it a precondition for interpretation of mean and other parameter differences across groups
(Meredith, 1964, 1993).

Invariance of the off-diagonal elements of the & ¢ Matrices determines the extent to
which the covariances among the factors are equivalent across groups. When this factorial
invariance hypothesis fails it means that respondents may have come to see a greater
integration (covariance increase) or dissonance (covariance decrease) among the
components of the conceptual domain. This shift in the boundary of meaning for the
constructs under investigation is another instance of gamma conceptual change (Taris et al.,

1998).
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Invariance of the diagonal elements of the o) ¢ matrices determines the extent to
which the variances among the factors are equivalent across groups. When this factorial
invariance hypothesis fails it means that respondents have come to perceive more (variance
increase) or less (variance decrease) of a difference in the constructs across groups. This
signal of difference in the amount of disagreement across groups or recalibration of scale

intervais is anoiner instance of beta conceptuai change (Taris et ai., 1558).

Factor Mean Factorial Invariance Addresses Issues of Magnitude

Lastly, factorial invariance constraints may be placed on the lég matrices. This type,
which requires the precondition of strong factorial invariance ([\ ¢ and fx invariant), tests
the equivalence of the factor means across groups. As with the d ¢ Matrix situation described
previously, investigation of 1?8 group differences under conditions that are not ARF invariant
will have as Widaman & Reise (1997) assert, “no direct substantive interpretation” (p. 298).

Under thase conditions where the invariance of the If’g matrices fails to hold, some
degree of alpha change has occurred. Alpha change involves variations in the reported level
or magnitude of a construct that are neither related to any shift in respondents’ understanding
of the meaning for the construct nor changes in the measurement scale along which the
construct is gauged (Golembiewski et al., 1976). This type of change is actual increase or
decrease in a particular attitude, trait, or behavior as determined by an examination of mean
differences across groups (Schaubroeck & Green, 1989; Van de Viiert et al., 1985).

Table 1 summarizes the four types of factorial invariance presented in the literature
and which CFA matrices must be equivalent across groups. [n addition, each type of factorial

invariance encountered is matched to the appropriate type of conceptual change posited.
Literature Relevance to the Research Conducted

Thus, the CFA approach to the investigation of factorial invariance reviewed here
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Table 1

Comparison of the Four Types of Factorial Invariance Discussed in the Literature

Interpretation If Invariance Not Established

Type Definition CFA Model (Equality Group Differences Conceptual References
Contraints) Change

Configural  Simple structure is The same pattern of Severely compromised. Gamma Widaman & Reise
met, Latent variables zero and nonzero Used as a baseline, (1997)
are similar, but not loading. Values vary.
identical,

Weak A are equal for all A matrices. Variance/covariance on the Beta Meredith (1993)
items on their s latent variables only.
respeclive factors.

Strong A and Tforeachof A and ¢ Varlance/covariance and Beta Meredith (1993)
the measured & & level of means on the latent
variables are equal, ~ Matrices. variables,

Strict A, 7,and @ for A 7 and © Differences on the measured Beta Meredith (1993)

g' "8’ ] variables attributable to

each of the measured

variables are equal. matrices.

group differences on the
common factors.

"uoissiuuad Inoyum panqiyosd uononpoidas Jeyung “Joumo JybuAdoo ayy Jo uoissiwad ypm paonpoidey

Covarlance/ Complex constraint A 7 and ® Variance/covariance and Gamma/Beta McArdle &

Variance on factor variances ' "8’ & level of means on the latent Nesselroade (1994)
and covariances, matrices, variables.

Factor Factor means A 7 and # Variance/covariance and Alpha Widaman & Reise

Means constrained to LARE 8 level of means on the latent (1997)

equality,

matrices.

variables,

Note. Shaded row denotes the minimum factorial invariance condition required for substantive interpretation of group mean differences.
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provides a unique perspective for detecting and exploring the range of conceptual changes—
reconstitution and recalibration—that are theorized to accompany shifts in science teaching
practices desired by systemic educational reform. The procedures described here build on
prior work examining conceptual change (Golembiewski et al., 1976; Mililsap & Hartog, 1988;
Schmitt, 1982; Taris et al., 1998; Thompson & Hunt, 1996) and extend it into areas of the
reconstruction of meaning that have not been widely tested (Louis, 1980; Senge, 1550).

CFA provides a powerful tool for evaluators to portray a richer view of the
transformation that occurs during change directed initiatives such as systemic reform (Mayer,
1999; Spillane & Zeuli, 1999). In addition to investigating the quantitative changes in the
magnitude of relevant factors, it will be possible to examine changes in the qualitative
meaning of those factors and the boundaries of their inter-relationships. The application of
methods such as these will illuminate the role of factor structure madification in interpreting
changes in factor score means built from self-report variables (or the lack of such changes).
In addition, these techniques detect mean differences while controlling for changes in
intercepts, loadings, error, variances, and covariances across groups. Thus, evaluators will
be able to assess the impact of the reconstruction of concepts on the interpretation of mean
differences, disentangle the different quantitative and qualitative aspects of the change
process, and increase the explanatory power of their findings.

CFA maodels are not ends in themselves. Even if one detects differences between
groups in crucial CFA model parameters, the CFA models do not indicate why these
differences occur. These models however, can be used to isolate the ways in which groups
differ on variables, providing a concise statistical representation of group differences and thus
serve as a springboard for additional research designed to identify the sources of group
differences on the latent and measured variables. The next chapter describes the
methodology for the nested CFA approach to the investigation of factorial invariance applied

in the execution of this study.
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CHAPTER 3

METHODOLOGY

This chapter contains seven sections that present and explain the methods used to
execute this research: (a) orientation to the methods investigation; (b) rationale for data set
selection; (c) properties of the data set selected for secondary analysis—-including description
of data collection procedures and the sample, as well as content and psychometric properties
of the survey instrument; (d) an overview of the three-part investigation—which includes, (e)
preparatory steps required to conduct the analysis, (f) the determination of the model of
teaching practice to be used as a baseline for comparison, and (g) the nested set of factorial

invariance hypotheses and associated analytic strategies.

Orientation to the Methods Investigation

There are two streams of thought that contribute extensively to the design and
execution of the research as presented in this chapter. The primary idea was that changes in
measurement structure capture evidence of conceptual change when it has occurred. The
second notion was that interventions, such as reform-minded professional development, are
intended to evoke conceptual and behavioral changes in participants. This study was based
on the confluence of these two ideas. The premise being that should conceptual change
occur as a result of participation in professional development—it can be captured by evidence
of alterations in measurement structure determined by CFA techniques. As asserted in
Chapter 2, the rejection of factorial invariance hypotheses that severely compromise the
comparison of mean factor scores across groups and situations provide an as yet unexplored

opportunity to apply these rather abstract measurement notions to the evaluation of change.
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Changes in Measurement Structure Capture Evidence of Conceptual Change

The secondary analysis of cross-sectional survey data conducted by this study
utilized confirmatory factor analytic techniques to investigate the issues and implications of
factorial invariance. Under those conditions where measurement structures fail to
demonstrate factorial invariance (i.e., specific modei parameters constrained to equality
across groups or situations) it can be said that some form of conceptual change has
occurred.

Conceptual change of the two general types discussed in Chapter 2 was to be
identified by alterations in the measurement structure of a survey instrument as compared
across treatment and control groups. As mentioned in Chapter 2, beta change consists of a
recalibration—stretching or shrinking—of the measurement scale for a given construct as
observed through altered factor loadings (item emphasis influenced by situation), factor
variances (variability influenced by situation), or error variances (reliability influenced by
situation). Whereas, gamma change represents a reconceptualization of the construct as
observed through alteration in factor patterns (number of factors influenced by situation)
and/or factor covariances (relationship among factors influenced by situation). Under those
conditions where gamma change has not compromised the ability of the evaluator to compare
factor means across groups, alpha change, or change in factor magnitude, is also captured
by CFA factorial invariance methods.

Structural evidence of conceptual change would be particularly useful for treatments
and interventions such as professional development and training that target changes in
attitudes and practices across a variety of settings. In that, in addition to alpha change, which
has traditionally examined and assessed during evaluation, beta and/or gamma change can
also be regarded as a treatment effect. This structural evidence could serve as a valuable,

but as yet untapped, intermediate or interim outcome indicator for interventions whose intent
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is to evoke conceptual as well as behavioral change. One such venue known to attempt to
stimulate and induce conceptual and behavioral change is systemic educational reform-
minded professional development (Spillane & Zeuli, 1999).

Changes in the measurement structure of an instrument can be expected to arise
most frequently under specific conditions such as those where treatments "explicitly target
abilities or knowiedge reiated to the constructs of interest” (Pitts et al., 1996, p. 346). Clearly,
professional development is just such a treatment, in that it targets both knowledge and
abilities. Changes in teachers' perception of classroom practice—from an emphasis on
traditional, teacher-centered methods to an emphasis on those that are more constructivist
and student-centered—are an anticipated outcome of systemic science educational reformed-
minded professionai development (Elmore, Peterson, & McCarthy, 1996; Spillane & Jennings,
1997; Spillane & Zeuli, 1999). Given the emphasis of this specific professional development
approach on fostering perceptions and practices aligned with the systemic reform agenda,
there is reason to expect that such an intervention may indeed evoke changes in the way
teachers perceive and report on their classroom practice (Mayer, 1999; Smithson & Porter,

1994).

Application to the Evaluation of Change

When perceptions about a specific construct change, like teaching practice, the
mental mode! held by respondents changes accordingly and thus may result in the kinds of
alterations in measurement structure described in the previous chapter. For the purposes of
this study, mental model was defined as the deeply entrenched assumptions, generalizations,
and metaphors an individual holds about a given construct which result from the interpretation
of past experience and which influence behavior (Senge, 1990). In that the measurement
structure for a given set of respondents reflects the mental mode! they hold for the object or

behavior under investigation, comparison of measurement structures across groups should
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be indicative of the extent to which groups “see” the object or behavior in the same way. This
study assessed the extent to which changes in the measurement structure of a self-report
measure of teaching practice were assaociated with increasing levels of exposure to reform-
minded professional development.

Quite simply, this study was an attempt to determine the extent to which teachers that
have participated in reform-minded professional development envision their teaching practice
in the same or different ways as teachers that have not yet been reached. This study framed
factorial invariance as an opportunity to determine the extent to which evidence of conceptual

change can be detected by CFA and factarial invariance methaods.

Rationale for Data Set Selection

The previous chapter established the rationale for using a confirmatory factor analytic
approach to investigate measurement issues, such as factorial invariance, and extending its
application to the evaluation of change. Given the measurement emphasis of this study it was
not only important to identify a data set likely to have captured evidence of the types of
conceptual change discussed, but to assure that the data set selected came from a strong
evaluation design bolstered by rigorous attention to psychometrically-sound instrument
development, as well as be large and representative enough to support the proposed CFA

and its interpretation.

Qualitative Differences in Teacher Will and Capacity are Anticipated Reform Outcomes

The first step in executing an analysis of secondary data such as this was to identify a
data set that is likely to have captured evidence of the beta and/or gamma aspects of the
conceptual change processes described previously. Should reform-minded professional
development impact the will and capacity of teachers as anticipated, these changes could

result in qualitatively different thinking about teaching and teaching practice.
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If so, then it was probable that structural evidence of beta and/or gamma change
would be found in this arena using CFA techniques. It was considered highly likely at the
outset of this study that some degree of these types of conceptual change would be
assaciated with the transition from one pedagogical philosophical position to another. Recent
research on the transition from old to new ways of thinking about teaching practice indicates
that the various aspects of teaching practice come to be weighted and/or organized differently

as reform proceeds (Spillane & Zeuli, 1999).

Reform Influences the Balance Between Traditional and Constructivist Practices

in theory, the inquiry-based, constructivist approach to science education sought by
systemic reform encourages a baiance between content and process but, “because both
teachers and the system are learning as they are reforming, the balance between the oid and
the new may shift as the reform evolves and practice changes” (Goertz et al., 1995, p. 45).
Knapp (1997), Spillane (1994), and others report that as teachers come to embrace the
tenets of the reform agenda they tend to add new practices to their existing repertoire of
traditional methods. These authors assert that teachers come to perceive their classroom
practice to include both traditional and constructivist methods but that each are weighted
differently in terms of importance, emphasis, and relevance.

At the outset, befere exposure to reform-minded professional development, teachers
hold mental models that place more emphasis on the frequent use of traditional methods.
However, the mental model of classroom practice held by teachers is thought to be subject to
change as they become familiar and more comfortable with the reform pedagogy and as new

practices are folded into current classroom routines (Knapp, 1997; Spillaine & Zeuli, 1999).

Recalibration and/or Reconceptualization as Qutcomes of Reform

As teachers respand to the influence of reform-minded professional development and
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begin to embrace the reform agenda and its qualitatively different constructivist teaching
practices their mental models may change as well. The frequency with which each type of
instructional strategy is used will most likely shift as the transition from primarily traditional
practice evolves over time toward a practice that includes an increasing proportion of
constructivist and inquiry-based strategies. If conceptual change does occur, the
measurement structure for teaching practice may exhibit specific modifications such as those
that recalibrate (beta change—same model, different emphasis) or reconceptualize (gamma
change—different models) certain aspects of the classroom cuiture of inquiry and the
investigative practices encouraged by the reform movement.

Recalibration would be considered evidence of beta change and could conceivably be
measured as differences in the factor loadings of various items that describe and delve into
the traditional and constructivist aspects of science teaching practice. On the other hand, as
new practices are accepted and included, the ways in which teachers group and relate the
various aspects of their classroom practice from among traditional and reform-minded
instructional strategies may result in different groupings and/or differences in the strength and
direction of the relationships among established groupings. This second case is one of
reconceptualization and would be considered evidence of gamma change as measured by
differences in the number of factors or correlations among the factors that describe the
mental model of science classroom practice.

Thus, a data set from a systemic reform initiative that features an emphasis on
reform-minded professional development would serve as an ideal candidate for this study.
Classroom practice—as an indicator of intermediate systemic reform outcomes—is at the
core of systemic reform initiatives at the national level. Many national systemic reform
initiatives, primarily those addressing science and mathematics K-12 education sponsored by
the National Science Foundation, have engaged in an evaluation process that includes farge

survey samples of teachers and administrators from actively reforming districts. These
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national initiatives provide a number of excellent candidates for the present study.

The Locai Systemic Change Initiative (LSC) is Selected as the Best Candidate

One such national initiative, the Local Systemic Change Initiative (LSC) sponsored
through the Teacher Enhancement level of the Elementary, Secondary, and Informal
Education Division of the National Science Foundation, focuses on the professional
development of teachers within whole schaools or school districts. The LSC initiative
emphasizes the alignment of reform policy and teaching practice. The goal of this initiative is
to enhance the teaching of science, mathematics, and technology by "preparing teachers to
implement designated exemplary mathematics and science instructional materials in their
classrooms” (Weiss, Montgomery, Ridgway, & Bond, 1998, p. 1).

This systemic science educational reform initiative has a strong national and local
evaluation strategy that employs a set of clearly defined, measurable intermediate cognitive,
affective, and behavioral outcomes for teaching. The rigorous, consistent, outcomes-based
evaluation framewaork for this on-going and expanding initiative insures that high-quality data
and information about teaching practice can be aggregated across the forty-six (at the time of
this study) individual projects to inform policy at the national level. Thus, given its size, focus,
and the integrity of its evaluative framework and methadology, the LSC initiative provided an
ideal opportunity to further explore the extent to which the structural manifestations of

conceptual change can be captured and interpreted.

Intended Use for Data Sought

This study was not intended to serve as an evaluation of LSC activities or specific
LSC projects. LSC data was sought to be used to investigate whether conceptual changes
occur in the mental models held by teachers about their teaching practice in association with

participation in systemic reform-minded professional development. It was the intent of the
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present study to determine if just such a shift could be detected and thus, be employed to add
to the toolchest of methods available to evaluators interested in measuring, understanding,
and reporting on the process of educational reform.

This study was an attempt to delve deeper into the relationship among teaching
practice variables—as a function of exposure to reform-minded professional development—
than is routinely possible given the constrainis faced by evaiuators in the fieid. Hopefuily, this
new lens will provide a valuable leaming opportunity for evaluators as they become able to
focus in on the process of reform and the mental models held by teachers in actively
reforming schools and districts. Access to this national evaluation data set was provided
through Horizon Research, Inc. (HRI) in Chapel Hill, North Carolina (National Science

Foundation RED-92553690).

Properties of the Selected LSC Data Set

Accordingly, the LSC K-8 Science Teacher Questionnaire was selected as the best
candidate for the secondary data analysis presented here, specifically because it was
constructed to conceptually align with the outcomes sought by systemic science education
reform and thus, as an evaluative tool, monitor change. Two issues arose during the initial
selection process that influenced the specification of the actual LSC data set used to conduct
this study. They were as follows: (a) data collection and sampling procedures used by HRI,
which influenced cohort size and developmental sequence—a cohort was needed that was
both large enough to support CFA techniques and likely to demonstrate some conceptual
change with minimal diffusion effect; and (b) substantive content, data cleaning, and
categorization issues—only those items which were most pertinent to the study demonstrating
a full range of variance in responses, as well as, only thase respondents with answers to all of

the selected items could be included in the final data set analyzed.
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Description of Data Collection and Sampling Procedures Used by HRI

This self-report survey has been administered annually since 1996 as a part of core
evaluation activities for the LSC initiative at the national level. Data collection procedures
were developed to ensure high quality data and to protect teacher confidentiality.
Respondents were informed that their responses would only be reported in aggregate, that
any information identifying individuals would be used for the purposes of administration and
non-respondent follow-up, and that no information identifying individuals would be reported
under any circumstance. For the purposes of this research, teacher responses were
considered anonymous in that no identification information was provided to the researcher
conducting the secondary analysis.

A systematic random sample of 300 K-8 science teachers was drawn from each of
the projects participating in the science component of the LSC initiative. The sampling frame
provided by each project included every teacher who was targeted to be served by the LSC
project over the entire period of LSC funding and who was responsible for teaching science in
the spring of each year. In those projects with fewer than 350 teachers in the sampling frame,
the population of teachers was surveyed.

The secondary data analysis presented here focused on data obtained from Cohort 2
for the 1996-97 school year. Specifically, to avoid the confounding issues of multiple cohorts
and survey administration over a period of years, these data from a single cohort and a single
year were used. Cohort 2 was selected because it contained the largest number of K-8
Science projects and a CFA study such as the one conducted here needed a fairly substantial
sample size. In 1996-97, Cohort 3 projects were collecting baseline data during their first year
of funding, Cohort 2 projects were in their second year of funding, and Cohort 1 projects were
in their third year. The year 1996-97 was selected because to investigate the nature and

extent of the relationship between factor structure and exposure to professional development
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some time was required to have elapsed for implementation of the treatment. These data
with a one year elapsed treatment opportunity were selected to minimize, given the evaluation
constraints, the possible introduction of cultural "cross-pollination” in the untreated teachers.
Data collection activities for the projects’ 1996-97 Core Evaluation Reports were
originally conducted from September 1, 1996 through August 31, 1997—with the Teacher
Questionnaire being administered between March and May, 1997. Fifteen of the sixteen
participating districts in Cohort 2 targeted between 500-3000 teachers, with one district

targeting fewer than 350.

Substantive Content, Data Cleaning, and Categorization Issues

In particular, the LSC Teacher Questionnaire was comprised of four sections: (a)
teacher opinions of reform and perceived preparedness (85 items), (b) teaching practice (61
items), (c) LSC professional development (9 items), and (d) teacher demographic information
(5 items). These 160 items were used to construct 12 composite scales that covered the five
domains pertinent to the questions posed by the LSC evaluation. However, this study
excerpted only those 40 items that specifically inquired about the frequency of a variety of
traditional and constructivist teaching practices (ltems 10a-m and 11a-z) and that described
the amount of exposure to the LSC professional development (ltem 16). Given systemic
educational reform theory, these items were identified as those most likely to provide
evidence of conceptual change in response to treatment in the ways previously described (a
photocopy of the complete instrument is provided in Appendix A and a photocopy of the
permission granted from HR! to include the instrument is provided in Appendix B). The
reader should now be aware that the study reported here was performed on a specific, much
smaller sub-set of items abstracted from the entire LSC instrument.

The size of the archival 1997 LSC data set after list wise deletion was 2272 teachers.

Only those cases with responses to each of the 40 selected items were included in the
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analysis. For the purposes of this research teachers were categorized as either control or
treatment group according tc the amount of professional development they reported having
participated in to date (Item 16): (a)Control-Group 1, 0 hours (n=666), (b) Treatment-Group 2,
1-19 hours (n=813), (c) ) Treatment-Group 3, 20-39 hours (n=300), and (d) ) Treatment-
Group 4, 40+hours (n=493). In addition, the demographic characteristics of the teachers and
their participating schoois were reported by HRI to roughiy approximate the nationai
population (Weiss et al., 1998).

It is also important to note that the analytic and scoring approaches used here were
different from those described and used by HRI to conduct and report on their evaluation of
LSC activities. Composite scores for the HRI analysis and reporting were calculated as
percentages of total points possible. “An individual teacher’s composite score is calculated by
summing his/her responses to the items associated with that composite and then divided by
the total points possible” (Weiss et al, 1998, p. 8). Factor scores, as calculated using CFA,

were used in the analysis reported here.

Description of the Survey Instrument

Teaching practice was but one of five domains covered by the 12 composite scales
that comprised the LSC K-8 Science Teacher Questionnaire. In that the secondary analysis
conducted here employed an existing survey instrument, it is necessary to provide the reader
with some detail on the extent to which information was available on the processes used to
construct and validate the instrument, the frequency response set used, and the composition
of the teaching practice composite scales that were excerpted from the full instrument to

conduct this methods study.

Construction of the HRI Instrument

To develop the teaching practice section of the survey, the HRI evaluation team
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operationalized teaching practice to represent traditional practices as well as the extent to
which the reform ideals of constructivist teaching for depth over breadth, creating a culture of
inquiry, and employing investigative leamning strategies were evident in a teacher’s self-report
of the frequencies with which various instructional strategies were employed in the classroom.
In that reformed teaching practice represents one of the key intermediate outcomes sought by
systemic reform (Shieids, et al., 1955} a conceptuai Table of Speciﬁcations‘ based on the
system reform literature was used to identify the areas required to adequately describe and
bound the spectrum of traditional through reformed instructional practices anticipated to be
employed by science education teachers. A total of 39 items were included in the teaching
practice section of the 1997 LSC K-8 Science Teacher Questionnaire. A brief description of
the response set and the manner each teaching practice construct was specified by HRI
follows.

A five-paint, Likert-type, frequency scale was used for all of the teaching practice
items, reflecting both teacher and student classroom activities, selected to serve as indicators
of the three teaching practice constructs—traditional, investigative culture, and investigative
practice). The response set for the teaching practice items was as follows: (a) never, (b)
rarely (e.g., a few times a year), (c) sometimes (e.g., once or twice a month), (d) often (e.g.,
once or twice a week), and (e) all or almost all science lessons.

HRI operationalized traditional teaching practice as was defined in the systemic
reform literature. Traditional teaching practice was teacher-directed with the teacher at the
center of all activities (Evans, 1996). Desks in rows, set class periods, and heavy reliance on
lecture and textbooks characterize what for the most part is a passive learning environment
(Gabella, 1995; Rallis, 1995). For example, items developed to measure the extent to which

a teacher relies on this mode ask for the teacher to report the frequency with which they: (a)

' Evidence of a formal Table of Specifications was not present in the Technical Report
provided by HRI.
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lecture-Q10a, (b) assign science homework-Q10l, (¢) have students answer
textbook/worksheet questions-Q11g, or (d) have students take short answer tests (e.g.,
multiple choice, true/faise, fill-in-the-blank)-Q11x (see Appendix A).

Under a teaching and leaming environment that embodies an investigative culture,
students construct their understanding of the fundamental ideas and processes of science by
direct encounter with each other, materiais, resources, and experts (8rooks & 8rooks, 1993;
Driver, Asoko, Leach, Mortimer, & Scott, 1994; Fosnot, 1993). Student-centered learning
acknowledges that learning is not passive and that students are expected to participate and
contribute to their own investigative learning experience (Fullan, 1995; Khattri & Miles, 1995;
Rallis, 1995). “The teachers question and probe—to help children make meaning—rather
than to direct. They listen carefully, encouraging reflection and stimuiating new connections
and interpretations” (Rallis, 1995, p. 226).

The hallmark of investigative culture employed by HRI was the student-centered
classroom, where the teacher provides a model of instruction that enables learners to interact
with each other. For exampile, items developed to measure the extent to which a teacher
creates an investigative culture ask for the teacher to report the frequency with which they: (a)
require students to supply evidence to support their claims-Q10e, (b) encourage students to
consider alternative explanations-Q10g, (c) have students work in cooperative groups-Q11c,
(d) write reflections in a journal-Q11s, (e) read non-textbook reference materials-Q11f, or (f)
use mathematics as a problem-solving tooi-Q11u (see Appendix A).

The term “inquiry-based science education” is commonly used to describe the new
vision reformers hold for the teaching of science (Gabella, 1995). Students will model the
scientific method of discovery and in so doing move their learning beyond the rote storage
and retrieval of factual knowledge. Movement away from textbooks and the memorization of
facts toward this vision—which includes making observations; posing questions, planning and

conducting investigations, using tools to gather, analyze, and interpret data, and
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communicating the results—will require teachers to be knowledgeable about a wide range of
pedagogy (National Science Foundation, 1995, 1997; National Science Teachers Association,
1997). Investigative practices are characterized by students engaging in activities designed to
promote cognitive and conceptual development of scientific ways of thinking and knowing.
These practices are more action oriented and aligned with contemporary constructivist
thought. For example, items developed to measure the extent to which a teacher uses
investigative practices ask for the teacher to report the frequency with which they have
students: (a) design or implement their own investigation-Q11m, (b) work an models or
simuiations-Q110, (c) participate in field work-Q11q, or (d) work on extended science

projects-Q11p (see Appendix A).

Overview of the Psychometric Properties of the Instrument as Used and Reported by HRI

To assure psychometric quality and to simplify the reporting of large amounts of
survey data, HRI used reliability statistics, including item-total correlations and Cronbach's a
to determine the extent to which each composite measure was a robust measure for each
teaching practice construct. For the purposes of evaluation reporting HRI retained 20 of the
instrument’s 39 teaching practice items in their analyses. Description of the instrument
validation and scaling processes executed by Flora & Panter (1998) does not provide specific
information on why 19 items were excluded but the procedures reported to have been used
on the set HR! did include are provided as background attesting to the attention to
psychometric detail that underiies the LSC survey. Itis important that the reader not confuse
the background description of the instrument properties as performed and reported by the
HRI team with later analyses performed by this researcher for the purposes of the conducting

the methods-focused secondary analysis.
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The item-level factor analysis solution® for teaching practice, briefly described by
Flora & Panter (1998) in their Technical Report: Analysis of the Psychometric Structure of the
LSC Surveys, supports the a priori three factor dimensionality of classroom practice
established in the systemic educational reform literature (Hirsch, 1996; National Science
Resources Center, 1997; Regional Educational Laboratories, 1995; Rhoton & Bowers, 1996;
St. John, Century, Tibbetts, & Heenan, 1995). Flora & Panter (1998) report that once the
three teaching practice composites were affirmed by factor analysis, a measurement model
was proposed for each construct and tested on a random subsample of the data using
confirmatory factor analysis. Flora & Panter (1998) report that CFA? provided further
evidence to the LSC evaluation team at HRI to support that each teaching practice composite
represents a single factor as hypothesized a priori by the inferred Table of Specifications
during instrument development. Flora & Panter (1998) performed two additional CFAs on
random subsamples of the data to establish that the factor structure arrived at from the
previous analyses could be cross-validated and to compare factor structures across the three
annual administrations of the survey to date.

Given the insufficiency, due to the incomplete and summary nature of a report
targeted toward non-technical readers, of the information provided in the instrument’s
Technical Report, only the assertions made in the report as to the quality and properties of the
data are mentioned here. At this point, however, the reader should accept that that the
Technical Report provides evidence that such psychometric studies, as were required by the
HRI team to support the construction of three teaching practice composites, were performed

in an acceptable manner with Cronbach’s « for each of the three compasites reported at

2 Information on the EFA solution, such as the size of eigenvalues or communality estimates,
was not available in the Technical Report provided by HRI.

¥ Information on the various CFAs performed such as model identification, chi-square values,
p, nor other fit statistics was not available in the Technical Report provided by HRI.
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values greater than 0.8*. This researcher could not attest to the specific instrument properties
based on the Technical Report provided, only that more effort went into the determination of
instrument quality than is generally found in the field and practice of evaluation.

HRI reports that these data, considered in aggregate, indicated that the constructs
shared quite similar content over three years of survey administration; however, those items
not shared by all three surveys were exciuded irom the comparative studies reported.

Specific factorial invariance studies, such as those proposed herein, were not performed by
HRI as of early 1999 when this method study was conceptualized (D. Flora, Personal

communication, February, 1999).

Overview of the Investigation of Factoriai Invariance

What follows in this overview is description of the researcher’s access and storage of
the data and an introduction to the processes used to conduct the research. A flowchart is
used to illustrate the three aspects that comprised the research performed: (a) preparation,
(b) measurement baseline, and (c) determination of invariance. The three parts to the study
are described briefly in this overview and then in greater detail.

For the limited purposes of this secondary analysis, only the 39 teaching practice
items (survey items 10 a-m and 11 a-z) and the 1 item identifying treatment amount, as
measured by reported exposure to professional development (survey item 16) were provided
by HRI as an electronic attachment via email to the researcher. This 40-item file was then
stored as required by the HSIRB of Western Michigan University for the duration of the study
(a photocopy of the Western Michigan University Human Subjects Institutional Review Board

approval is provided in Appendix C). A research process flowchart is provided in Figure 3.

* See Appendix C. Traditional Practices-Q10i, Q11g, Q11h, Q 11x («=0.83). Investigative
Culture-Q10c¢, Q10d, Q10e, Q10f, Q10g, Q11b, Q11c, Q11j («=0.89). Investigative Practices-
Q11d, Q11k, Q11m, Q110, Q11p, Q11q, Q11s, Q11z (2=0.82).
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Part 1 of this study was basically a preparatory phase performing the data screening
and organizing procedures needed to execute the study. Step 1a categorized and created
separate files for respondent groups according to the level of exposure to professional
development reported. Step 1b created the random samples from each category needed to
conduct the analyses. Step 1c generated the covariance matrices and mean vectors from
each sample as well as the fixed threshoids from the entire data set needed to conduct the
second and third parts of the study (see the top section of Figure 3).

Part 2 of this study consisted of a replication of the EFA and CFA performed by Flora
& Panter (1998) during instrument development and described in the previous section (see
the bottom left hand side of Figure 3). As seen in step 2a, a random sample of data from the
control group respondents was used to perform exploratory factor analysis to determine the
measurement structure for the entire set of 39 teaching practice items. In step 2b, the
measurement structure specified by EFA was used to select the best fitting items for each
factor. A smaller more manageable model was then confirmed using CFA for the control
group of respondents that served as the baseline for the invariance study performed in Part 3.

Investigation of factorial invariance in Part 3 proceeded by determining the extent to
which there was evidence to suggest that the respondents in Groups 2 through 4 shared the
same mental model, or measurement structure, as those respondents in the control Group 1
(see the bottom right hand side of Figure 3). This consisted of testing the extent to which a
series of nested factorial invariance hypotheses hold that constrain various model parameters
to equality across control and treatment groups, as described in the literature review. In all, a
set of six increasingly more restrictive CFA models were analyzed to assess invariance for
factor pattern, factor loadings, intercept, variance/covariance, error variance, and factor mean
level—listed in increasingly restrictive or constrained order. In CFA investigations of factorial
invariance such as this, the terms constrained and restrictive are used somewhat

interchangeably to refer to extent to which parameters are freely estimated or setto an
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established value or equality. The more parameters that are fixed and not freely estimated
the more constrained or restrictive the CFA model is said to be.

The extent to which structurally invariant factors existed across control and treatment
groups was determined by placing these increasingly severe equality constraints on the
baseline model established for the control group. Changes in constructs, or in the
relationships among constructs, were detected by examining shifts in the variance-covariance

matrices across groups. Next, the three parts of the study will be described in greater detail.

Part One of the Secondary Data Analysis—Preparation

Initially, the data set obtained from HRI as a 40-item Microsoft Excel spreadsheet was
exported to SPSS (version 7). The categorization of treatment groups and the subsequent
creation of random samples were both executed in SPSS prior to exporting the files to

PRELIS (version 2.3) for generation of the covariance matrices and mean vectors needed.

Categorization of Treatment Groups

The independent variable, exposure to reform-minded professional development
(LSC survey item 16), was used to set apart the four treatment groups examined in this study.
The “select cases” and “delete unfiltered” commands in SPSS were used to sequentially
isolate and save each of the four groups in separate files. Group 1, identified as the control
group (0 hours) for this study had an n of 666. Group 2, identified as the lowest level of
exposure to professional development (1-19 hours) had an n of 813. Group 3, identified as
the moderate level of exposure to professional development (20-39 hours) had an n of 300

and group 4, identified as the highest level of exposure (40+ hours) had an n of 493.

Creation of Random Samples

Next the “compute” command in SPSS was used to create filter variables that were
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then used to create the random samples5 for each of the four groups needed to conduct the
study. Typically, in CFA studies such as this, some degree of post hoc madification is required
to achieve a baseline measurement maodel with acceptable fit to proceed through the factorial
invariance investigation. According to convention, initial CFA was performed on what is
referred to as the calibration sample; whereas, when post hoc madifications are made on the
calibration sample to improve model fit, cross-validation is performed on what is referred to as
the validation sample. As recommended by Jéreskog and Sdrbom (1996), post hoc
modification of structural equation models should be followed by analysis using an
independent validation sampie. These smaller data sets were created so that each segment
of the analysis can be performed on an independent sample.

For this reason for each group, calibration samples were created to confirm the
measurement model suggested by EFA and validation samples were created to allow the
researcher to affirm that, should post hoc modification be necessary, the new models are as
representative of the data as the models prior to modification and not capitalization on
chance. The researcher did not know whether post hoc modification would be required at the
outset of the investigation but had to plan for it accordingly none the less as an option. As
such, validation samples were held in reserve.

Group 1 was split into three random samples: (a) a sample to be used to perform
EFA in step 2a (n=206), (b) a calibration sample to be used to determine the baseline
measurement model for the control group in step 2b (n=227), and (c) a validation sample to
be used in steps 2b and 3a-f (n=233). Group 2 was split into two random samples: (a) a
calibration sample (n=409) and (b) a validation sample (n=404). Next, Group 3 was split into
two random samples: (a) a calibration sample (n=150) and (b) a validation sample (n=150).

Group 4 was split into two random samples: (a) a calibration sample (n=249) and (b) a

* TRUNC(UNIFORM(n))+1 was the formula used to generate n random samples.
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validation sample (n=244).

Preparation of Covariance Matrices and Mean Vectars for Use in CFA

The following procedures were used to prepare the matrices and mean vectors
needed as input for both Part 2 and Part 3 of the secondary data analysis. Jdreskog and
Sdrbom (1993) recommended the use of PRELIS 2 to perform the first stage of preparing to
conduct CFA. Information about the distribution characteristics and quality of the raw data set
to be analyzed using CFA was necessary to prevent the selection of an inappropriate
modeling method for the data that would result in abnormal or biased estimation of LISREL
parameters. A total of 9 items were exciuded from the analysis for lack of fuil range variance
across groups (see Appendix A-Q10d, Q10e, Q10f, Q10g, Q10h, Q10i, 11b, Q11c, Q11Kk).
Thus, 30 teaching practice items were available for inclusion in the baseline part of the study.

Given the ordinal and grouped nature of these data, du Toit (Personal
communication, January 16, 2000) recommended that fixed thresholds and asymptotic
covariance matrices be calculated and used to prepare the covariance matrices and vectors
needed to perform the CFA. Fixed thresholds were computed in PRELIS for the 30 items
retained in the data set for use as a common scale for the CFA performed on the four groups
(n=2272). The asymptotic covariance matrices computed individually for each group were
used to correct for any violation of normal distribution in the samples analyzed as
recommended (Joreskog, 1990, 1994). Calculation of the covariance matrices and parameter
estimation was performeu using the Weighted Least Squares (WLS) method taking
advantage of the information contained in the asymptotic covariance matrices. The WLS
method has been found to be quite robust (Chou & Bentler, 1995). PRELIS 2.3 was used to

compute the covariance matrices and mean vectors needed as input for LISREL 8.

Part Two of the Secondary Data Analysis—Measurement Baseline Determination

The second part of the study (see Figure 3 above) was performed using two of the
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three random samples of the data from the control group respondents (i.e., those
respondents reporting 0 hours participation in LSC professional development). The purpose
of this second part of the analysis was to identify the best fitting CFA model for these data.
The intent was to use the baseline as a standard against which to gauge the strength and
direction of any changes in factor structure and/or latent mean levels related to increased
exposure lo reform-minded professional deveiopment. The following sections describs the
manner in which the two control group samples were processed. One sample was processed
using EFA techniques to determine the number of factors and relationship of items to factors,
followed by the second sample which was processed using LISREL to perform CFA in order
to specify and confirm the measurement model indicated by factor analysis. These
techniques were used to arrive at the baseline measurement model used in the third, factorial

invariance, part of the study that examined differences in factor structure across groups.

EFA Used to Determine the Factor Structure for the Control Group

As illustrated in Figure 2, the 1997 LSC K-8 Science Teacher Questignnaire data set

was split to isclate only those cases that repart having received 0 hours of LSC professional
development. The control group cases were further split into three random sub-samples
reserved for the three sequential analyses required to pose a baseline measurement structure
for the control group with adequate fit to support an investigation of factorial invariance.

A completely exploratory approach was used to determine the number of factors,
instrumental, and reference variables. The principal axis factoring command in SPSS was
used to determine the appropriate number of oblique factors to extract from the 30 teaching
practice items retained. A sample of group 1 data (n =206) was used to perform the factor
analysis. Eight factors were found to have eigenvalues over 1.0 accounting for 66% of the
variance. Examination of the scree plot for these data indicated that no more than 3 factors

should be extracted. The first three factors extracted accounted for 45% of the variance.
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Given that SPSS uses correlation matrices to perform factor analysis, the factor
analysis function of LISREL was next used to estimate the baseline three-factor solution. This
approach was selected because it was possible to calculate correct standard errors from the
covariance matrix and thresholds for Group 1 using Two-Stage Least Squares (TSLS). The
advantage of the TSLS solution was that it made it easier to determine simple structure, in
that items with statistically significant loadings (-vaiue = 2.0) were considered to ioad on that
factor. On the basis of the TSLS 3-factor solution the researcher formulated an hypothesis for
the baseline CFA model that specified ail non-significant loadings as zero.

Bagozzi and Heatherton (1994) reported that measurement modeis frequently
demonstrate unsatisfactory fit when there are more than four or five items per factor and
sample sizes are large. As a result four items per factor were retained for inclusion in the
baseline measurement model of teaching practice. The twelve items retained (four for each
of three factors) were those with the highest loading and the simplest structure. In Table 2 the
loadings estimated for each of the twelve retained items using TSLS are presented in bold
type, the standard errors for these estimates are presented in parentheses below the loading

estimates, and below that the t-values for each estimated loading are provided in italics.

The Measurement Model for Teaching Practice

In LISREL the measurement mode! “specifies how latent variables or hypothetical
constructs depend upon or are indicated by the observed variables. It describes the
measurement properties of the observed variables” (Jéreskog & Sérbom, 1993, p. 1).
Jéreskog's (1993) suggested protocol for the specification and testing of measurement
models was followed. Each of the three teaching practice factors as determined via factor
analysis in the previous step, were specified and tested separately, and then in pairs, prior to

combining the three factors to create the full measurement model.
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Table 2

The 12 Items Retained for the Baseline Model From the TSLS Factor Analysis Solution

Reference Variable Factor Loadings

Estimated by TSLS
LSC Short Factor Factor Factor Unique
ltem # Description Item Stem Text 1 2 3 Variance
Q10A LECTURE Introduce content 0383 0.176 -0.065 0.808
through formal (0.07) (0.08) (0.08)
presentations. 5.239 2100 -0.832
Q10L HMWRK1 Assign science 0.573 0.193 0.192 0.517
homework. (0.07) (0.08) (0.07)
8.509 2499 2681
Q11E READTXT Read from a science 0.738 0.010 0.020 0.449
textbook in class. (0.06) (0.07) (0.06)
12.360 0.149  0.333
Q11G  WRKSHT Answer 0916 0.000 0.000 0.161
textbook/worksheet
questions.
Q10J PREASMT  Use assessment to find 0.066 0.329 0.106 0.843
out what students know (0.08) (0.09) (0.08)
before or during a unit. 0.851 3717 1.294
Q11M DESEXPT Design or implement 0.053 0.665 0.216 0.393
their own experiments. (0.06) (0.07) (0.07)
0.862 9.334 3.223
Q110 MODLSIM Work on models or 0.000 0.891 0.000 0.206
simuiations.
Q11P EXTNEXPT Work on extended -0.006 0.619 -0.069 0.643
science investigationsor  (0.07) (0.08)  (0.08)
projects (aweek ormore -0.080 7.588 -0.908
in duration).
Q10M READRFT Read and comment on 0.116  0.224  0.447 0.648
student reflections or (0.06) (0.07) (0.08)
journals. 2007 3.185 5.757
Q11F READOTR  Read other (non- 0.153 0.064 0.370 0.878
textbook) science (0.07) (0.07) (0.07)
related materials in 1.965 0.710 3.219
class.
Q11S WRTREFL  Write reflections in a 0.000 0.000 0.971 0.057
notebook or journal.
Q11U MATHTOOL Use mathematics as a 0.071 0.323 0.363 0.664
tool in problem-solving. (0.07) (0.08) (0.07)
1.066 4197 5.024

Note. Bold = estimated loadings, (parentheses) = standard errors, and #alics = t-values.
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The hypotheses tested using the second control group sample (n = 227) were as
follows: (a) four variables—LECTURE (Q10a), HMWRK (Q10l), READTXT (Q11e), and
WRKSHTS (Q11g)—load on the Traditional Practices factor, with WRKSHTS serving as the
reference variable; (b) four variables—PREASMT (Q10j), DESSXPT (Q11m), MODLSIM
(Q110), and EXTNEXPT (Q11p)—ioad on the Investigative Practices factor, with MODLSIM
serving as the reference variable; (c) four variables—READRFLT (Q10m}, REACCTR (Q11§),
WRTRFLT (Q11s), and MATHTOOL (Q11u)}—load on the Investigative Culture factor, with
WRTRFLT serving as the reference variable (see Figure 4 below).

Given that there is indeterminancy between the scale of the factor loadings (the
A unS that describe the strength and direction of the refationship between the latent variable,
or factor, and the measured variable) and factor (£ ) variance, the values of the factor
loadings depend on the scale of the latent factors. The scale of the latent variable had to be
specified to identify the scale for the item parameters or vice versa. The loadings for each of
the reference variables derived from the TSLS factor analytic solution were set to 1.0 to
establish the scale for the latent variables and identify the baseline model. Error variances
were not allowed to covary.

As shown in Table 3 the y” fitindex and relative fit indices RMSEA, CFl, and NNFI
support accepting the proposed single-and two-factor models as adequate representations of
these data. The measurement maodels (4-item, 1-factor) posed for the Traditional Practice,
Investigative Practice, and Investigative Culture factors individually all had non-
significant Zz (p>0.05), RMSEA of less than or equal to 0.05, as well as NNFI and CFl values
of 0.90 or greater. The three two-factor models allowed the two factors in each case tested to
covary. The fit and relative fit statistics obtained for the three two-factor combinations (8-item,
2-factor) tested all had non-significant Zl (p>0.05), RMSEA of less than or equal to 0.05, as

well as NNFl and CFl values of 0.90 or greater.
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Figure 4. Measurement Models Tested for the Individual Teaching Practice Factors.

The full, 12-item, three-factor, measurement model, which allowed the three factors
to covary, was not accepted on the basis of a significant zz (p<0.05) and RMSEA greater
than 0.05. Examination of the modification indices for this model indicated that post hoc
modification was required to obtain a baseline measurement model that was an adequate
representation of these control group data. The information contained in the modification

indices suggested that simple structure for the three-factor model had not been reached.
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Table 3

Fit Indices for Single-, Two-, and Three- Factor Baseline Teaching Practice Models Tested

2

4

Model Comparison # Items X df df RMSEA NNFI CFI

Group 1 Calibration
Sample (n=227)

Traditional Practice 4 5.12* 2 256 0052 096 0.99
Investigative Practice 4 3.10" 2 155 0000 1.00 1.00
Investigative Culture 4 1.38* 2 0.69 0.000 1.00 1.00

Traditional Practice + 8 22.88" 19 116 0.043 098 0.99
investigative Practice

Traditional Practice + 8 27.33" 19 143 0051 096 098
Investigative Culture

Investigative Practice + 8 27.37" 19 144 0.044 097 098
Investigative Culture

Traditional Practice + 12 92.96 51 182 0.060 093 095
Investigative Practice +
Investigative Culture

Traditional Practice + 9 27.86° 24 116 0.027 0989 0.99
Investigative Practice +

Investigative Culture
(post hoc modification)

Group 1 Validation
Sample (n=233)

Traditional Practice + 9 3047 24 127 0.034 098 0.99
Investigative Practice +
Investigative Culture
(post hoc cross-
validation)

Note. *p > 0.05. RMSEA = root-mean-square error of approximation; NNFI = non-
normed fit index; CFl = comparative fit index.

Two items were found to load significantly on more than one factor. The PREASMT

(Q10j) item was found to load on the Traditional Practice factor in addition to the Investigative
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Practice factor. The HMWRK (Q10l) item was found to load on the Investigative Practices
factor in addition to the Traditional Practice factor. The READRFLT (Q10m) and WRTRFLT
(Q11s) items were found to share more variance than could be accounted for by the
Investigative Culture factor. As a result, the PREASMT, HMWRK, and READRFLT items
were removed from the three-factor model to create a 9-item model that fit these data very
well (non-significant ;(2 , p>0.05 and RMSEA less than 0.05, as well as NNFI and CFl values
of 0.90 or greater).

As recommended by Jéreskog & S6rbom (1993), the post hoc modification required
that the three-factor 9-item model be validated using another sample of control group data to
assure that the new model was not one that capitalized on chance. The third sample of
control group data held in reserve (n=233) was used to cross-validate the proposed baseline
model. Table 3 shows that the post hoc modified baseline modei fit these data very well (non-
significant ;(2 , p>0.05 and RMSEA less than 0.05, as well as NNFI and CFl values of 0.90 or
greater). This third sample of control group data was then carried forward to be used as the
baseline for comparison in the final part of this study. The final part of this study conducted
the comparisons of factor structure and mean level across groups using factorial invariance
hypothesis testing techniques described previously on the 9-item set (Traditional Practice-
Q10a, Q11e, Q11g; Investigative Practice-Q11m, Q110, Q11p; Investigative Culture-Q11f,

Q11s, Q11u).
Part Three of the Secondary Data Analysis—Determination of Invariance

The ;(l difference test (Bentler & Bonett, 1980) and the nested hypotheses
methodalogy (Widaman & Reise, 1997) were used to determine factorial invariance in this
study. Change in fit across treatment groups with increasing exposure to reform-minded
professional development was assessed against the baseline model determined for the

control group in Part 2. The four groups (control pius three levels of treatment exposure)
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were simultaneously compared using the multiple sample feature of LISREL 8 against
increasingly restrictive factorial invariance conditions (see the flowchart in Figure 5 below for a

detailed description of Part 3 of the secondary data analysis).

Establishing the Group Model for Comparison

The fit of the validation sample of control group data (n=233) to the baseline mode!
was used as the standard against which the fit of the calibration samples for group 2 (n=409),
group 3 (n=150), and group 4 (n=249) data were compared. As stated previously, samples of
the treatment group data were used because the researcher did not know at the outset of the
analysis whether post hoc modification and cross-validation in an another sample would be
necessary to achieve a group model that would meet the initial condition of configural
invariance.

In addition the following constraints were imposed to identify the group model: (a) the
reference variable for each factor determined by TSLS was set to 1.0 and constrained to
invariance across groups, and (b) the factor means were fixed to zero in the control group and
freely estimated in the three treatment groups. These two constraints were sufficient to
identify the remaining parameters (factor loading, intercepts, factor variance/covariance, error
variance, factor mean level) estimated across groups. The three factors were allowed to
covary and the error variances were not. The sequence of steps that was executed by the
researcher to perform this study follows below.

The analysis performed was planned to praceed according to a predetermined
framework—flowing sequentially from testing the least restricted (only the factor pattern
constrained to equality across groups-all others freely estimated) model! to the most highly
restricted (all parameters pertinent to studies of factorial invariance constrained to equality).
The investigation of factorial invariance was planned to proceed until a hypothesis detailing a

specific degree of parameter equality across groups failed to be supported by these data.
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Figure 5. Decision Sequence Used for Factorial Invariance Testing.
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At the outset of studies such as this the researcher would not know the extent to
which factorial invariance would be demonstrated with their data, hence it was important to
have a decision-tree type framework to guide the analytic sequence. In practice, most data
sets are found to meet the least constrained forms of factorial invariance (factor pattern),
some meet the minimum accepted requirement for comparison of factor means across
groups (factor ioadings), and very few meet any of the more constrained forms of factorial
invariance (LaBouvie & Ruetsch, 1995).

As was the case for the previous part of the analysis, x* and the three other
alternative measures of practical fit (RMSEA, CFl, and NNFI) were used to establish the
adequacy of madel fit across groups. The muitiple groups procedure in LISREL 8 was used
to simultaneously determine the extent to which the covariance matrices for the control and
three treatment groups were statistically equivalent for a given model and its specified

parameters, both constrained to equality where appropriate and freely estimated.
Step 3a: Testing for Equality of Factor Pattern (Configural Invariance

The first CFA task in Part 3 of this study was to determine the extent to which the
proposed the factor structure (i.e., measurement model) identified by exploratory factor
analysis, confirmed, and then and cross-validated by CFA in Part 2 of this study, fits the self-
report teaching practice data across the four levels of treatment. At this initial stage in the
analysis, only the factor pattern was constrained to equality across groups. This meant that
only the number of factors and salient items were hypothesized to be the same across
groups. As described in Chapter 2, testing the equality of factor pattern across groups
pertained to determination of the form of factorial invariance referred to as configural
invariance.

A significant difference in the variance-covariance matrices at this point in the

analysis would have indicated that some alteration in the factor structure (i.e., reorganization
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or gamma change) had occurred in one or more of the treatment groups compared to the
control group. This test denotes the degree to which the a priori common factors determined
for the control group or baseline madel represent the data for each group. Lack of reasonable
fit would have indicated that the dimensionality (either compaosition of factors or number of
factors) of the factor model proposed differed across groups (Taris et al., 1998).

Should the hypothesis of configural invariance across groups be rejected in step 2a,
the analysis was planned to proceed to identify the extent and nature of the structural
differences between control and treatment groups and thus, describe the evidence of gamma
change exhibited as a function of treatment exposure. When reasonable indices of fit are
obtained for step 3a, the hypothesis that the conditions of configural invariance are met
across groups should be accepted and the analysis should then proceed to examine the next

in a series of increasingly restricted nested invariance models.
Step 3b: Testing for Equality of Factor Loadings (Weak Factorial Invariance

Should acceptable fit values be obtained for the model specified in step 3a, this
model should then be modified by adding the constraint that the factor loading matrices (A) be
invariant across groups (see Figure 5). The 12 that results from this step 3b model should be
compared with the value obtained for the configural invariance model tested step 3a (Bentler
& Bonnett, 1980). The difference in x° values between two nested models is distributed as a
;(zwith degrees of freedom equal to the difference in degrees of freedom between the two
models. Should the restricted model result in a non-significant increase in ¥ (or Ax?) over the
less constrained model then, the hypothesis of what was referred to as weak factorial
invariance across groups should be accepted. If the hypothesis of weak factorial invariance
was accepted, analysis was planned to proceed to place additional invariance constraints on
the model. If the conditions of weak factorial invariance were not met, analysis was planned

to proceed to determine the nature and extent of the structural differences and thus, evidence
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of beta change (a recalibration or change in scaling units) exhibited across the control and

treatment groups (Taris et al., 1998).
Step 3c: Testing for Equality of Intercepts (Strong Factarial Invariance

Should acceptable fit values be obtained for the model specified in step 3b, this
model will be modified by adding the constraint that the intercept matrices (7 ) be invariant
across groups (see Figure 5). This constraint examines the extent to which the intercept
matrices among the factors being studied are invariant. Similar to step 3b above, should the
more highly constrained step 3¢ model result in a non-significant increase in xz (or sz) over
the less constrained model then, the hypothesis of equal intercepts across groups should be
accepted. In addition, as described in Chapter 2, strong factorial invariance allows for ARF

invariant interpretation of estimated parameters.
Step 3d: Testing for Equality of Error Variance (Strict Factorial Invariance

Should acceptable fit values be obtained for the model specified in step 3c, this model
would then be modified by adding the constraint, to all those that have been previously
described, that the diagonal elements of the error matrices ( o) 5 :) also be invariant across
groups. Should the previous hypothesis of equal variance have been accepted, this test of
equality across error variances indicates whether the measurement error is invariant across
groups. Strict factorial invariance, under most conditions rarely occurs. Similar to steps 2b
through 2¢ above, should the more highly constrained step 2d model resuit in a non-
significant increase in xz (or sz) over the less constrained model then, the hypothesis of
equal error variance across groups should be accepted. Should the constrained model be
accepted, this implies equivalence across respondents in their ability to understand and
provide answers to the items, regardless of group membership; however, should the

hypothesis be rejected, the error variance of the items may depend on the situation (i.e. some
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form of beta change) (Taris et al., 1998).

Step 3e: Testing for Equality of Factor Covariance/Variance

Should acceptable fit values be obtained for the strong factorial invariance madei
specified in step 3c, this model will be modified by adding the constraint that the factor
covariance matrices ((b ¢ ) be invariant across groups (see Figure 3). This constraint
examines the extent to which the covariances and variances among the factors being studied
are invariant. Similar to the preceding steps 3a-d above, should the more highly constrained
step 3e madel result in a non-significant increase in ¥*(or sz) over the less constrained
model then, the hypothesis of equal covariance/varaince across groups should be accepted.

If the factor covariance elements fail to exhibit invariance across groups Schmitt
(1982) asserts that this is evidence of gamma change, in that the strength and/or direction of
the relationship among the factors has shifted in some way. Taris et al. (1998) have indicated
that shouid this be the case, it implies that a “shift in the boundary of meaning” among the
constructs has occurred.

Alternatively, or in addition, should the factor variance elements fail to exhibit
invariance across groups, Schmitt (1982) asserted that this may be evidence of a form of beta
change (recalibration of the true score continua). Similarly, Taris (1998) suggested that
changes in factor variances may indicate that respondents perceive more or less of a
difference in the relevant constructs across groups. Thus, rejection of the equal variances

hypothesis could signal that certain groups are better able to differentiate among constructs.

Step 3f: Testing for Equality of Factor Mean Level

Should acceptable fit values be obtained for the strong factorial invariance modei
specified in step 3c, this model would be modified by adding the constraint that the factor

mean matrices (K ) be invariant across groups (see Figure 5). This constraint examines the
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extent to which the mean level among the factor scores are equivalent. Similar to the
preceding steps 3a-e above, should the more highly constrained step 3f model result in a non-
significant increase in ¥ (or Ax®) over the less constrained model then, the hypothesis of
equal factor mean level across groups should be accepted. Thus, when the factor mean level
fails to exhibit invariance across groups then the data support group differences in factor
mean ievei. The resuits of factorial invariance testing (steps 3a-f) as described follow in

Chapter 4.
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CHAPTER 4

RESULTS

Testing Factorial Invariance Across Groups

The core function of a factorial invariance study is to determine whether the factor
structures under investigation demonstrate sufficient similarity across groups, conditions, or
time to support valid comparison of factor mean scores. The results that follow present the
extent to which the nested set of factorial invariance hypotheses described in the previous

methods chapter were upheld.

Establishing the Baseline Model for Comparison

The first step in investigating factorial invariance within a multipie-group CFA model
was to specify a baseline model that fits the data satisfactorily. The baseline model was one
that meets the minimal conditions of configural invariance. Configural invariance requires that
the factor pattern matrices are equivalent across the groups under comparison. This meant
that for each group, the measured variables (items) relate to the latent variables (factors) in
the same general way. Specifically, the pattern of zero (an item does not load on a given
factor) and non-zero (an item does load on a given factor) loading should be the same across
groups (see Table 4).

In this study, these minimal conditions were tested when all model matrices were
freely estimated for each of the four treatment groups, with the exclusion of those constraints
imposed to identify the model across groups. This baseline model then served as the starting

point against which the fit of more restricted forms of invariance were compared.

67
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Table 4

Hypothesized Pattern Matrix for Configural Invariance

68

Measured Variable Factor 1 Factor 2 Factor 3

Traditional Investigative  Investigative
Practice Practice Culture

LECTURE (Q10a) ,{1 0 0

Lecture !

READTXT (Q11e) A 0 0

Textbook 2

WRKSHT (Q11g) A 0 0

Worksheets !

DESEXPT (Q11m) 4] Ao 0

Experiments 2

MODLSIM (Q110) 0 A 0

Simulations 52

EXTNTXPT (Q11p) 0 A, 0

Projects 62

READOTH (Q11f) 0 0 ;m

References

WRTREFL (Q11s) 0 0 ,13

Reflection 3

MATHTOOL (Q11u) 0 0 /193

Problem-saolving

As shown in Table 5 the baseline model (Model 1) had an acceptable level of fit.

Specifically, Model 1 had a */df ratio of less than 2, a RMSEA of less than 0.05, and both

NNFi and CFl greater than 0.90. Thus, although the chi-square fit statistic was statistically

significant at p < 0.001, the baseline model can be said to fit the data reasonably well

considering the large sample size for all four groups relative to the small number of variables

included in the model. These data provide evidence that support acceptance of the

hypothesis of configural invariance. Under these conditions the researcher can assert that

similar, but not identical, latent variables (factors) are present across the four groups.
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Table 5

Fit Indices for Alternative Structural Models

Absolute Fit Indices Relative Fit Indices

Zz df Zl RMSEA NNFI CFl
Model df
Configural Invariance 151.36 96 1.58 0.047 0.96 0.97
Model 1
Baseline
Weak Factorial Invariance 176.91 114 1.55 0.046 0.96 0.97
Model 2

Model 1 + [\ ¢ invariant

Strong Factorial Invanance 18547 132 1.41 0.040 0.97 0.97
Model 3

Model 2 + fg invariant

Strict Factorial Invariance 271.64 159 1.71 0.052 0.95 0.95
Model 4

Model 3 + é ¢ invariant

Variance/Covariance 263.55 150 1.76 0.054 0.95 0.95
Invariance

Model 5
Model 3 + Cb g invariant

Factor Mean Invariance 945.13 141 6.70 0.148 0.61 0.62
Model 6

Model 3 + iég invariant

Noate: All chi-square values were significant at the p < 0.001 level. RMSEA = root-mean-
square error of approximation; NNFI = non-normed fit index; CFl = comparative fit index.

Using the Chi-square Difference Test with Nested Invariance Hypotheses

The absolute ( 7~ and x> :df ) and relative fit statistics (RMSEA, NNFI, and CFI)
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are reported in Table 5 for the set of five nested models tested. The chi-square values for
each of the five models were significant at the p <0.001 level. The influence of large sample
size on the chi-square statistic used to assess absolute model fit made it necessary to rely on
what Widaman & Reise (1997) refer to as comparative measures of “practical fit" rather than
the statistical significance of the chi-square alone for decisions as to accept or reject each of
the increasingly restricted nested models and their related invariance hypctheses. The
Bentler & Bonett (1980) method of chi-square difference was used as an alternative to test the
remaining invariance hypotheses for the set of nested models. This method allowed the
researcher to establish the extent to which invariance exists using the strength of a statistical
test to accept or reject the set of nested invariance hypotheses.

When restrictions are placed on one model to create another more constrained
model, such as holding a parameter invariant, the more constrained model was said to be
nested within the less constrained model. According to Bentler & Bonett (1980) under these
conditions, the difference in chi-square values (Azz ) for the nested model pair is distributed
as a chi-square variate with degrees of freedom equal to the difference in degrees of freedom
between the two models (Adf ). The Ay ” valueis then used to test the statistical
significance of the difference in fit between the nested models. When the AZZ value is
statistically significant (p< 0.05), the less constrained model provides a significantly better fit to
the data. Thus, for each of the increasingly constrained models, the extent to which factorial
invariance holds was determined by testing whether constraining a given matrix (such as A g
.. o) e ) ¢+ OF K, ) to invariance across the four treatment groups results in significant
deterioration in model fit compared to that for the less constrained model from which it was
constructed. In those instances where the nested invariance restriction did not result in
degradation of model fit (p > 0.05), that invariance hypothesis was accepted and that level of
invariance, as defined by the parameter constraint tested, was said to hold. In those

instances where the nested invariance restriction did result in significant degradation of madel
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fit (p < 0.05), that invariance hypothesis was rejected and that level of invariance, as defined

by the parameter constraint tested, was said to fail to hold.

Testing for Weak Factorial Invariance

Upon accepting the baseline hypothesis of configural invariance, the hypothesis of
weak factoral invariance, ;\1 = 1“\2 = f\z =A +» was then evaiuated. Under the conditions of
weak factorial invariance, the loading, or regression coefficient, for each of the measured
variables on their respective latent variable was hypothesized to be equivalent across groups.
To test this hypothesis, the baseline Model 1 was modified to create Model 2 by imposing the
constraint that the ./A\ g matrix, or factor loading, be held invariant across groups. As shown in
Table 5 the chi-square value of 176.91 with 114 degrees of freedom for Model 2 was
statistically significant (p < 0.001) which under the stringent conditions of absolute measures
of fit would lead to rejection of this large model. However as seen in Table 6, using Bentler &
Bonett's (1980) Ay ” nested model method to compare relative fit between Model 1 and
Model 2, the additional constraint of holding the A ¢ Mmatrix to invariance across groups did
not yield a statistically significant decrease in model fit.

As shown in Table 6. moving from configural (Model 1) to weak factorial invariance
(Model 2) there was no evidence of fit deterioration—the Ay value for this comparison was
25.55 with a Adf of 18 (p > 0.05). In addition, RMSEA exhibited a small degree of
improvement and NNFI and CFl remained unchanged. Consequently, Model 2 represents a
relatively better fitting alternative structural model than Model 1. Thus, the hypothesis of weak
factorial invariance across the four treatment groups was accepted.

Weak factorial invariance is as a prerequisite to the comparison and interpretation of
differences across groups with respect to factor variance/covariance that are not subject to
the indeterminancy that arises with alternative scaling strategies for latent variables. These

data provided evidence to support the assertion that factor variances and covariances are
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ARF (appropriate rescaling factors) invariant across the four treatment groups. As in this

case when the ARF condition is met, factor variances and covariances across groups may be

meaningfully compared regardless of how the model was identified/scaled.

Table 6

Differences in Fit of Alternative Structural Models

Difference

Ay?
Model Comparison Ay Adf  Adf  RMSEA NNFI CFI
Weak Factorial Invariance 25.55" 18 142 -0.001 0.000 0.000
Model 1 vs. Maodel 2:
Testing Invariance of A,
Strong Factorial Invariance 8.56" 18 0.48 -0.006 -0.01 0.000
Mode! 2 vs. Madel 3:
Testing Invariance of 7,
Strict Factorial Invariance 86.17* 27 3.19 +0.012 +0.02 +0.02
Model 3 vs. Model 4:
Testing Invariance of ©
Variance/Covariance Invariance 78.08™ 18 434 +0.014 +0.02 +0.02
Model 3 vs. Model 5:
Testing Invariance of ) <
Factor Mean Invariance 759.66* 9 844 +0.108 +0.36 +0.35

Meodel 3 vs. Model 6:
Testing Invariance of &,

Note. For all model comparisons, the second-listed model was more restricted than, and was
nested within, the first-listed model. Given the way in which indices of practical fit were

computed and interpreted, negative difference values mean better fit for more restricted
model, positive difference values mean waorse fit for the more restricted model. RMSEA =
root-mean-square error of approximation; NNFI = non-normed fit index; CFl = comparative fit

index.

*p>0.05. ** p <0.001.
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Testing for Strong Factorial Invariance

Next, the hypothesis of strong factorial invariance, 7, =%, =7, =7, , was evaluated.
To test this hypothesis, Model 2 was modified to create Mode! 3 by imposing an additional
constraint that the z:g matrix, or item intercepts, be held invariant across groups. As shown in
Table 5 the chi-square value of 185.47 with 132 degrees of freedom for Model 3 was
statistically significant (p < 0.001) which under the stringent conditions of absolute measures
of fit would lead to rejection of this large model. However as seen in Table 6, using the
Bentler & Bonett (1980) nested model method to compare relative fit between Model 2 and
Model 3, the additional constraint of the r'g matrix to invariance across groups did not yield a
statistically significant decrease in model fit.

As shown in Table 6, moving from weak (Model 2) to strong (Model 3) factorial
invariance there was no evidence of fit deterioration—the Azz value for this comparison was
8.56 with a Adf of 18 (p > 0.05). Constraining the 7, matrix to invariance did not resultin a
statistically significant decrease in model fit from that obtained for constraining the A ¢ matrix
alone. There was much better fit per degree of freedom difference for Model 3 (0.48)
compared to Model 2 (1.42). In addition, the RMSEA and NNFI exhibited some degree of
improvement and the CFl remained unchanged. These measures indicated that the strong
factorial invariance model fit these data better than the less restricted, weak factorial
invariance model against which fit was compared. Thus, the hypothesis of strong factorial
invariance across the four treatment groups was accepted.

Strong factorial invariance serves as a prerequisite to the meaningful comparison and
interpretation of differences across groups with respect to the relative level of factor mean
scores and factor variance/covariance. These data provided evidence that supports the
assertion that factor mean scores and factor variances are ARF invariant across the four

treatment groups. Group differences in both the means and variances on the latent variables,
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representing the teaching practice constructs theorized by the systemic reform literature, are

captured in group differences in the means and variances on the measured variables.

Testing for Strict Factorial Invariance

Model 4 imposed the constraint that the © ¢ matrices be held invariant across the
four treatment groups in addition to the ;\g and fg matrices specified in Model 3. Strict
factorial invariance specifies that the measurement residuals (error) be invariant across
groups. As shown in Table 5 the chi-square value of 271.64 with 159 degrees of freedom for
Model 4 was statistically significant (p < 0.001) which under the stringent conditions of
absolute measures of fit wouid lead to rejection of this large model. The Bentler & Boneit
(1980) nested model method was again used to compare relative fit between Model 4 and
Model 3 to determine the effect of constraining the S ¢ Mmatrix to invariance across groups
((:)I =(-:)2 =(:)3 =C:)4) on model fit.

As shown in Table 6, moving from strong (Model 3) to strict (Model 4) factorial
invariance there was evidence of significant fit deterioration—the Ay* value for this
comparison was 86.17 with a Adf of 27 (p <0.001). Constraining the o) ¢ matrix to
invariance did result in a statistically significant decrease in model fit from that obtained for
constraining the A g and fg matrices alone. There was a large decrease in the fit per
degree of freedom difference for the more canstrained Model 4 (3.19) compared to the less
constrained Model 3 (0.48). In addition, the RMSEA, NNFI, and CFI all exhibited some
degree of deterioration. These measures indicated that the strict factorial invariance model
does not fit these data better than the less restricted, strong factorial invariance model against
which fit was compared. Thus, the hypothesis of strict factorial invariance across the four
treatment groups was rejected.

Strict factoriai invariance serves as a prerequisite to the comparison and

interpretation of differences across groups with respect to the error variance of the measures.
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Under those conditions where strict factorial invariance holds group differences in the mean
scores and variances on the measured variables (items) are a function only of group
differences in mean scores and variances on the latent variables (factors). When strict
factorial invariance does not hold, group differences on the measured variables are not
entirely attributable to group differences on the latent variables. In addition, these data
provided evidence to support the assertion that there are differences in the reiiability of
measures across groups (the nature and extent of these differences will be presented in the

following section on parameter estimates).
Additional Invariance Tests Across Groups

in that the condition of strong factorial invariance held with these data, it was possible
to proceed to perform additional invariance tests across groups to determine the equivalence
of factor variance/covariance and mean level matrices and examine similarities and

differences across the complete set of parameter estimates (4 ,7,0 ,®,and «).

Testing Invariance of the Factor Variance/Covariance

In addition to the constraints specified by Madel 3, holding the [\g and fg matrices
invariant, Model 5 specifies that the variance/covariance matrices ((b ¢ ) be invariant across
treatment groups (CbI = Cbz = (bs =d +)- As can be seen in Table 5, the comparison
between Model 3 and Model 5 resulted in a Ay’ value of 78.08 with a Adf of 18 (p <0.001).
Constraining the 6] . matrix to invariance did result in a statisticaily significant decrease in
model fit from that obtained for constraining the A g and z"g matrices alone.

There was a moderate decrease in the fit per degree of freedom difference for the
more constrained Model 5 (4.34) compared to the less constrained Model 3 (3.19). In
addition, the RMSEA, NNFI, and CFI ail exhibited some degree of deterioration. These

measures indicated that the variance/covariance factorial invariance model does not fit these

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



76

data better than the less restricted, strong factorial invariance model against which fit was
compared. Thus, the hypothesis of variance/covariance factorial invariance across the four
treatment groups was rejected. In addition, these measures provided evidence to support the
assertion that there are differences in the factor variances and covariances across groups
(the nature and extent of these differences will be presented in the following section on

parameter estimates).

Testing the Invariance of the Factor Means

In addition to the constraints specified by Model 3, halding the A gand z"g matrices
invariant, Model 6 specifies that the factor mean matrices (lég ) be invariant across treatment
groups (K, =K, =K, =K, ). As can be seen in Table 5, the comparison between the less
constrained Model 3 and the more constrained Model 6 resulted in a Azz value of 759.66
with a Adf of 9 (p <0.001). Constraining the /63 matrix to invariance did resultin a
statistically significant decrease in model fit from that obtained for constraining the A g and
fg matrices alone. There was an extremely large decrease in the fit per degree of freedom
difference for the more constrained Model 6 (84. 4) compared to the less constrained Model 3
(3.19). In addition, the RMSEA, NNFI, and CFI all exhibited a very large amount of
deterioration. These measures indicated that the factor mean factorial invariance model does
not fit these data better than the less restricted, strong factorial invariance model against
which fit was compared. Thus, the hypothesis of factor mean level factorial invariance across
the four treatment groups was rejected. In addition, these measures provided evidence to
support the assertion that there are differences in the mean leve!l of factor scores across
groups (the nature and extent of these differences will be presented in the following section

on parameter estimates).
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Comparison of Parameter Estimates

Taking into account the differences in relative fit between the nested models tested it
was found that Model 3, the strong factorial invariance model ([\ g and fg matrices held
invariant across treatment groups), best represented these data among those alternative
measurement models tested. Invariance of the A g and fg matrices established that the
same latent variables, or factors, are identified in each of the four treatment groups evaluated.
Alternatively, elements in the @ g (b g and lc"x matrices were found not to be invariant
across the groups. Parameter estimates from Model 3, the strong factorial invariance model,
were then examined to detect the extent to which similarities and differences were evident

across groups.

Measured Variable Intercepts and Factor Loadings

Common metric completely standardized estimates of the elements in the fs matrix
varied from -0.01 to -0.32 (see Table 7). The intercept estimates for the Traditional Practice
factor ranged from -0.01 to —0.03, whereas those for the two reform-minded factors
Investigative Practice and Investigative Culture ranged from -0.27 to -0.32. Given that the
fg matrix was found to be invariant, these values are equivalent across the four treatment
groups.

The factor loadings for the A ¢ Matrix are provided in Table 7. Using the criteria
established by Comrey & Lee (1992), 89% of the measured variables in this study were
shown to be excellent to good markers for their respective factors. Specifically, 56% were
shown to be excellent (textbook, worksheets, experiments, simuiations, and projects) with
loadings larger than 0.71 (communality estimates of 50% or greater). 33% were found to be
very goad to good (references, reflection, and problem-solving) with loadings between 0.63

and 0.55 (communality estimates of 40-30%). Although the t-value for the lecture variable
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Table 7

WLS Estimates of Intercept, Factor Loading, Error Variance, and Squared Multiple Corretation (SMC) for Model 3

Loading ( A ) Error Variance ( éc )
(Communality Estimate) (Squared Multiple Correlation)
Intercept  Trad, Invest. Invest.

Measured Variable (%) Practice Practice  Culture GR1 GR2 GR3 GR4
Lecture -0.01 0,43 0 0 0.88 0,66 0.87 0.97
(0.19) (0.18) (0.24) (0.18) (0.13)

Textbook -0.03 0.80 0 0 0.55 043 0.30 0.12
(0.64) (0.54) (0.62) (0.68) (0.81)

Worksheets -0.01 0.89 0 0 0.23 0.13 0.21 0.35
{0.79) (0,78) (0.87) (0.80) (0.64)

Experiments -0.31 0 0.78 0 0.51 0,29 0.44 0.41
(0.60) (0.59) (0.69) (0.59) (0.52)

Simulations -0.32 0 0.86 0 027 G.27 0.33 0.22
(0.74) (0.77) (0.74) (0.69) (0.70)

Projects -0.27 0 0.73 0 0.39 0.57 0.34 0.48
(0.53) (0.62) (0.49) (0.61) (0.44)

References -0,30 0 0 0.57 0.68 0.69 0.66 0.66
(0.32) (0.38) (0.34) (0.27) (0.28)

Reflection -0.28 0 0 0.66 0.41 0.47 0.79 0.71
(0.44) (0.57) (0.50) (029) (0.32)

Problem-solving -0.30 0 0 0.63 0.74 0.56 0.56 0.57

(0.40)  (0.41)  (043)  (0.34)  (0.35)

8.



was statistically significant, its communality estimate was low (0.19) making it a relatively poor

marker for its respective factor.

Error Variances, Latent Variable Variance and Covariances

As shown in Table 7, neither the error variance nor the squared muitiple correlation®
(SMC) of measured variabies were constant across treatment groups. The SMC in CFA
studies serves to assess both the reliability and the proportion of variance of a measured
variable accounted for by a given factor. SMC is similar to the communality estimate in
traditional factor analytic approaches. For the most part, the reciprocal relationship predicted
by classical test theory—as error variance decreases, reliability increases and the converse—
was observed. In one case however, the problem-solving measured variable loading on the
Investigative Culture factor, reliability decreased as error variance decreased. In the majority
of instances (89%) the reliability for measured variables decreased as professional
development exposure increased. The one exception was with the textbook item where
reliability increased in association with increased exposure to professional development.

The WLS estimates completely standardized to a common metric for factor variances
and covariances across the four treatment groups are shown in Table 8. These data
indicated that as exposure to professional development increased the variance and
covariance of each of the three hypothesized teaching practice factors decreased. The
variance decrease associated with increased exposure to reform-minded professional
development observed for the Traditional Practice factor was approximately 0.2 standard
deviations--a relatively small effect. The variance the two reform-minded factors, Investigative
Practice and Culture, was observed to decrease 0.5 standard deviations—a relatively large

effect assaciated with increased exposure to reform-minded professional development.

S SMC_.="/,+0,

i
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Table 8

WLS Estimates of Variance/Covariance for Latent Variables From Modei 3

Factor

Trad. Invest. Invest.

Factor Practice Practice  Culture

GR1 (0 hours)

Traditional Practice 1.03
Investigative Practice 042 1.21
Investigative Culture 0.55 1.10 1.27

GR2 (1-19 HOURS)

Traditional Practice 1.10

Investigative Practice 0.51 1.04
Investigative Culture 0.67 0.87 1.08
GR3 (20-39 HOURS)

Traditional Practice 1.02

Investigative Practice 0.37 1.02
Investigative Cuilture 0.45 0.73 0.73
GR4 (40+ HOURS)

Traditional Practice 0.80

Investigative Practice 0.03* 0.72
Investigative Culture 0.20" 0.66 0.77

Note. Bold diagonal values represent factor variance. Plain text off-diagonal values
represent factor covariance. * p<0.05, covariance not statistically significant. Results
reported are completely standardized to a common metric to facilitate comparison across
groups.

The decrease in covariance between the Traditional Practice and the Investigative
Practice and Culture factors associated with increased exposure to professional development
observed was 0.4 standard deviations (0 hours compared to 40+ hours)— a relatively large
effect. The relationship between the Traditional factor and both reform-minded factors

supported by the baseline model for the unexposed control group was not found to be
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statistically significant at the highest level of exposure to professional development. Similarly,
the decrease in covariance between the Investigative Practice and Culture factors associated
with increased exposure to reform-minded professional development was observed to be 0.4

standard deviations (0 hours compared to 40+ hours)}—a relatively large effect.

Factor Means

The factor, or latent variable mean scores, for the four treatment groups are
compared in Table 9. The factor mean scores were fixed at zero for the control group (0
hours professional development) to permit the estimation of this parameter in the three
remaining treatment groups. These estimates showed relatively little change, less than 0.1
standard deviation, in the mean score for the Traditional Practice factor associated with
increased exposure to reform-minded professional development. Alternatively, these
estimates indicated a moderate increase, 0.3 standard deviation, in the mean score for the
Investigative Culture factor and a relatively large increase, 0.5 standard deviation, in the mean
score for the Investigative Practice factor associated with increased exposure to reform-
minded professional development. In addition, these estimates revealed that some degree of
increase in the two reformed practice factors was evident with as few as 1-19 hours of
exposure and that change was more gradual for the investigative Culture factor.

In summary, the strong factorial invariance held. Factor structures were found to be
invariant across treatment groups to a degree sufficient to allow comparison of factor
variances, covariances, and means. Variance and covariance for all three teaching practice
factors were found to decrease in association with increasing exposure to reform-minded
professional development. The factor mean for the Traditional Practice factor was found to
be relatively stable across treatment exposure groups; whereas, the Investigative Practices
and Culture factor means were found to increase in association with as little as 1-19 hours of

exposure to reform-minded professional development.
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Table 9

WLS Estimates of Means for Latent Variables From Model 3

Factor
Trad. Invest. Invest.
Treatment Group Practice  Practice Culture
GR1 (0 hours) 0.00 0.00 0.00
GR2 (1-19 hours) 0.09 0.22 0.17
GR3 (20-39 hours) 0.04 0.52 0.23
GR4 (40+ hours) 0.08 0.51 0.33

Note. Results reported are completely standardized to a
common metric to facilitate comparison across groups.
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CHAPTER§

DISCUSSION AND CONCLUSION

Findings

The findings from this study point to two key aspects of change of which evaluators
faced with the challenges presented by the assessment of change should now be aware: (a)
conceptual change which results in alterations in the measurement structure for a given
construct, and (b) mean level change which results in changes in the magnitude of a factor
score for a given construct. The strategies deployed for the detection and measurement of
change in an evaluation setting should, in light of this study, be appropriate for the type of
change assessed. This chapter provides discussion of the findings with respect to these
areas of critical interest to the field of evaluation, presents the implications of the findings
within the context of systemic educational reform, points to limitations of the study, and offers

suggestions for furthering this line of inquiry.

The Detection and Disentanglement of Conceptual and Mean Level Change

This study was designed to enable the researcher to explore the extent to which CFA
could be used to address some of the measurement challenges faced by evaluators engaged
in the interpretation of self-report survey data collected under quasi-experimental conditions.
In particular, this study presents the case for strong factorial invariance as the central
prerequisite to the valid and reliable use of linear composite scores to gauge the relative
influence of treatment across groups. Quite simply, regardless of the conditions under which
the evaluation was conducted or the groups surveyed, the evaluator needs evidence that not
only speaks to the magnitude of treatment effects but also to the substantive coherence and
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measurement equivalence of pertinent constructs.

Factor structures, or measurement models as they are referred to in CFA, were used
in this study as a way to examine the substantive and measurement equivalence of a muiti-
dimensional construct across control and treatment groups. The methods research
presented here demonstrates the extent to which factorial invariance holds across control and
reatment conditions. in addition, these methods enable the researcher i not only to
compare treatment effect size across groups from a more robust measurement position—but
also to make limited inferences about the relationship between treatment exposure and the
emergence of differences (i.e., conceptual change) in the mental models held by respondents
for the construct(s) of interest. Factorial invariance provides a useful methodological lens to
detect and distinguish between tangled evidence of conceptual and mean level change that
occur across comparison groups.

Given that these data were found to support the condition of strong factorial
invariance across groups, it was reasonable to assert that exposure to reform-minded
professional development in and of itself was not associated with wholesale alterations in the
mental model or measurement structure for the muiti-dimensional teaching practice construct.
Sufficient evidence of factorial invariance was found to support the comparison of factor
means and other parameters across groups. However, these data do provide evidence of
substantive conceptual change in the relationships among factors and of moderate to large
effect sizes for changes in the mean level of investigative aspects of science instruction
(practice and culture) associated with exposure to treatment. In addition interpretation of
these results presents clear implications and suggestions to inform evaluation practice where
the assessment of change is concemed. The reporting of factor scores without addressing
issues of factorial invariance in effect can bury significant information about the undercurrents

of change and limit the valid use of change scores.
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Evidence of Conceptual Change

First, acceptance of the configural invariance hypothesis established that an
equivalent factor pattern, in this case simple structure, describes teaching practice across
groups irrespective of the amount of treatment exposure. There was no evidence to support
that conceptual change of the most serious gamma type had occurred with respect to the
relationship among items and their factors. Thus, the meaning or the way in which
respondents “see” teaching practice items relate to teaching practice factors was found to be
equivalent across groups. Given the complex nature of the actual factor structure
representative for the entire data set rather than the abbreviated slice examined here, these
findings affirm the importance of simple structure. This does present somewhat of a paradox
however. In particular, for many developmental processes such as those studied here, the
dimensionality of constructs is known to increase over time (Maruyama, 1998). Forcing items
to achieve simple structure, although the model fits, preciudes the possibility that items slide
on and off factors as the mental models for developmental constructs, such as teaching
practice, evolve. The use of change scores without evidence of configural invariance seriously
compromises ability of the evaluator to establish that the constructs being assessed are the
same across groups.

Second, acceptance of the weak and strong factorial invariance hypotheses
established that factor loadings and item intercepts are equivalent across groups. There was
no evidence to support that conceptual change of the beta type had occurred among the
regression weights or intercepts of items with respect to their specific factors. Thus the scale
or the way in which respondents “weight” teaching practice items relative to each other and to
each specific factor was found to be equivalent across groups. Respondents perceive and
calibrate the three factor scales that comprise teaching practice in the same way across

groups irrespective of the amount of treatment exposure. The relative emphasis given each
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item is a valuable part of the information contained in a factor score in that it is a weighted
linear composite and not just the simple average of summed item scores. The reporting of
factor scores without evidence of strict factorial invariance compromises the interpretation of
differences and similarities across groups.

Third, rejection of the strict factorial invariance hypothesis established that the error
variance for items was not equivalent across groups. There was evidence to suggest that
respondents may not be equally well able to understand and respond to the items. In addition
this evidence of the beta type of conceptual change suggested that item reliability, as
measured by squared multiple correlation, may depend to some extent on group situation.
Although tests of weak and strong factorial invariance were accepted, this reaily only meant
that the differences in item loading and intercepts present across groups were not sufficiently
large, given the error, to detect statistically significant differences—not that there was no
difference. Even though strict factorial invariance usually is neither a precondition for the
comparison of factor scores nor expected, it would have profound implications for studies
where large numbers of items with complex loading are involved or where bias was a
particular concern.

Fourth, rejection of the variance/covariance factorial invariance hypothesis
established that factor variance and the relationships among factors were not equivaient
across groups. There was evidence to suggest that there was an association between
exposure to treatment and the extent to which respondents saw greater coherence within a
given factor but also greater distinction among factors. This evidence of conceptual change
in terms of boundary shift of scale scare range within (variance-beta type) and distinctiveness
among factors (covariance-gamma type) presents the most intriguing finding from the study.
Evidence that the variance for each and covariance among the three teaching practice factors
decreased in association with increased exposure to treatment suggested that professional

development may influence the conceptual clarity with which respondents report the
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traditional, investigative practice and culture aspects of their teaching. The reporting of
change scores in isolation, without assessing variance/covariance factorial invariance, would
not capture evidence of changes in the relationships among constructs.

In summary, relative to the work of Smithson & Porter (1994) and others on the
relationship between training and the accuracy of self-report behavioral data, it was not
surprising that as teachers became more exposed to the tenets and tenor of the science
educational reform agenda, the clarity with which they perceived science teaching practice as
a muilti-dimensional construct increased. Teachers not yet exposed to reform-minded
professional development were found to have a fairly fuzzy and diffuse mental model of
teaching practice. Evidence here suggested that they see the investigative aspects of their
science teaching (practice and culture) as nearly indistinguishable from one another and only
somewhat dissimilar from the traditional aspects of teaching practice. On the other hand,
teachers exposed to the highest levels of professional development appear to have come to
express a more tightly focused mental model for teaching practice where the reform factors
are substantially more distinct and divergent. There was evidence to support the assertion
that the investigative aspects of science teaching (practice and culture) are seen to be related
to each other conceptually to a much lesser degree by exposed groups than by the
unexposed group. In addition, there was evidence to support that neither the investigative
practice nor culture aspects of science teaching were perceived by exposed groups to be as
similar conceptually to traditional aspects of practice as for the unexposed group. This in and
of itself presents compelling evidence that conceptual change can and shouid be captured as
a routine part of evaluating the efficacy of treatments thought to influence knowledge and

behavioral structures.

Evidence of Mean Level Change

In addition, given that these data support the condition of strong factorial invariance
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across groups, it was reasonable to assert that there was an association found between
exposure to reform-minded professional development and increases in the mean level of
factor scores. Rejection of the null hypothesis for factor mean level difference was interpreted
to illustrate the strength and direction of the association of reform-minded professional
development with the self-reported frequency of traditional and investigative science teaching
praclices.

The frequency with which teachers report engaging in traditional science teaching
practices was found to be quite stable relative to treatment exposure. This finding was
consistent with observational and interview data reported in the literature that suggests
teachers add reformed practices to an aiready full portfolio of teaching practices that
continues to rely on a set amount of lecture, textbooks, and worksheets (Spillane & Zeuli,
1999). There was no evidence to suggest that there was any reduction in the self-reported
frequency of traditional teaching practices’.

In addition, these data suggested that teachers are more likely to report increases in
the frequency with which their students engage in episodic science experiments, simulations,
and projects than the frequency with which students delve into the more substantive scientific
habits of mind like reliance on problem-solving, reference, and reflection tools. As suggested
by Spillane & Zeuli (1999) some aspects of multi-dimensional teaching practice are more
responsive and amenable to reform than others. As reported here, evidence of changes in
science teaching practice is slower to emerge for exposing students to the scientific habits of

mind than it is for providing opportunity for students to engage in scientific activities.

T LSC evaluation did not include findings related to the Traditional Practices factor; however,
moderate effect sizes (0.66-0.69 respectively) were reported across treatment groups for the
Investigative Culture and Practices factors (Weiss et al., 1998, p. 80). Itis important to note
that the construction and scoring of the factors/composites were approached differently in the
HRI evaluation and this study.
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Application of Findings to Systemic Reform as a Change Venue

Because different teachers bring different knowledge, beliefs, and experience
to reformers proposals they often construct different ideas about what the
reforms mean for their teaching and pursue different courses of action. An
issue here concemns what if any patterns exist in teachers’ diverse responses
to reform (Spillane & Zeuli, 1999, p. 2).

The reform community has long held that teachers possess the key to the initiation
and sustenance of lasting change (Darling-Hammond, 1990; Fullan, 1993; Holmes Group,
1986, 1990; Shields, Anderson, Bamburg, Hawkins, Knapp, Ruskin, & Wilson, 1995).
Systemic reform requires teachers to revise their roles and responsibilities in order to acquire
the knowledge and skill needed to implement the mandated changes in curriculum and
instruction that serve as the necessary antecedents to improvements in student achievement.
“The success of efforts to increase and reach high standards depends largely on the success
of teachers and their ability to acquire the content knowledge and instructional practices
necessary to teach to high academic standards” (Improving America's Schools Association,
1996, p. 5). The current national and state systemic reform policy agenda requires much of
educators, and the institutions they serve, in order to improve the educational environment in
ways that will positively impact student achievement (Cohen & Spillane, 1991; Darling-
Hammond, 1997a, 1997b). These findings suggest that exposure to reform-minded
professional development can be strongly associated with at least the initiation of the kinds of
conceptual and behavioral changes sought by the reform movement.

Systemic educational reform takes a wide-angle view of scheool change that regards
all parts of the system as a whole and recognizes that to achieve enduring change, every
companent of the system must be “irreversibly and permanently altered” (National Science
Foundation, 1997, p. 2). This reform perspective is pattemed after modern models for
change that transcend the mechanistic, reductionist models that once dominated

contemporary thought (Watzlawick, Weakland, & Fisch, 1974). Systemic, or systems thinking
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(Senge, 1990) requires reformers to acknowledge that the way that educational systems are
put together has effects on the way people perform, what they acquire, and how they master
what they learn (Schlechty, 1997). Systemic reform emphasizes standards-based coherence
among state and local policies, in the hope that coordinated policies will influence progress
toward classroom practices that are aligned with state and emerging national curricular goals
(Fuhrman, 1993). The implicit overarching assumption here is that reform strategies impact
the educational system—organizational structure and culture—in such a way as to encourage
changes in the teaching and learning environment at the classroom level thought to support
improvement in student leaming and achievement (Goertz, Floden, & O'Day, 1995; Schiechty,
1997). The logic that drives much of the current, systemic reform agenda, which focuses
mainly on science and mathematics, is based on three assumptions:

1. The first assumption is that standards-based reform strategies directed at
organizations—for example, the alignment of curriculum and assessment policies at the state
level or instructional leadership and professional development at the district and building
level-promote concomitant changes at the individual level-for instance, the will and capacity
of teachers to embrace and enact the reform agenda (Cohen & Spillane, 1993; Corcoran,
1995; Darling-Hammond, 1990; Darling-Hammond & McLaughlin, 1995).

2. The second assumption is that changes in the will and capacity of teachers to
engage in reform are associated with the modification of teaching practice toward the reform
ideal~depth over breadth, student-centered instructional strategies, and the creation of an
investigative learning environment (Cohen, McLaughlin, & Talbert, 1993; NSF, 1994).

3. The third assumption is that changes in teaching practice are required to improve
student achievement (Brophy & Good, 1986; Center for Policy Research in Education, 1995).

Consequently, these assumptions contribute to the formulation of an implicit theory of
systemic reform. This implicit theory predicts the impact of current policies on student

achievement, either at the state or local level, will be limited by the extent to which teachers
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and the organizations within which they work possess the will and capacity to contribute
toward the evolution of classroom practice (Knapp, 1997; Spillane, 1994; Spillane &
Thompson, 1997). Given that one of the major thrusts of the systemic educational reform
movement is to transform classroom practice from traditional teacher-centered methods
toward more student-centered constructivist methods these data provide evidence in support
of movement along this intended trajectory. Evidence of conceptual change supports aspects
of teacher will and evidence of mean level change supports aspects of teacher capacity to
engage in reform to the extent that the constraints and conditions inherent to the evaluation

allow.

Limitations of the Study and Suggestions for Further Research

There are at least four methodological limitations to both the execution and
interpretation of the secondary data analysis presented here. These methodological
limitations that were identified a priori to the study also point to valuabie avenues along which
further research in this area could be pursued. They include within and/or between project
variability, within individual variability, alternative CFA models not under consideration, and

level of measurement.

Project and Individual Variability

Since the evaluation of differences within or between projects was not the focus of
this study, the clustered nature of the data set was not considered here and these data were
analyzed in aggregate. All of the projects adhere to a set of LSC principles that align
implementation strategies with current systemic reform theory; therefore little variation was
expected to be contributed by specific differences in project strategies. Although not
considered here, the determination of factorial invariance across projects from an hierarchical

CFA perspective would be an excellent additional line of investigation (Hox, 1994; Muthén,
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1991). In addition, variability in teaching practice outcomes across projects due to the
influence of systemic reform strategies, such as, state standards, or policy coherence and
restructuring at the local level, was neither examined nor utilized to assess the plausibility of
the systemic reform assumptions; however, this as well may serve as an additional avenue for
future research.

Although the costs of survey designs that include repeated measures are oiten
prohibitive given the limited budget allocated for the purposes of project or initiative
evaluation, they may well be the best approach for the study of change over time (Collins,
1991). The practice of opting not to follow the same respondents over time complicates any
longitudinal approach to evaluation of the effectiveness of an on-going treatment. The
interpretation of any results from a non-experimental approach such as this must take the oft-
cited threats to validity into account (Trochim, 1998). In particular, the evaluator must assume
that the control and treatment groups were comparable prior to the initiation of the LSC
initiative and that social threats such as diffusion of treatment influence was minimal during
the first year. In that it was not possible to consider individual rates of change, newer
methods such as latent growth curve modeling that would have been applicable with a more
dynamic, longitudinally sensitive design, were not appropriate. As with the previous limitation

this also presents an interesting and possibly fruitful line of further research.

Alternative CFA Models and Level of Measurement

As noted by Jdreskog (1993), there are many additional alternative models that could
have been envisioned and tested to fit the data equally well or better than those assessed by
this or any given study. The madel that uitimately best represented these data from among
those tested was only one of the many models that could have been specified for these data.
Jéreskog (1993) cautions users of CFA to avoid the pitfalls of failing to recognize that they

have not tested the universe of models, just a select few. It is important to note the subjective
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nature of this study and to alert the reader to the possibility that other configurations and
analyses may have provided alternative scenarios and explanations of the phenomenon at
hand.

Although CFA relies on hypotheses, it is not an exact science. In fact, like its cousin
EFA itis truly more of an art. In addition, although it was conceived probable, at the time this
study was proposed, that the more restrictive forms of factorial invariance would be rejected,
this study did not include any pursuit of evaluating CFA results using the partial metric
invariance methods proposed by Byrne, Shavelson, and Muthén (1989). This too, may prove
to provide future opportunity to deepen the knowledge base for the study of change.

As is common practice for most evaluations today, the scores used in these analyses
were obtained from S-point Likert scales. CFA and the related structural equation modeling
techniques are based on stringent assumptions of linearity—Jdreskog (1993) asserts that
rating scale data provide only weak support for such assumptions. The use of ordinal data in
analyses, such as those presented here, are quite common. Many authors make convincing
arguments as to why the practice of assuming an underlying interval scale is acceptable
without the modifications suggested by Jéreskog (1993) and implemented to execute this
research. Another interesting follow-up study would be to determine the impact of the
methodological decision to use the fixed threshold method, as suggested to convert these
data to an interval scale, rather than rely on the assumption of underlying continuous
variables. Clearly, somewhat different conclusions would have probably been drawn if these

analyses were based on unconverted ordinal scale data.

Conclusion

This study illuminates the measurement chailenges that arise under the clear design
constraints present in the at best quasi-experimental conditions frequently faced by

evaluators. This study affirms the importance of determining and reporting the extent to
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which comparison groups share the same mental model for the construct under investigation.
CFA techniques present a valuable new lens with which to address many of the measurement
challenges inherent in the real world practice of evaluation. CFA can be used to examine the
mental models held across groups as well as to detect and disentangle the conceptual from
mean level changes that occur in association with categorical group membership, treatment
exposure, and/or the passage of time. Group LISREL thus presents a theoreticaily appeaiing
and now empirically tested channel to explore the extent to which survey respondents relate
observed measures to latent constructs in the same way across groups.

Under those situations common to evaluation where groups are identified rather than
assigned as controi and treatment groups the use of composite scores to compare the
efficacy of an intervention or to compare group differences is severely compromised. At best
the strongest assertions the majority of evaluations are able to make are in relation to the
contribution of a treatment or other program influences to observed group differences and
only under the most stringent of conditions can the case for attribution be made. Adequate
evidence to support the equivalence of measurement structures across comparison groups
under marginal conditions would serve to strengthen the measurement position that belies
findings of conceptual or mean level change. However, should the groups of interest be
shown not to share the same mental maodel for the construct(s) under investigation (i.e., fail to
demonstrate strong factorial invariance) then the use of composite scores to compare the
level and or relationship among constructs across treatment groups should not be supported.
It is important to note that under some conditions analyses such as those performed here
could be expected to fail to support configural or weak factorial invariance and thus, provide
evidence of large-scale conceptual change. The CFA techniques explored here can and
should be used more frequently to better explicate and understand the complex nature of the
change process. In so doing evaluators will be better able to describe and track the changes,

both conceptual and mean level, that occur across groups in association with exposure to the
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treatments and interventions currently targeted by program evaluation practice.

These CFA methods, in particular as applied here to the venue of the systemic reform
of science education, speak as well to increasing our understanding of the evolving
relationship between reform intent and teaching practice. The work of Spillane & Jennings
(1997) indicated that teacher beliefs about subject matter as well as attitudes toward teaching
and leamning all contribute to the manner in which teachers interpret instructional policies and
construct mental models related to the reform of teaching practice. The methods explored
here identify the very pattemns of conceptual reconstitution related to instructional practice

theorized to occur in the wake of reform (Spillane & Zeuli, 1999).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

95



APPENDIX A

Local Systemic Change Through Teacher Enhancement--1997 Teacher
Questionnaire

96

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



RANDOM SAMPLE 'JL ESTIONNAIRE Form Approval OMB No: 3145-0101 Exprrexc Sepe. 30, 1998

HINIG

4oy

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

t I

97



98

The National Science Foundation’s Local Systemic Change (LSC) through Teacher
Enhancement Program's Core Evaluation

You have been selected to participate in the nationwide evaluation of the federally-funded Local Systemic
Change (LSO program. LSC is 1 National Science Foundation Teacher Enhancement nrogram that is
currently funding about 50 local projects that offer science and mathematics professional development to
teachers in 23 states around the country. The cover letter accompanying this questionnaire identifies the LSC
project in your arca.

A variety of strategies

The general purpose of LSC projects is to offer teachers high-quality professional development in content and
pedagogy. These activities are based on the national standards for reforming science and mathematics
education. LSC projects are reaching teachers in grades K-12, although most local projects focus on either
elementary or secondary teachers. LSC initiatives are helping teachers around the country to implement
quality science and mathematics curriculum materials. The size, strategies, and activities of the individual
LSC projects vary widely based on local needs.

The national evaluation

The National Science Foundation is accountable to Congress for the programs it funds, and the purpose of the
LSC core evaluation is to provide both the leadership at NSF, and ultimately Congress, with information

about the quality and impact of the Local Systemic Change program. This national evaluation is a system for
collecting similar information from all LSC projects through various means, including teacher and principal
questionnaires. A small number of mndomiy-selected teachers in each project is asked to provide additional =~
information in interviews, sometimes in conjunction with a classroom visit. In order to continue receiving
federal funding, cach LSC project must participate in this national evaluation.

This questionnaire

Each LSC project will administer questionnaires each spring to a randomly-selected sample of teachers who
are targeted to participate in the local project’s professional development activities. (A different group of
teachers will be selected each year. but there is a chance over the course of several years that you could be
selected to partcipate again in the future. For statistical reasons, some smalier LSC projects must administer
this questionnaire to each participating teacher annually.) Nate that you may be asked to complete this
questionnaire even if vou have not vet participated in the project's protessional development: your response is
important, regardless of whether you have already participated.

Confidentiality

Data collection procedures have been developed to ensure high quality data and protect teacher
contidentiality. Your responses will be kept strictly confidential; they will be combined with the responses ot
the other teachers in vour project and used only for the LSC evaluation. The name label and numbering on
this questionnaire are used to help local projects deliver questionnaires to the proper teachers and follow up
with teachers that have not responded: no information identifying individual teachers will be reported under
any circumstances. After you complete the questionnaire, you should remove the name label and retum the
questionnaire as specified by vour local LSC project.

~
i. Thank you very much for participating in this survey! -
DengrEout™ Ay WS Trred i USA Mk Aefea T EVEIIORT- E3AITY RIS
Horrzun Resaarch, I, Serng 1997
[ | n n
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-
lnstructions: Please use a #2 pencil to complete this questionnaire. Darken ovals completely, but . ™
do not stray into adjacent ovals. Be sure ta erase completely any stray marks. 3 :

= {

. Teacher Opinions and Preparcdness Stroagty Disagree -

Disagree -
I.  Please provide your opinion about each of the following statements. No Opinioa -
(Darken one oval on cach hne.) Agree -
Suvagly Agice . ™
a. Students g lly leam best m ¢l with shulents of similar abilities. SOOOD -
b. 1 feet supported by collesgues t try vut sew ndeas in teaching science. QCTOOQ -
<. Teachers 1n this school have a shared vision of effective science mstruction. QOO -
d. Teachers in this school regularty share ideas and Is related to sci DOOOD -
e. Teachers in this school are well-supplied with Is for investigati CCA® -
-
f. 1 have ume dunng the regular school week to work with my peers oa science curmiculum and -
mnstruction. [sa Tl e er o) -
2 | have sdequate aceess w computers fur teaching science. fsaTbulss farten] -
h. | enjoy teaching swience fenTeolen farieed -
1. | am weil-informed about the NRC Ve { Science Edy Stundurds for the grades | -
teach. DOSID -
). The scrence program n this school i3 strongly suppurted by local organizanons, msttutions -
and/or busnesses. fesTowlos T exdhs ] -
-—
2 inthe left section. picase rate cach of the followiny n terms of its importance for effective science instruction L
n the grades you teach. In the nght sceton, please ndicate how prepared you teel to do each one. (Darken L
une wval 1n cach section on each line.) -
Importance Preparation -

-—

Net Furty Yery -

~ ~t Sumewhat Parly Very Adequately  Sunewhat Welt well -
ting L 0 Prepasred Prepaced Preparet Preparsd

1 Provide concrete expenience -

betore abstract cotteepts. Q o o] 2D o < o o -

b. Develop students’ cunceptual -

understanding of scrence. o = jon] = Laa] o] (o] 2 -

<. Take students’ prior -

undentanding into account -

when planning cumcufum and -

ustrucnon. 2 = j] = <Q 2 < 2 -

d Make coniections between -

wience and other disciplines. D = ol = (L] fou) for) = -

¢ thave students work in -

peranive | 1 group = b foo] > o> > a -] -

f. Have students participate in Ld

appropriate hands-on activines. 2 = <Q = Q = =] = -

2. Engage students m -

wquiry-onented actvitics. D pa D > Q = Q (o) -

h. Use computers. D = [s] -] <o = Q o) -

t. Emyage students i applicanons -

of science wn a vanety of Ll

contexts. Q < D = Q = [as 2 -

J- Use performance-based -

Assessment. = = e Q [es] = & = -

k. Usc portfolivs. 2 o o) D o) z S 2 -

L Use mfonmnal questiomng (o -

~ assess stadent understanding O = o] - [e] = = = -

- -

R L I TTLNE I jo— !
Sl Tetalal ¥ Yato! Yol Yolal Jole! Yolelolelele! —
Cond
Honzon Rescarch, Inc. H Spney 1997 -
= m L 1] -
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-—
- 3. My school pancipal: { Darken one oval va cach line.) Strongly Disagree
- Disagree
- No Opinion
‘- Agree
T - . Stoagly Agree 7%
- 2 Encourages me to sclect saience and ional s that
- address individual students’ learmny. DD
- b. Accepts the nowse that comes with an active classroom. fes Tonus Jurf «3)
- ¢ E the Of CUITCRE NALIOTEI MANURTUS 11 WICHIVE Cuia abiun. fafentecdenteond
- d. Enmung:s mmuxwe instructional practices. [Aa et Tard )
-
- e. Enhances the wience program by providing me with needed materials and equipment. 20Q G 3
- t. Provides nme for teachers to meet and share 1deas with one another. STSDO@
- g Encourages me to observe exemplary hers. DOSSCO
- h. Encourages teachers to muke ¢ across discipli DDDCTD
- L \ns.u.xbmf:rbctwemlmhusandcxmmﬂpmsum(e.g parents). DIZQQD
—-—
-—
-—
- 4 Many teachers fecl better prepared 1o teach some subjext areas than athers. How well prepared do you l’cdlolezchach
- of the following subjects at the grade levels you teach, whether or not they are fy included in your cumcul
- (Darken une oval on each line.)
- Not Fauty Very
- Adeyuately Sumew hat Well well
- Prepared. Prepusad Preparcd Preparcsd
- 2 Science o] = (=] =
L b, Mathamatis pol e o) -
- <. Reading’Language Arts = = P} Pl
- d Social Studies = 2 [o+] =
-
- ~
- ) Within science. many teachers feel better prepared to teach some topies than others, Howwdlprcpurcddoyoufeclmmh
- each of the tullowiny topics at the grade l:\:ls you teach, whether or not they are ly inciuded in your
- (Darken one oval on each line.)
- Not Farty Very
- Adeuatety Soncwhat well well
- Preparsd Prepared Prepured Prepared
- 4. The human body (o) = Q 2
- bh. Ecology < e} 2 =
L] ¢ Rocks and sotls [¢0] el D 2
- d. Astronomy Q 2 o fus]
-—
- ¢. Processes of change over time (e.g.. evolution) o < D ©
- t. Mixtures and solutions o = D [}
- g Electnary [e2] = D o]
hand h. Sound e+ = o] <
-
- 1. Forces and motion (0] (o] D @
- }- Machines (] =] (o] @
- k. Engincermg amnd design principles (.8, sructures, models) O =2 [+>2 D
-
-
-y
-—
-
nd ~
o )
- - NaGrEigert Sy WCS. Powtert A LS A Ware Aetns® EWITORN. 1 (3412Y  “RUE
-
ms  Horwon Research. Inc. 2 Spong 197
- Lt | - =
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%,

6. Please how well prepared vou teet to do each of the
foillowing. (Darken ane oval on cach line.)

£
£
3
3

Adeguatety Somewhat

|
{e
|

~— a. Lead 4 class of students using ganve s N
b Manage a class of stud gaged in hand: project-basad work.
¢. Help students take resy bility for their own leaming.
d. Recognize and respond to student diversity.

e Taar ? mearie i e

IFRERRRRY]
SNIRVESEY
IS REREN3]

Py

f. Use strateygies that specifically encourage parocipstion of femak

and minonnes in science.
g Involve parents 1 the science ede of their stud

00 VooBO i

00
(BRU

40

Please rate the ctfect of cach of the following on your science instrucnion.

(Datken one oval on cach line.)
Inhabvey
etfective Neutral
mtruchon ar mued

|

& State and:or distnet curmiculum frameworks.

b. State aad-or distnict testiny policies and practices.

<. State, district, and/or school grading policies and pracnces.

4. Distnet'schoul stuctures for recogmzing and cewarding
teachers.

e. Quality of available instructional materials,

[ENERS]

[S SN

(CRTR:]

tyti ey

09
ts 3
0o
5 b

f. Accessto puters for

g Funds for purchasing cquipment and supplies tor scrence.

h. System of 4 s at the district
ot school level.

1. Time avadlable for teachers to plan and prepare lessons.

J- Oppurtumbties tur teachers 10 work with other teachers.

e D¢ B¢

(SN

[SN?]
102
e

>

[SRVNE}
et
60y
[SASHE!

A Opp for teacher profi [ develop
1. Importance that the school places on science.
m. C y of wience reform efforts with other
school'dismet reforms.
n Public atitudes toward reform.

i3
[EN ]
(tR¢]
H o

68 BO BHB 6B B8 BBBE?

08 96 vau

ts 69
06

66
CXC)

$.  How many of your studenty’ parents do ¢ach of the following?
(Darken one oval on each line.)

[%ed

a Volunteer © assist with class activinies.
b. Donate money oc materials for classroom mstruction.
<. Altend parent-teacher conferences.
d. Attend school activities such as PTA meetings and
Family Science mghts.
¢. Vurce yupport for the use of an mvestigative approach to
£ Varce support for traditional approaches to mnstructi

600 o6}l
666 06O
aee 066
660 666
686 060 :f

B. Your Science Teaching

#~ 9. What grade level(s) are you currently teaching?
{Darken all ovals that apply )

sowhey

® C 0 D O DO T DS O C

Honzor Research, Ioc. 3 Spemrg 197

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Frop

- FE ome

-

e

a
b

[

FerEG

par

10.  About how otten do you do cach of the tollowing in your
science mstrucuon”? (Darken onc oval on each line.)

Introduce content through furmal presentanions.
D 23 tated principle or ph
Arrange g to faaili fent di

Use open-ended questions.

Reyuire srud o supply cvid to wupport their clanms.
Encourage students to exphun concepts to one another.

4, 1

g to consider 2l ve expl
Allow students 1o work at thetr own pace.

Help stud, PCS b cicnce and other
disciplines.

Use assexsment to tind vut what students know before or
dunng a unit.

Embed assexsment in regular clisss activinies.

Assign science homework.

Read and comment on the retlections students have watten in
their notebooks or journals.

11, About how ofien Jo students i this class take part in each
of the following types of activities as part ot thewr science
wstruction? (Darken one oval on cach ine )

Parwerpate in student-led discussions.

Participate i discussions with the teacher to further scrence
understanding.

Work i coup I inyg group

Make formal presentations o the class.
Read from a science textbook 1 class.

Read other (nun-textbock) science-related matenals in class.
Answer textbook:worksheet questions.

Review homework/wurksheet assignments.

Watk on solving a real-world peoblem.

Share deas of sulve probiems with each ocher i small groups.
Engage m hands-on science acuvities.

Follow prescnbed steps m an acuvity or mnvestgation.
Design or implement their own investgation.

Design objects within constraunts (€., egg drop. toothpick:
bndze, sluminum boats).

Wark on models or umulatons.

Wark on ded scrence in or

more in Juration).

e projects {2 week or

oeoee

b o606 6 6606

66 60 6660066 6000 ©

a

(€. 2 fow
ey 3
yeae}

Uduy vesb

6 06 L

Rarety  Somenmes

153 3 lew
unes 43
varh

0o BbHOBOe LBLOL O

s ts

t

Sometmes
teg. vace
oF twice
3 moati)

#6808 00689

8 Boe O

X
or twiex
3 monch)

0

B0 66 600680 BBOO

8]

Ofen

{eg., ance i all

Questions [0-14 ask abaut your scicace teaching, If yau teach more than ane science clxss. plezse answer for your
first cinss of the day.

Allor

of twice: KT

4 week)

8666

HHEB6

bub b

5]

Ut

(S W s 2l

e twie
4 week)

]

0EC BBBLHEHL BHHBO

(UNe]

G

668D 00KOO

6 Bve O

Al or

«enee

lessoms

B 66 66 BLOOLHO ©OBL O

~

Vop.t

BT NV T It ANy

E‘C‘ lola] 1 jele] el lele] jelel lelalelelele]
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11.  (continued) Rarcly  Somoctumes Often Allor
(eg.afew (eg.ome (e.g. v almost all
nmes 3 of e of tRKCe wxnce -
Never yeur) 2 monthy & week) Jessons ¥
~ 14
3 Participate in field work. Q < [o23 o) [+3]
r. Revord, represent, and/or amalyze data. < ) D D @D
s Write reflections in a notebook or journal. es} < oy} D o
=, Mropars wrines soisnee mipars o D < fe>3 D
¢ Use mathematics as a wol in problem-solving. (O] 53 23] D o]
v. Use computers. oo D [e23 3 D
w. Work on porttolios. D D (o] D D
. Take short answer tests (e.g., multiple choice, true/false.
till-in-the-blank), o] D o0 ey} D
y. Take tests requinng open-ended responses (... desenpuions,
explanations). 2] B D T D
z Engage in patormance tasks for purp S 2 Q T (3]

12, in how many of the last tive schoul days did you teach each of the followmng in this claxs? (Darken unc oval on each line.)

Number of Days
none  une mo  three  four five
7~ 4 Science o> D D (o D ]
b. Mathematics fes] D o] T @ 2
<. Reading Lanyguage Aty [¢o] D D we) D <
4 Soctal Studies o4} 2 D D @ D

13, Which uf the feilowing activities were maluded in your most recent science lesson in this class? (Ducken ail ovals that apply.)

2 a Furmad presentanon by teacher QO h Wnang reflections in 2 notebuok o journal

Qb Small group wurk QG i Informal assessment (... questioning for unds fing)
2 ¢ Hands-ordinvesuganverresearchficld sctivitics O p. Short-answer tests

Q  d Rending sbout sience O k Tests requiring vpen-cmded respoases

O e Work on solving real-world or abstract probi Q 1. Performance-based assessments

O Useof computers O  m Work on portfolios

[

3 Answenng textbook: worksheet questions

14, How much nme was spent un cach of the following n that esson! {Darken all that apply.)

20 msnuns 112 1-30 More than W)
Nane or s mmules Tumules aututes

/a4 lifesaence © @ @ @ @
b. physical wicoce [43] D [ D s -
c. canthispace science 2] o2 o3 e @ !
d. engincering and design principles [es] lea] [>+] @ 4]
Henzcn Research, Inc. b3 Sprmg (N7

- ¢ [ { ¢
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C.

LSC Professional Development

104

Questions 15-18 refer to the NSF-supported Local Systemic Change (LSC) program. Please refer to the letter
accompanying this questionnaire for information about the LSC project activities in your district.

—~
15, To what extent 1s each of the following true of LSC fated profi | develop in your district?
{Darken une oval on each line.)
Nug To agrest
2 AGCUALE UPPOLTUIINCS UFT dVAIADIC 10 T (U WICILC-(Tiated Proiconme walk exeem
development. [} 3 D D a3
b. [ am invoived m pl B my s clated prof: I develop o2} o] o] 2 D
<. | am encouraged to develop an individual professional development plan to
address my needs and 1 sts related to science educati Q >e] D D D
¢ [ am given tume to work with other teachers as part of my professional
Jevelopment. D =D @ for} lea]
& | am given tme to retlect on what I've leamed and how to apply it to the
classroom. [4s] (o] D o] (41
£ [ recerve support as [ try to implement what Pve leamed. <2 o2} <D D D
Io.  Approxmately huw many Aowrs have you spent on professional Jevelopment in scienceyseience education as
part of the LSC project? (Darken one oval.)
Qo o 20-39 (=t ] D 160-199
[T R D 3059 Q00129 O 200 or greater
S 10-19 2 oD O 130-1%9
7 How would you rate the averall yuality of the LSC 18.  Have you been identified as s
prufessional development! {Darken ane ovaly Iead teacher for your distnet’s
NSF-supparted LSC project?
i yery -~
P Por Fur tiowd Cunad Excailent T Yo
2 — < 2 =] Q < No
D. Teacher Demographic [nformation
19 Areyou = Male ~ Female
20 Arevou: 21 Dud your cullege seience coursework nclude the
equivalent of at least voe semester ot (Darken
S Afnican-Amencan (not of Hispanic ongin) one oval on each line.)
O Amencan Indian or Alaskan Nanive Yes No
2 Asun or Psafic Islander
< Hispame . lifescience o O
& White inot of Hispanic ongin) b. canthandspacescience O O
O Other <. pbysical science Q O
22 How many college science courses have you completed? 23 How many vears have you taught prior to
(Duacken one oval.} this school year? (Darken one oval)
QO none
T 1 semester < 02
O 2 semesters o 35
3 semesiers O e-l0
G 3 semesters S 120
O S or more semesters < 2+ ™~
PLEASE DO N WRITH N TS ABES. L
Becocosecocececoceccecacoco
Horizon Research. inc [ Spring (M7
|1 | - -
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%m;'gyw—s
RESEARCH., INC.

October 1, 1999

To Whom [t May Concern:

Cynthia Phillips has permission to: (1) use the partial data set requested; (2) reproduce the 1997
K-8 Science Teacher Questionnaire to attach to HSIRB application; and (3) reproduce the 1957
K-8 Science Teacher Questionnaire as an appendix, with the understanding that Horizon
Research, Inc. and the National Science Foundation (RED-9255369) be appropriately referenced.

Sincerely,

e /7 W,

Iris R. Weiss
President

IRW/sbh

111 Croister CourT ® Surte 220 ® Cuarer Hirr, NC 27514-2296
(919) 489-1725 @ Fax (919) 498-7589 & HRI@HORIZON-RESEARCH.COM.
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Human Subects insttutonal Revaw Soard

WESTERN MICHIGAN UNIVERSITY

Date: 2 November 1999

To:  MaryAnne Bunda, Principal Investigator
Cynthia Phillips, Student Investigator for dissertation

From: Sylvia Culp, Chair S'y&u...\&.,go

Re:  HSIRB Project Number 99-09-24

This letter will serve as confirmation that your research project entitled “The
Structural Dynamics of Conceptual Change: Teachers Evolving Perceptions of
Classroom Practice” has been approved under the expedited category of review
by the Human Subjects Instjtutional Review Board. The conditions and duration
of this approval are specified in the Policies of Western Michigan University.
You may now begin to implement the research as described in the application.

Please note that you may only conduct this research exactly in the form it was
approved. You must seek specific board approval for any changes in this project.
You must also seck reapproval if the project extends beyond the termination date
noted below. In addition if there are any unanticipated adverse reactions or
unanticipated events associated with the conduct of this research, you should
immediately suspend the project and contact the Chair of the HSIRB for
consultation.

The Board wishes you success in the pursuit of your research goals.

Approval Termination: 2 November 2000
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