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DEVELOPMENT OF A NEW TECHNOLOGY VENTURE BALANCED SCRECARD
DERIVED FROM CRITICAL FACTORS THAT
IMPACT PRODUCT QUALITY

Zella Jackson Hannum, Ph.D.

Western Michigan University, 2012

Can a department manager who launches technollygaclvanced products use a
performance measurement tool to improve produditg@ausiness environments where
technologically advanced products are launchetdantarket for the first time, known as new
technology ventures (NTV’s), have lagged behinddoption of measures that drive product
quality. NTV’s have been slow to adopt such measdue to a lack of research that would
substantiate the impact of any proposed performaraegement systems. Thus, the
development of an effective and useful tool thahsuees and drives product quality
performance in NTV environments, which has usaldeal displays—would be a significant
advancement. This research devised a scorecarthtle NTV managers to attain project-
level product quality goals.

Scorecard development required (1) identificabbmanagement practices that impact
product quality, (2) incorporation of these factmt® a balanced scorecard, and (3) evaluation
of this newly devised tool. Two studies were emphbyo accomplish these goals.

The first study used multiple linear equationgtedict critical factors that drive
product quality. Data were collected from experahBlTV managers using a previously
validated survey instrument. The data analyses detraied significant correlations with

measures of product quality management practicgpeorduct quality performance.



Scorecard design methodology defined in the liteeawas used to convert the
identified product quality management practicee performance measures.

The second study required the development anadtesvalid and reliable measure of
scorecard performance capability and usabilityaDvetre collected from experienced NTV
managers using this measure. It demonstratedisigmi correlations with measures of
scorecard performance capability and managerssibecto use the scorecard. This evaluation
determined managers deemed the scorecard a usabénd it would aid them in making
effective product quality management decisions.

This scorecard is designed as a template for @mtigs modification and may be
quickly incorporated into a variety of new techrgy@roduct development environments so
NTV managers can guide their teams toward highelitguyproducts. This may have a positive
influence on launch rates of technologically adeshproducts since superior product quality

has been positively correlated with launch success.
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CHAPTER |

INTRODUCTION

Introduction to the Problem

New Technology Ventures Lag Behind in Performanaedgement Adoption

The title of Kaplan and Norton’s 1992 seminal@eti “The Balanced Scorecard;
Measures that Drive Performance,” identifies thenpry goal of a balanced scorecard—
performance managemefitaplan & Norton, 1992). In addition, it is widetgcognized that
performance management is used to promote goaleence and influence managers’ decisions
(Otley, 1999). Numerous business sectors have adggrformance management systems such
as the balanced scorecard. In fact, the balanardaard is one of the mostly widely used
strategic management tools ranked highly effedttagplan & Norton, 2001b; Chenhall, 2005).
However, business environments where technologiealVanced products are launched to the
market for the first time, known as new technolegptures (NTVSs), have lagged behind in
adoption of measures that drive product qualityVEThave been slow to adopt such measures
due in part to a lack of research that would sutistee the impact of any proposed performance
management systems. Thus, the development of ectie#f and useful scorecard that measures
and drives product quality performance in new tebbgy venture (NTV) environments, which
has usable visual displays, would be a signifieavancement. In particular, an effective and
useful NTVProduct Quality ManagemeiPQM) Balanced Scorecard would enable NTV

managers to attain project-level product qualitglggAdams, Bessant, & Phelps, 2006;



O’'Connor & De Martino, 2006; O’'Connor, Paulson, & Martino, 2008; Schramm, 2008;

Kelley, 2009).

Scorecard as Innovation in NTV Environment

This scorecard is an innovation. There has bedgagh of performance measures in the
new technology venture sector (O’'Connor & De MartiR006; O’Connor et al., 2008; Kelley,
2009). While technological innovation has playesigmificant role in America’s economic
expansion, there has been a lack of vocabulargridrmeasurement of the new technology
venture sector. Such measurement has proven diffieaause firms in this sector are highly
heterogeneous and marked by heroic managemenngitkeering efforts. These efforts are
guided by overarching first-to-market imperativieatttend to drive chaotic ad hoc early-
generation processes in rapid response environmmisyet, economic development specialists
and technologists contend it is important to degisgable method to systematically assess
processes and management practices in the newoteglirventure environment, particularly as
it relates to continuous process improvement andymt quality (Adams et al., 2006; Schramm,
2008). This research addressed these performarasuneeresearch imperatives with its
development of an NTV scorecard to aid managensaking decisions that impact product

quality.

NTV Adoption Challenges

Performance measurement systems that incorpavatagous process improvement
(CPI1) have been adopted extensively within matndeistries characterized by established
engineering design processes. Moreover, continpoasess improvement has become a success
imperative that achieves efficient, high qualitgukts. In particular, products engineered using

standardized engineering design processes thdefired, measured, analyzed, continuously



improved and controlled yield high quality produdisidence supports that CRasimproved
product and business performance in many indusanidsbusiness sectors. However, new
technology venture firms that use first of its kimlgineering design processes, lag behind in
adopting this imperative. A review of the literaturas determined that extensive continuous
process improvement initiatives havet been widely adopted by new technology ventures.

A plethora of continuous process improvement fraorks exist, and the extent to which
NTV managers use them is not well understood. dty fvidence suggests NTV managers spend
minimal resources toward engineering design procegsovement. The resistance to CPI
adoption has been attributed to the perceptionsffficient payoff and protracted timelines that
may result in a rapid response environment driyearboverarching first-to-market imperative.
In addition, a first-to-market imperative driveteadency toward heroic management of chaotic
ad hoc processes in these rapid response NTV emvents.

The concept of process improvement, which wasldped in the quality movement,
requires that the existing process be stabilizetieh becomes predictable, and its capabilities
become amenable to analysis and improvement. Ganigprocess improvement occurs when
the cycle of stabilizing, assessing, and improwrmgven process becomes institutionalized
(Davenport & Short, 1990). Because of these charatics, it could be argued that the process
stabilization imperative of CPl is at odds withiiis that engage in NTV development. This is
due to the very nature of an NTV process, whichfisst of its kind process that may require
extensive redesign until the new technology andltast product are deemed viable.

In fact, simple new product development procesisaishave no new technology
requirementsnay struggleo justify the up-front CPI costs in a first gerneya process because
early design changes may be easily and readily m@tleut sacrificing product viability or
quality. In sharp contrast, the highly complex eegring design processes characteristic of NTV

development environmenisay easilyjustify the up-front costs associated with CPliatives,
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because their configuration management is confalibgieeven small design changes early in the
development life cycle (Campbell, 1989; Macala,@9®erhaps the more complex the process,
the more important it is to install stable engimegidesign processes early in the development
life cycle. While this is well understood in genleres applicability in the NTV sector is less
clear. However, evidence does exist that highljitetogically complex engineering design
processes do justify the up-front costs associatddCPI initiatives and is documented in the
aerospace, telecommunications and engineeringl&gr gETO) environments (Griffin, 1997;
Chapman, O’'Mara, Rouchi, & Corso, 2001; MacCorm&dkerganti, 2003; Brun & Saetre,
2008).

The questions that arise from this discussionaardddressed as part of this research
are (1) Will CPl initiatives that work in aerospamed telecommunications arenas prove
applicable in the new technology venture sectod?(2hCan the added expense in a first of its
kind engineering design process be justified eatife the ease and cost of design changes are
low? If the answer to these questions is “yes,htheisable performance management system
would provide a tool toward this aim.

Alternatively, must NTV managers wait for a latiereshold to spend resources on CPI
after the process has become more stable? If §weans to this question is “yes,” then a
performance management system would not prove lusefure 1 depicts the inverse
relationship between ease of design changes usotdsesign changes over time (Newman,

Lavelle, & Eschenbach., 2009).
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Figure 1.Life-Cycle Design Change Costs vs. Ease of Ch@Ngerman et al., 2009)

Primary Focus of Research

The primary focus of this research was to devalperformance management system
known as a balanced scorecard that measures aed groduct quality performance—to enable
NTV managers attain project-level product qualibalg. If successful, the resultant NTV
Product Quality Managemeialanced Scorecamould serve as an effective and usable
scorecard template for indigenous modification.

An effective and usable scorecard used by NTV mearsgto make better product quality
management (PQM) practice decisions is projectdthi@ five outcomes. An increased
likelihood that engineering design changes wouldnba€ee when

1. Ease of change is highest;

2. Cost of change is lowest; and

3. The likelihood of confounding design errors dueomplexity is lowest.

In addition,
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4. Strong product quality goal congruency wouldilelsetween the NTV department

level manager and top management that would result

5. Enhanced product quality, and

6. Increased successful launch rates.

The scorecard will be designed for quick incorgiorainto a variety of new technology
product development environments so NTV manageskidmegin to guide their teams toward
higher quality products. As indicated in the libbge, these leadership endeavors guided by the
scorecard may have a positive influence on lauatdsrof technologically advanced products

since superior product quality has been positicelyelated with launch success.



CHAPTER I

LITERATURE REVIEW

Distinguishing the NTV Environment

Important Domain Distinctions

An extensive body of knowledge exists for the meaduct development (NPD) domain.
It is distinguished from new technology developmesitharacterized in the literature and
ascribed to in this research. Significantly, theDNdena has widely adopted CPI and
performance measurement systems such as the béscmecard. Thus, it is important for this
discussion to briefly examine the two domains am they differ. This affords clearer scrutiny
on the problem under investigation that arose bth@®NTV environment, as well as the
research objectives set forth to solve said problEm distinctions and definitions for both the

NPD and NTV domains are articulated below.

NPD Domain Definitions

“Non-radical innovation” has been used in thersitare to describe new product
development (NPD). NPD experts have, in fact, adeiteed the importance of achieving best
practices for managing NPD during the manufacturargp-up from prototype to full-scale
production. In these cases, a new product typicallglves arefinementof an existing product
that hadow impact on the market in terms of offering: (1) neenefits of marginal value,

(2) insignificant (i.e., 5 times or less) improverhen known benefits, or (3) insignificant



reduction (i.e., 30% or less) in cost (Cooper, EggeKleinschmidt, 2004b, 2004c; Kahn,
Barczak, & Moss, 2006).

In addition, non-radical innovations require tivenfrefine a mature manufacturing
process to produce refinement-based products dssvelodify mature marketing and sales
strategies.

These late generation processes and strategiedlan previously devised, and may
have been finely honed from using appropriate ooiotis process improvement (CPI) initiatives.
Significantly, CPlI initiatives have typically proveo have had significant positive impact on
product quality (Cooper et al., 2004b, 2004c; Kahal., 2006). NPD products include the
following types of refinements: (1) new model cathva 10% improvement in gas mileage, (2)
new laser printer that is 20% smaller and uses [E58%ink, (3) new laptop that is 10% smaller

and 20% faster.

NTV Domain Definitions

In contrast, the terminology “radical innovatidmés been used to describe a new
technology venture (NTV), a recognized body of kiezlge. NTV experts have yet to determine
the importance of achieving best practices for gantpNTV during the manufacturing ramp-up
from prototype to full-scale production. In thesses, a NTV generatésst of its kindproducts
and technologies that haligh impact on the market in terms of offering: (1) Whamew
benefits, (2) significant (i.e., 5 to 10 times oon@) improvement in known benefits, or
(3) significant reduction (i.e., 30% to 50% or mjorecost (Ansoff, 1957; Booz-Allen &
Hamilton, Inc., 1982; Leifer, O’Connor, Colarel,Rice, 2001, O’Connor & De Martino,

2006). In addition, a radical innovation requires tirm to develop a first of its kind
manufacturing process to produce the new tech-bareetlict as well as devise first generation

marketing and sales strategies. These first gaoaratocesses and strategies are indigenously
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devised, newly invented, and situation specificeyrhave been expressly developed or adapted

to facilitate the launch of the new technology (8#s1957; Booz-Allen & Hamilton, Inc., 1982;

Leifer et al., 2001; O’'Connor & De Martino, 2006).

NTV products include the following types of radiganovations depicted in Table 1:

(1) mobile 3-D (Newitz, 2010), (2) engineered stetis (Singer, 2010), (3) social TV

(Bulkeley, 2010), and (4) jet-pack like GadJet (&, 2010).

Table 1.Examples of Current Radical Innovations

Radical Firms Description
Innovations
Mobile 3-D | 3M Engineer new auto stereoscopic 3-D displays forilaabultimedia
Nintendo devices such as Smart PhoheRequires new software design that
Nvidia synthesizes 3-D scenes from existing 2-D videodtiyrating depth.
N4D Engineer new hand held device design then firgsdfind manufacturing
process, and devise first of its kind user intexfédewitz, 2010).
Engineered | iPerian Engineer process design to produce induced pleripatem cells (iPS)
Stem Cellular- cells; the starting ingredient to produce a vargtiiluman body cells.
Cells Dynamics  Engineer first of its kind process design: precismbination of chemicals,
George agitation, and temperature that transforms iPS @etb heart cells, for
Daley example.
Shinya- Note: iPS cells are effective substitute for embigstem cells since can
Yamanaka reproduce prodigiously and develop into any cgletin human body
Fate- (Singer, 2010).
Theraputics
Social TV Intel Devise device that seamlessly combines social misatbat boost live TV
Motorola viewership with
BT passive TV viewing.
Clipsync Engineer new device design interfaces so (1) viswasily link with
MIT friends, (2) carriers, networks, and contract pilevs can easily provide
personalized programming, and (3) said firms cdd hadiences vs. losing
to competition such as Hulu’s internet streamingli&ley, 2010).
Jet-Pack Martin Prototype device powers fans to lift and fly anividlial for 30 minutes at
GADJET Aircraft up to 97 kilometers per hour. Flyers control pi¢etd roll with one hand;

throttle and yaw with the other hand. Includes mplaute.

Engineer first if its kind transport and first &6 kind manufacturing
process to produce GadJet so emergency persormegaeh remote areas
quickly and efficiently (Editors, 2010).
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Contrasts Between NPD and NTV Manufacturing Envirents

Recognize both non-radical and radical innovationst pass a battery of
commercialization viability tests for these newdgwrots to formally transfer to the
commercialization department. For the NPD or natieal, these viability tests strive to
determine how, when, and where the refined manurfiact ramp-up will occur, typically at an
existingmanufacturing facility Recall that analysts have observed these latergeon
manufacturing processes may have been devisecpsdyj and may have been finely honed
from using appropriate continuous process improver(@PI) initiatives over a period of time.
Importantly, CPI initiatives have typically provémhave had significant positive impact on
product quality (Cooper et al., 2004b, 2004c; Kehal., 2006).

The NPD manufacturing environment is depictedigufe 2 and portrays the following
recognized sub-domains: commercialize, standardeéfime existing manufacturing process,
optimize, and verify. Note that the second sub-daons“standardize,” and because standardized
manufacturing processes are in place, it is sttiighiard to incorporate CPI initiatives.
Similarly, the third sub-domain is “refine existinganufacturing process”; this is where the
design engineering team can readily make procegsiraments.

In sharp contrast, the radical innovation or NVMpility tests must determine if the
innovative product is even marketable and if thgimeering design is practical to produce on a
large scale as well as numerous other considertionce these considerations are satisfied, a
new manufacturing plant must be designed and bsiiitg newly engineered manufacturing
requirements. The NTV team first determines theliregnents and specifications of the radically
innovative product, creates a first of its kind ieiegring design, then engineers the first of its

kind manufacturing process, and oversees the cmigin of thenewly designechanufacturing
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facility. Thereafter, the NTV team is responsible for th@@#ionary engineering design process
improvement of this first generation radically imative product and its manufacturing process.

Recent NTV researchers have proposed that torletieage innovation, managers
should initiate programs that include practicesni@naging the NTV process, itself. In
particular, case study research has produced esedéiat CPI initiatives may be justified and
could significantly improve NTV product quality (ifer et al., 2001; O’Connor & De Martino,

2006; Kelley, 2009). Yet the NTV sector has laggetind in adopting CPI initiatives.

NTV Manufacturing Environment and Identified ResbaBap

A newly commercialized radical innovation is a newshnology venture (NTV) (Ansoff,
1957; Booz-Allen & Hamilton, Inc., 1982; Leifer &k, 2001; O’'Connor & De Martino, 2006;
O’Connor et al., 2008; Kelley, 2009). Recognizd thast professionally managed NTV's
undergo viability tests that strive to determinéhé (1) innovative product is marketable, and
(2) if the engineering design is practical to proglon a large scale as well as numerous other
considerations. Once these considerations ardisdtia new manufacturing plant must be
designed and built using newly engineered manufexgguequirements. The NTV team then
creates a first of its kind engineering design pss¢ determines the requirements and
specifications of the radically innovative produstgineers the first of its kind manufacturing
process, and oversees the design and construdtibamewly designedanufacturing facility
Thereafter, the NTV team is responsible for thd@i@nary engineering design process
improvement of this first generation radically imative product and its manufacturing process.
A radical innovation requires the firm to develofirat of its kind manufacturing process to
produce the new tech-based product as well asel&wss$ generation marketing and sales
strategies. These first generation processes eatggies are indigenously devised, newly

invented and situation specific. They have beemesgly developed or adapted to facilitate the



13
launch of the new technology (Ansoff, 1957; BooteAl& Hamilton, Inc., 1982; Leifer et al.,

2001; O’Connor & De Martino, 2006).

Gaps in Literature

Recognize the literature review revealed thatrpesearch of the NTV environment has
relied primarily on the qualitative case study noethin addition, research on process
improvement as a critical driver of new technolpggduct quality hasot been systematically
examined. These two characteristics constitutgrafgiant gap in the research.

This study is aimed at understanding the impagrotess maturity on product quality.

In particular, what product quality management ficas drive product quality in the NTV
environment? The goal of this research is not piwse all the radical innovation activity in each
company surveyed but to understand the impact psotturity has on product quality in the
NTV domain.

The use of an easy-to-administer, time-efficieshnomical assessment tool vs. the
arduous, time-consuming, expensive-to-administee caudy tool that currently dominants
research in this sectaddresses one identified gafherefore, if this study’s instrument
demonstrates criterion validity in the NTV envirogm, it will equip researchers with a tool that
may enable expansive research aimed to improveepses in the new technology venture sector
and thereby improve new technology product qualityaddition, the study investigates product
quality management practices that incorporate e®ging design process improvement. Because
this has not been studied systematically in the MhVironment before, @ddresses the second
identified gap

The NTV manufacturing environment is depicted greglly in Figure 3 and portrays
the following recognized sub-domains: commercialdesign and build first of its kind

manufacturing process, standardize, optimize, anifyv Additionally, the identified gap in the
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research is delineated. Significantly, these five/Nsub-domains differ from the NPD
environment; the second step is “design and bhaditst of its kind manufacturing process.”
This is in sharp contrast to the NPD environmenhwus second step, “standardize.” Herein lies
a fundamental difference between the two environisdrat brings the use of recognized CPI
initiatives in the NTV environment into questionilVWCPI adoption improve NTV engineering
design processes and resultant product quality@, Bvould a performance management system
known as a balanced scorecard provide NTV manapgedsince on how to effectively manage

product quality management practices?

Measures of New Technology Ventures

Systematic Measures

Measures of new technology ventures are a subsie¢ targer body of knowledge
known as innovation management measurement. Asglfstams et al., 2006) sought to identify
the systematic assessment tools available to thizbeng to measure the successful management
of innovation. They conducted an extensive reviad analysis of these tools and found the
following measures were used:
1. Team Climate Inventory (Anderson & West, 1996, 1)988assess an organizational
climate supportive of the innovative process.
2. KEYS instrument for assessing the work environnfientreativity (Amabile, Conti,
Coon, Lazenby, & Herron, 1996).
3. Number of patents organization generates per spddime period (Griliches, 1990).
4. R&D expenditures as a measure of innovation manageoapability (Parthasarthy &

Hammond, 2002).
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5. Technical Innovation Audit (Chiesa, Coughlan, & ¥p$996), which measures
concept generation, product development, process/ation, and technology
acquisition.
6. Innovative Behavior Measure (Scott & Bruce, 19849l Innovation Potential

Indicator (Patterson, 2003) both measure individuabvative behaviors.
Subjective Measures

Additionally, a host of subjective measures wer@ngined that would prove valuable to
those choosing the case study method—but would hasystematic assessment value.
Unfortunately, these researchers concludedidbtitthe quantitative and subjective measures
they reviewed tend to be abstract, with little cdasation given to the use of measures as a
management tool in the day-to-day context of margaginovation. Importantly, the Advisory
Committee on Measuring Innovation in thé'Zlentury Economy (Schramm, 2008) determined
there was a significant need for researchers teldpvirm-level and industry-level measures of
innovation that would enable systematic assessrRetignize thatoneof the aforementioned
measurements is designed to measure the critictlr&athat drive NTV product quality
management. Moreover, this researcher sought doafinassessment tool that could be
implemented systematically, and become a managewwarin the day-to-day context of
managing the commercialization of new technologydpcts. Thus, the new technology venture
product quality management instrument (NTV PQMIswhosen because it directly addresses

the research question at hand.
Previously Validated Systematic Assessment Instrubeed

This research project uses the previously valdial€Vv PQMI (a TQM/CMMI based

measurement tool) that has been shown capablaerhaeing the critical factors that drive
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quality. The instrument was minimally modified asdeing used to test its viability in the NTV
environment.

Recognize that the instrument was devised foekpeessed purpose of being used in the
public domain; funds were provided by a grant fiéaml V. Snyder Innovation Research Center
at Whitman School of Management, Syracuse Uniye(Sitharana & Mone, 2008). Public use
instruments such as the (1) Corporate Entreprehgufssessment Instrument (Hornsby et al.,
2002), (2) Thermal Environment Survey (BSR/ASHRARslard 55P), (3) SERVQUAL a
multiple-item scale for measuring consumer peroggti{Parasuraman, Zeithaml, & Berry,
1988), and the (4) Global Adult Tobacco Survey @Bd§shmi et al., 2003) are often designed
using public funds or endowments. Their purpos#tin to assist in the adoption of standard

measures. Such was the case with this instrumetitaiéna & Mone, 2008).

Case Study Method Dominates NTV Research

Additionally, prior radical innovation case studhsearch to date has focused on the
organizational structures and competencies witininsfthat repeatedly launch new technology.
In particular, researchers Leifer, Rice, and O’'Gorsought to determine what organizational
structures and firm level competencies drove prbduality, as well as project level and
enterprise level performance (Leifer et al., 200Connor & De Martino, 2006; Kelley, 2009).
These research projects were all qualitative cagbes. Additional case study research
conducted by Van de Ven, Angle, Dougherty, and kauight to determine methods for
studying innovation processes and to define charatts of innovative processes within firms
that had a track record of innovation (Van de \amgle, & Poole, 1989; Dougherty & Hardy,
1996).

Strategic engineering management tools such asl&dge management (KM) and

product line management and engineering (PLME) lads@ been qualitatively studied using the
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case study method (Campbell, 1989; Macala, 1996n@nhTong, 2004). In addition, KM’s
derivative, formal engineering specification methoalso known as ambiguity reduction (Fraser
& Vaishnavi, 1997; Brun & Saetre, 2008), have beramined using the case study method.
Pertinent prior research also includes the casly gxamination of new product development
tools such as design for six sigma (DFSS), as agflix sigma and CMMI combined, in order to
obtain optimal new product process results (Sivigdrestor, 2004; Siviy, Penn, & Harper,
2005; Woodford, 2010). These case studies sougtadiby significant attributes of NPD and
NTV environments, the products themselves, therorgéional structures and their launch
strategies that demonstrated each tool’s succaagilgmentation.

While the case study body of work on radical irstmn hasot provided a systematic
measurement tool that can be used on a day-toaky,hthasprovided operational definitions

that this research project has incorporated.

Definitions

Prior case study research has established a reedgtefinition for a new technology
venture (NTV) and a new technologically advancestipct. These definitions are used in this
study and delineated below.

1. Anew technology venture (NT¥fgages in preparing a new technologically advénce
product for release to its final consumer for tingt time with a first to early generation
production process.

2. Anew technologically advanced producay be software or hardware (e.qg., device,
machinery, vehicle, etc.) a formulation (e.g., cleah pharmaceutical, etc.) or
delivery mechanism (e.g., Bluetooth, Internet, dleomputing, etc.) and is one that

offers wholly new benefits; specifically:
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» Significant (5 to 10 times or more) improvemenkmown benefits; or
» Significant (30% to 50% or more) reduction in cost.

A variety of terms have been used to define ateelnologically advanced product. For
example, “radical innovation” is another term fhist Likewise, “newly commercialized radical
innovation” is used to mean new technology ven{aresoff, 1957; Booz-Allen & Hamilton,

Inc., 1982; Leifer et al., 2001; O’Connor & De Mad, 2006; O’'Connor et al., 2008; Kelley,
2009). However, the terms used consistently througthe present study are “new
technologically advanced product” and “new techggleenture.”

A previously validated survey instrument was emiptbto investigate experienced NTV
managers’ perceptions of the impact of CPI managepractices on product quality. The
instrument is based on the capability maturity niattegrated (CMMI) CPI framework with
overarching total quality management (TQM) prinegp(Vitharana & Mone, 2008).

CMMI arose out of the aerospace industry; and/geveof the literature indicates it may
prove particularly applicable to the NTV sectoriBthe aerospace and NTV sectors share
highly technologically complex, first of their kiqgtocesses with overarching rapid speed-to-
market imperatives. Thus, it was hypothesized @4MI may prove applicable to the NTV
sector. A CPI applicability evaluation was perfodrand established that this hypothesis was

tenable (Hannum & Lyth, 2010). A synopsis of thalaation is provided in the next section.

Determining Applicable CPI Tools to Improve NTV égsses—Overview

Mature organizations use continuous process ingmewt (CPI) practices that have
improved product and business performance in maghystries and business sectors. However,
CPI practices have not been widely adopted in &ve technology venture (NTV) sector. Firms
in the NTV sector have rapid response environmgumitded by overarching first-to-market

imperatives. Heroic efforts and chaotic ad hoc gsses also characterize these firms. However,
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CPI adopting sectors such as the aerospace indusgtrgimilar environments, market
imperatives, and characteristics have tested theathgf CPI initiatives and found the
application of the Capability Maturity Model Integed (CMMI) framework valuable when
striving to improve product and business performeaiitis success has led to the consideration
of CMMI’s applicability to the NTV sector. This siian examines CPl initiatives, including
CMMI, and investigates whether CMNl a plausible framework that can be applied toNf&
sector. This section also describes how and whyteelnology ventures may benefit from the
adoption of CMMI. A CPI framework applicability elsation is conducted to establish CMMI's
plausible application to the NTV sector. This magyide the impetus for further research to test

its validity as a tool to improve success rateseM technology ventures.

CPI Historical Perspective

At the turn of the last century, Frederick Taylevolutionized the workplace with his
prescriptions of work organization, task decomposjtand job measurement to increase
organizational productivity and efficiency (Tayldi911). Today, after years of evolutionary
improvements to Taylor's basic ideas, continuows@ss improvement (CPI) initiatives
routinely improve product and business performangeany industries (Harry & Schroeder,
2000; Harter, Krishnan, & Slaughter, 2000; Davengdarris, Delong, & Jacobson, 2001,
Amaratunga, Sarshar, & Baldry, 2002; Harter & Skaeg 2003; Kristensen & Westlund, 2004
Paulk, 2004; Rahman & Bullock, 2005; HutchinsomQ@0Bailey, Bilke, Xia, Rodchua, & Sinn,
2006). But a full century later, firms that engagé¢he development and commercialization of
new technologies have yet to embrace CPI widelgsé&Hirms have rapid response
environments guided by overarching first-to-matkgeratives. Heroic efforts and chaotic ad
hoc processes also characterize these firms. Alfi@Meworks specifically address these latter

two characteristics.
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While the NTV sector lacks wide CPI adoption, otimelustries with similar

environments, market imperatives, and charactesistave examined and tested the myriad of
CPI initiatives and found the application of thep@hility Maturity Model Integrated (CMMI)
framework valuable when striving to improve prodant business performance. These
industries are aerospace, telecommunications, mgideering-to-order (ETO) industries
(Griffin, 1997; Phillips & Shrum, 2000; Chapmanadt 2001; MacCormack & Verganti, 2003;
Brun & Saetre, 2008; Veldman & Klingenberg, 2008l).of these adopting sectors were once,
and could arguably still be considered to be, reshology ventures. The success of CMMI
CPl initiatives in these industries has led to¢besideration of CMMI’'s applicability to the

NTV sector.

The New Technology Venture Sector

R&D departments routinely devise revolutionarnhiealogies that must be deemed
commercially viable. Once a new technology pasdestt@ry of commercialization viability
tests, it formally passes into the hands of the tmlinology venture (NTV) management team.
The NTV team is charged with the evolutionary psscenprovement of a first- or early-
generation new technology venture process. The stepnsure this new process achieves the
best outcomes are depicted in the SIPOC diagrdfigure 4 below. SIPOC is a six sigma
acronym for Suppliers, Inputs, Process, Outputst@ners.

A plethora of continuous process improvement fraorks exist, and the extent to which
NTV managers use them is not well known. In faciflence suggests NTV managers spend
minimal resources toward process improvement dilegi@erceived effort, insufficient pay-off
and protracted timelines that compete unsuccegsiuth first-to-market imperatives (Verworn,
Herstatt, & Nagahira, 2006; Brun & Saetre, 2008)isTsection examines CPl initiatives,

including CMMI, and investigates whether CMMlIa plausible framework that can be applied to
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the NTV sector to achieve justifiable process improents in highly complex, first-to early-
generation processes. A CPI framework applicabgitgluation is conducted to make this
determination. Should a proven tool like CMMI beewidely adopted in the NTV sector, it

may be used to improve the success rates of ndwatagy ventures.

SIPOC Diagram ---- New Technology Venture
Process Development
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Figure 4 SIPOC Diagram of Generic NTV Process (Simon, 2010

CMMI Defined

CMMI is a CPI framework that evaluates how effittlg a firm is able to design,
manufacture, and deliver technology products. Thachieved in two fundamental steps. First,
an appraisal is conducted to determine the relatigririty of the new technology development
process. Second, once the maturity level is detexthiCMMI provides a forward stepwise
methodology that guides process managers and emgit@vard initiatives that result in more
mature processes. CMMI's five process maturity leeee initial, repeatable, managed, and

optimizing. Each level is defined in Table 2.
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Table 2.Characteristics of the Five Process Maturity Levels

1. Initial The process is characterized as ad hoc, and ooedlgieven chaotic. Few
processes are defined; Success depends on indiaiddidometimes heroic
effort.

2. Repeatable Basic project management processes are estabtshedtk cost, schedule, and
functionality. The necessary process disciplin@ iglace to repeat earlier
successes on projects with similar applications.

3. Defined The process for both management and engineeringtiastis documented,
standardized, and integrated into a standard nelm&dogy development
process for the firm. All projects use an approvedored version of the firm's
standard NTV development process for developing teelvnology.

4. Managed Detailed measures of the NTV development procedgeavduct quality are
collected and used effectively. Both the NTV depehent process and
products are quantitatively understood and cordoll

5. Optimizing Continuous process improvement is enabled by qading feedback from the
process and from piloting innovative ideas andnebtigies.

(Paulk, Curtis, Chrissis, & Weber, 1993)

NTV Sector Values High Product Quality and Effitierocesses

The new technology venture sector has seen andhlmaes to increasingly demanding
global markets and an accelerating pace of techimalbchange. These have led researchers and
practitioners to recognize that firms engagingemwrechnology ventures need to compete on
both product quality and product development sgeexthieve the first-to-market objective.

Firms that achieve high product quality, and argtfio-market, anticipate that these competitive
advantages may result in higher business perforengParter, 1998).

Researchers have put forth models to improve pedoce that tend to focus on the
management of the new technology venture. Howelrese models address the identification of
phases, integration of different phases and progach autonomy (Chapman et al., 2001), rather
than on the continuous improvement of the new teldgy venture process itself. While firms

engaging in new product development share, thettirmarket objective evident in the NTV
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sector, they also tend to have product families ¢rearly justify CPI. In contrast, new
technology ventures often use a first- or earlyegation process with unproven product or
business-level viability. Thus, it would be of irgst to learn if the up-front investment of time
and resources required by CPI result in a justdgayoff for firms engaging in new technology
ventures as evidenced in the aerospace, telecoroatiams, and ETO sectors. If this study
confirms these results, it could be used to supgpertise of the CMMI CPI framework in the
new technology venture sector and achieve systemadduct and business performance
improvements. In turn, practitioners will be equedpwith a rigorously, time-tested tool to aid in

the systematic increase of successful new techpdénmch rates.

Key Concepts

Framework

A number of continuous process improvement modedsstandards that have a variety
of issuing bodies, scopes, architectures, andgatethods were reviewed. In addition,
frameworks have been devised with begtternallyandinternally derived criteria (Paulk, 2004).
Externally derived frameworks include

* Malcolm Baldridge National Quality Award criteriBldridge, 1987)

» Standards such as ISO 9000 (Quality Managemene®gst Requirements)
(1ISO9001, 2000)
Internally derived frameworks include
* Total Quality Management (TQM) (Crosby, 1979; Jure®92; Deming, 1994)
* Lean (Womack & Jones, 2003)
» Six sigma (Harry & Schroeder, 2000)

* Process Improvement models such as CMMI (Chrissiarad, & Shrum, 2003)
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Process

A process is the logical organization of peopletenals, energy, equipment, and
procedures into work activities designed to produsgecified end result (Pall, 1987). Recall
that the specified end result for the NTV secta fg'st of its kind product produced using a first
generation manufacturing proces$sis first generation process is indigenously dedjsiewly
invented and situation specific.will have been expressly developed or adaptdddilitate the
launch of the new technology (Ansoff, 1957; BooteAl& Hamilton, Inc., 1982; Leifer et al.,

2001; O’Connor & De Martino, 2006).

Process Stabilization

The concept of continuous process improvement, wivias developed in the quality
movement, requires that the existing process tmeliged. It then becomes predictable, and its
capabilities become accessible to analysis andawngonent. Continuous process improvement
occurs when the cycle of stabilizing, assessing,iaproving a given process becomes
institutionalized (Davenport & Short, 1990). HoweMé could be argued that the process
stabilization imperative of CPI is at odds withiiis that engage in NTV development, since by
its very nature such a process is a first- to egelyeration process that may require extensive
redesign until the new technology and resultantdpcbare deemed viable. In fact, simple new
product development processes that have no newdkdy requirementsay struggleo justify
the up-front CPI costs in a first generation predescause early design changes may be easily
and readily made without sacrificing product vigiibr quality. In sharp contrast, the highly
complex processes characteristic of NTV developraagironmentsnay easilyjustify the up-
front costs associated with CPI initiatives, beesth®ir configuration management is
confounded by even small design changes earlyeinl@velopment life cycle (Campbell, 1989;

Macala, 1996). Perhaps the more complex the prpottessnore important it is to install stable
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processes early in the development life cycle. &wie that highly complex processes may
justify the up-front costs associated with CPliatives is documented in the aerospace,
telecommunications and ETO environments (Griffi@QZ; Chapman et al., 2001; MacCormack
& Verganti, 2003; Brun & Saetre, 2008). It would ddeinterest to know if those CPl initiatives

that work in these arenas prove applicable in th¥ Hevelopment sector.

CPI Frameworks’ Applicability to Specified Industsiand Sectors

The selection and implementation of a CPI framéwtora particular industry or sector is
often predicated on historical best practices @magement policy and/or government dictum.
For CPl initiatives installed for the first timerecognized schema has been adopted by both the
defense and commercial industries and is known@Rldramework applicability evaluation
(Paulk, 2004; Chen & Tong, 2004; Zhou, He, & Ga)& Sinn, Chandler, Bailey, & Mattis,
2008). In addition, recognize that a number of n®dad standards exist, which are focused on
continuous process improvement, and which are egdgk in a variety of specified industries
and business functions. Most have their roots@ntlanagement and improvement of
manufacturing processes but have evolved to accaata@ variety of settings including
administrative, service, healthcare, financialitnibns, among others to great success.
Generalization of these continuous improvement éa&orks has been proven to be effective in
organizations ranging from manufacturing to seragemmitted to continuous improvement
(Sinn et al., 2008). However, each framework mestdviewed to determine its applicability to a
particular organizational environment. For thiss@athe CPI applicability evaluation begins
with a review of the literature.

First, the evaluator assesses historical and patdéuture applications in order to select
an appropriate subset of applicable CPI framewfwké&urther investigation. Second, the

evaluator maps these applicable frameworks in daezveal nesting relationships. Third, the
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evaluator determines which CPI framework has thstromadly based and finely tuned
framework because it may then be used with con@idebastly, the evaluator performs a
contextual analysis. The evaluator assesses thebmuslly based, finely tuned CPI framework
within the setting in which it is to be applied (g 2004; Chen & Tong, 2004; Zhou et al.,
2006; Sinn et al., 2008).

Literature presents attributes of effective cambins process improvement that leads to
high product quality, process performance, andrimss performance. In particular, the value of
frameworks such as (1) TQM, (2) lean, (3) six sigarad (4) capability maturity model
integrated (CMMI) have been widely acknowledgedr{@aa, 1995; Harry & Schroeder, 2000;
Clark, 2000; Harter et al., 2000; Issac, Chandifaaedn, & Anantharman, 2003). However,
certain CPI frameworks have proven more applicttide others given the needs and nature of a
particular industry sector. A continuous procesgromement (CPI) framework applicability
evaluation was conducted to determine if capahitiiturity model integration (CMMI) and total
quality (TQM) based tools devised for the aerospidense industry may be used in the
commercial new technology venture sector.

The resultant examination of prior research, magpd determine scoping differences,
and contextual analysis determined that CMMI andMTiSased tools devised for the aerospace
defense industry were applicable to the commengal technology venture sector (Johnson &
Brodman, 2000; Amaratunga et al., 2002; Ramanujdeg&h, 2004; Doss & Kamery, 2006;
Hutchinson, 2006; Veldman & Klingenberg, 2009; Hamn& Lyth, 2010). The peer-reviewed
evaluation may be viewed: http://nciia.org/sitetddé/files/conf2010papers/jackson.pdf.

The next section details the CPI framework appliggtevaluation.
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CPI Applicability Evaluation

A CPI framework applicability evaluation beginghva review and synthesis of the
literature. This synthesis revealed core broaddas# interrelated CPI frameworks. In
particular, TQM, lean, six sigma, CMMI, ISO 900@dahe Baldridge Award, along with the
more generic practices of strategic planning, assest, data collection, documentation, and the
development of standard operating procedures, &ofoundational core of broad-based inter-
related areas resident in continuous process inepnewt initiatives. All of these recognized
performance improvement frameworks began in aqaat industry or business sector such as
manufacturing or aerospace software developmedteaolved over the ensuing years into
models for organizational performance improvemennfany types of organizations. These
include for-profit entities in manufacturing, techogy development, service, healthcare,
education, as well as non-profit organizations i(Shal., 2008). The frameworks and generic

practices, with their predecessor and inter-retetiips, are depicted in the Figure 5.

ISO 9000
[

TOM
Lean
Six Sigma

Strategic ||  Assessment |l standard .
Planning Data Collection Operating Continuous
Documentation Procedures Process
SOP: Improvement

CMMI

Baldridge
Award

Figure 5 Core Areas Used to Achieve Continuous Processovement
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Antecedents of Strategic Planning

Strategic planning has always been part of themwidetermining mechanism and guide
for the future for all continuous process improvetrfeameworks. Strategic planning’s essential
attribute is that a firm must become increasingbtesmatized using a fundamental methodology
that assesses and determines the direction of twdy& pursued for improvements and changes.

Strategic planning is generally tied to change iammrovement, based on a vision for the
future. The future and vision being discussed is thse are tied to systems for assessing
directions related to change and improvement witlhéncontext of broad quality systems. Data
must be collected and documented in ways that@yeariate to the specific missions of
continuous process improvement. Strategic planaffagds a systematic approach to setting
goals for the future, determining appropriate measior success, and planning for needed
resources. It is to this end that an approprigiplieable, and useful framework should be
selected given the myriad of options (Burgelmar20

Assessment, data collection, and documentatioargeredents to strategic planning and
integral components of the early phases of allinapous process improvement initiatives. Once
a strategic plan is in place, it is incumbent tohefirm’s leaders and managers to capture
knowledge to ensure efficiency and select an apf@ai@pcontinuous process improvement
framework (Burgelman, 2002%tandard operating procedures (SOPs) are a congormmt of
any continuous process improvement framework. &reythe minimum outcome from any
strategic plan that insists its organization’s kradassess, collect data and document results for
some form of analysis that may provide insight ibatinuous process improvements. SOPs
fulfill a number of pervasive needs found in majorlity, organizational and continuous process
improvement systems. The SOPs form the basis fpleimentation of the quality system in all

continuous process improvement initiatives and iglgteps to follow in disciplined ways to
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accomplish all functions of the program. Broadlyath SOPs may take different forms and
include written work instructions, flow charts, exales, process maps, and other procedural

documentation, which can be accessed and used diythaé firm’s participants.

Varying Deployments of Strategic Planning Into CPI

The specific ways in which a strategic plan, assest, data collection, documentation
and SOP practices have been deployed and integraiteelach continuous process improvement
framework varies. Each framework has its own aedtd, set of issuing bodies, and
standardization entities. Some frameworks relyxdereally derived criteria vs. internally
derived criteria; some have an intra-relationsbiguk vs. an inter-relationship focus; some have
project success imperatives vs. enterprise leveless imperatives. All the frameworks
examined in this research originated in a particotamtext for a specific industry and business
function. All have expanded to a wide spectrummausstries and business functions. This
section reviews and synthesizes the existing tiieesbase in the Malcolm Baldridge framework,
ISO 9000, TQM, lean, six sigma, and capability m&tumodel integrated (CMMI) to determine
the most applicable CPI framework with which toesssnew technology venture (NTV)
development processes.

1. The Malcolm Baldridge National Quality Award critewere externally developed

in 1988 as a model for managing quality in a mactuféng organization and
recognize achievements in quality and businesspadnce. This framework
examines both intra and inter-relationships in Hotkprofit and non-profit entities,
and is considered to be an enterprise level framewidie U.S. National Institute of
Standards and Technology in the Department of Cawerlaunched the award in
1987 to encourage U.S. companies to publicize sstglequality and improvement

strategies, to adopt total quality managementtamshcourage competitiveness.
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Examiners assess their own externally derivedraitend allocate points in seven
major areas. Unfortunately, applicant informatisrconfidential. Thus, the required
confidentiality agreements ensure that the linkveein award criteria and resultant
product/business performance remains inaccessibl@ther firms have no reliable
way to replicate results. Lastly, the award créadrave been revised and improved
over the ensuing years and have evolved into a hioderganizational performance
for many types of organizations. Significantly stleivolutionary course has occurred
for every recognized performance improvement fraorekw
ISO 9000 (Quality Management Systems), like thelBdge Award, has externally
derived criteria. This framework is an extensiveesaf standards dealing with
quality management systems, and can be used femakiquality assurance
purposes. Formerly biased towards a manufactunmgament, the 2000 release
removed much of the manufacturing bias and hassutently been adopted by a
wide variety of industries and functions. It addessthe organizational context of
processes (inter-relationships) and the enterpeisd viewpoint such as
profitability, market share, and the like. Sectpedgific variants, such as QS9000 and
TL9000, provide recommendations for adopting ISA9@0specific environments,
the automotive and telecommunications industriespectively. Unfortunately, ISO
9000 only defines minimum qualifications a firm dedo achieve for certification
(Bamford & Deibler, 1993) and lacks substantialganp for continuous
improvement (Coallier, 1994). The I1SO suite of staals originated in
manufacturing and was first narrowly applied thatet became widely accepted.
The lean framework derives its criteria internahd has a focus on identifying and
eliminating waste. The eleven waste categoriesdafects, overproduction, queue

time, transportation, processing waste, inventagste of motion, talent,
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complexity, redundancy and communication (Sinnl.e808). Its focus is intra-
organizational with departmental, functional, wétiterprise level performance
imperatives. Lean practices make use of the expaziand intuition of experts to
solve problems. In practice, its commonly usedgaotiude single-piece flow,
pulling System (billboards), Just In Time (JIT),I@ Chain Management, TPM
(Total Production Maintenance), SMED (Quick Die 6pe), the balanced
production lines, prevent errors, workplace Orgainan (Workplace organization),
5S, customer value flow analysis, motion analydidpka (automation), prevention
of errors, more employee training (Zhou et al.,&00Qean originated in
manufacturing, was first narrowly applied and theer became widely accepted.
Similarly, TQM and its more precise derivative, sigma have internally derived
criteria as well, but systematically identifies andasures variation, defects, and
waste for elimination to achieve sustained improgets. Six sigma is based on the
overarching philosophical tenants of TQM and stiaBs Six sigma uses quantifiable
indicators and analysis with minimal dependencéherexperience and intuition of
experts to solve problems. In practice, it combmesy traditional statistical
methods and tools such as QFD (Quality Functiond@mpent), FMEA (Failure
Mode and Effects Analysis), SPC (statistical preaamtrol), MSA (Measurement
System Analysis), ANOVA (analysis of variance), DQesign of experiments),
regression analysis, hypothesis testing, and g@loou et al., 2006). Six sigma’s
focus is intra-organizational with enterprise lepetformance imperatives. TQM
and six sigma each originated in manufacturing Viiesenarrowly applied and then
later became widely accepted.

The capability maturity model integrated (CMM1)rfrawork requires each firm

derive its own set of continuous process improveragteria. As mentioned in the
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introduction, each maturity level has defined chaastics whereby each firm'’s
distinctive set of procedures is assessed to daternmt has one of the following
levels of process maturity: (1) initial, (2) repaaie, (3) defined, (4) managed, and
(5) optimizing.Level 1 is indicative of low process maturity; |€%as indicative of
high process maturity. Its focus is intra-organaeaal with departmental, functional
and enterprise level performance imperatives. So#viEngineering Institute (SEI)
originally developed it and its first applicatioropided a well-defined approach to
continuous software process improvement in thespae industry (Harter et al.,
2000; Manzoni & Price, 2003). Aerospace hardwareligers (e.g., jets and its
sub-components) adopted CMMI due of its succefisdrmerospace software
industry. Additionally, due to CMMI’'s comprehensimature, more industries, firms,
and business functions outside of the aerospateaeihardware industry have
begun to use the CMMI framework to achieve contusiprocess improvement.
These include education, medical and biotech, adiréion, distance learning,
university Ph.D. programs, facilities managemeuto@motive, and generic new
product development, among others. Empirical exadesupports the contention that
CMMI has demonstrated its appropriateness and agplity in a wide spectrum of
settings (Johnson & Brodman, 2000; Amaratunga.eP@02; Ramanujan & Kesh,
2004; Doss & Kamery, 2006; Hutchinson, 2006; VeldriaKlingenberg, 2009).

A review of the literature revealed that CMMI pid@smorecomprehensive guidance
for improving processes than TQM, lean, and sirsigLastly, CMMI's applicability and
usefulness is rapidly broadening into more busisestors just as has occurred with all the other
recognized frameworks.

The literature review also revealed that onlyfthe internally derived CPI frameworks

should be considered further due to the uniqueratigenous nature of NTV environments.
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Likewise, NTV environments use first generation ofacturing processes and therefore no
externally derived standard has yet to come allauwit, TQM, lean, six sigma, and CMMI are
examined further. The next step in the evaluatom procedure known as mapping. This
requires that these four frameworks be mappedveatenested relationships and thereby identify
the most broadly based and finely tuned method.riibst broadly based, finely tuned method
may be best used with confidence. Thus, the CRheegmay determine a specific CPI
framework that is applicable for a given processsHort, the most nested framework that
provides the best CPI operational methods may leetsel and implemented with confidence

(Paulk, 2004; Chen & Tong, 2004; Zhou et al., 208i6n et al., 2008).

Mapping and Nesting

Scholars and practitioners have long recognizatiithile each framework had its own
genesis, they have each evolved to accomplishgéestutcome: continuous process
improvement. Consequently, the process of mappRigi@meworks to determine nesting
relationships has become routine in some indusftfies aerospace industry, for example,
routinely maps CPI frameworks, since various goverragencies and customers may require
multiple certifications when competing for Departrhef Defense contracts (Sheard, 2001). As
such, the aerospace industry has devised meth@dskoate the applicability and usefulness of
CPl initiatives. Recognize that the use of CRIdkuntaryfor new technology ventures (NTV) in
the commercial sector amdmpulsoryin the aerospace industry. However, this distorctnay
make the aerospace industry’s method of CPI arsafgsiapplicability and usefulness more
valuable since it is both rigorous and time-testedhe commercial NTV sector, each firm
decides whether to engage in CPI at all. And iffilre engages in CPI, it typically controls both
the CPI appraisal and improvement programs. Thegetbe purpose of mapping CPI

frameworks in this context is only to justify theeuof the most applicable yet comprehensive
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framework for the continuous process improvememtayi technology ventures, and not to serve
outside governing bodies. In particular, recognineg because the NTV sector uses first- or
early-generation processes indigenous to each tiisistudy concerns itself only with CPI
frameworks that have internally derived criteriaefefore, TQM, lean, six sigma, and CMMI
are the focus of this study’s scrutiny due to titernally derived nature of these frameworks and
their successful applications in aerospace, telemamications, and engineering to order (ETO)

sectors. These CPI frameworks and their nestirgiogiships are depicted in Figure 6.

CPI Framework’s Objectives

«  Style of management aimed
at achieving long-term
continuous process
improvement by linking
product quality to customer
satisfaction

TQM

Lean ¢ ldentify & eliminate waste

. Identify, eliminate waste,

Six Sigma defects and variation to
99.9997% defect free

¢ ldentify and strengthen
process capabilities to
achieve level 5 maturity:
continuous process
improvement

CMMI

Figure 6.CPI Framework’s Objectives and Nesting Relationsiiiaulk, 2004; Sinn, Chandler,
Bailey, & Mattis, 2008)

The selection and implementation of a voluntagityployed CPI framework is best
determined by its applicability and usefulnessstablished by (further) examination of prior
research, mapping to examining scoping differenaed,conducting contextual analyses (Paulk,
2004; Sinn et al., 2008). These examinations aatyses were performed and it was determined

that CMMI's broader framework (compared to lean aixdsigma) and contextual suitability,
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combined with TQM’s overarching philosophical tenetuld be most applicable to the new
technology venture sector.

Lean production and six sigma management have coraliies that include culture
pursuit, ultimate objectives, continuous procegsrovement, requirement to understand the role
of the employee toward success and strategic mgemts (Zhou et al., 2006). In contrast, the
two frameworks’ differences include the model oéoyion and management, recommended
starting points and methods to solve the problemplementation steps, focus of specific
implementations and training, cognition of finah@#éect, process improvement strategies, and
specific concerns. These differences, howevematrantagonistic but complementary. If
integrating and applying the two, a firm’s businpsscess will continuously improve and
thereby be more responsive to changing market tondiwhile maintaining the strongest
competitive advantages (Chen & Tong, 2004). Taldegcts generic lean and TQM/Six sigma
process components and maps their complementaityusdis, thus illustrating how the lean
framework nests within TQM/Six sigma (Sinn et 2D08).

When evaluating multiple frameworks to determippleability and usefulness, an
organization faces a number of challenges. Fhiststope of different frameworks is likely to
differ, with some amount of overlap that must bdradsed. Interpreting the framework with the
broader scope from the perspective of the framewaitk the narrower scope is usually
appropriate. For example, an organization using Gl six sigma should interpret the six
sigma practices from the perspective of CMMI (Pagk04). This mapping of requirements in
one framework to the requirements in the other reagal nesting. For example, the broader-
scope framework will provide more detailed requiests and guidance on implementing parts of
the narrower framework. Although there may be dpepoints in the narrower framework that
are neglected in the broader, satisfying the metailed framework’s requirements can be

consideregrima facieevidence that the narrower framework’s equivateguirements are
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satisfied. Therefore, mapping to reveal nestingnis effective way of addressing framework

applicability.

Table 3.How Lean Maps Within TQM/Six Sigma

TQM/Six Sigma

Characteristic of

How to Accomplish

Complementary

Attribute TQM/Six Sigma Attribute Lean activity

Define Define the process and  Map process Use the process map to
the project identify all process steps.

Measure Determine step timing, Measure using best Determine current time
activity costs, flow practice methods and develop target time
distances, process for all steps
parameters

Analyze Analyze every Deep Dive the data Determine the delta and
measurement for waste, analyze root cause.
value and opportunity

Improve Target the high waste Try Something — Make a Understand and develop
measurements and substantiated change; and implement
develop a process to avoid analysis paralysis improvement strategies
mitigate for each step of the work

process.
Control Ensure process discipline Instill process discipline  Ensure that the gains are

and that the organization through leadership; Have

does not slip back to the
old way/habit

visible management
attentive to continuous
improvement

sustained through
management audits and
visible management.

Contextual Analysis

(Paulk, 2004; Sinn, Chandler, Bailey, & Mattis, 83D0

Another way of addressing framework applicabilityo determine the contextual

requirements for each specific setting. For examrgptenth generation process derived for a

product family may find a six sigma CPI framewoitks best while a first generation process may

find a CMMI CPI framework fits best. This might e case because six sigma strives to
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remove large variation based upon an establisheeliha that already exists. In contrast, CMMI
may begin its assessment with no initial baselnglace. CMMI then is a more logical choice to
use for the assessment of first-to-early genergironesses found in NTV environments.
Consequently, CMMI’s broader framework and contekawitability, combined with TQM'’s
overarching philosophical tenets are used to measer CPI in this new technology venture
study. Recognize thaix sigma maps within CMMih the same way that lean maps within six

sigma This nested relationship is depicted in the Tal{8ian et al., 2008).

Conclusions

Continuous process improvement (CPI) has imprg@reduct and business performance
in many industries and business sectors. Howetvieasi not been widely adopted in the new
technology venture (NTV) sector. The literatureiegwvsought to establish the plausibility of the
CMMI CPI framework as a viable tool to improve cdey first generation NTV processes. The
review investigated how and why CMMI, which arosg of the aerospace industry, might prove
particularly applicable to the NTV sector. Both #erospace and NTV sectors share highly
complex, first- or early-generation processes witbrarching rapid speed-to-market imperatives.
And since CMMI initiativeshaveimproved aerospace processes, it was hypothetiaethey
may improve NTV processes. A CPI framework applidgievaluation was conducted to
establish CMMI’s plausible application to the NT&c$or. This section detailed this evaluation,
which examined prior research, mapped initiatizeddtermine scoping differences, and
analyzed contexts. The evaluation’s results esfadt that CMMis a plausible CPI framework
that may be a viable tool when applied to the N€¢tsr. Consequently, the researcher has
incorporated a proven TQM/CMMI based measuremesttument to measure six critical factors

and their impact on product quality in the NTV sect
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Table 4.CMMI Maps and Nests Within TQM/Six Sigma

Low Maturity High Maturity

v

Six Sigma Level 1 Level 2 Level 3 Level 4 Level 5
Requirements Initial Managed Defined Quantitatively Continuous
Managed Optimizing
Define Undefined Infrastructure in Infrastructure in  Firm and projects have Firms and projects
process and  place to support place to support quantitative objectives have quantitative
project and yet process; Broadlyprocess; Precise for product quality and understanding of
performed; Ad defined process standardized process performance; common causes of
hoc and chaoticdescriptions in  process descriptior These are based on  variation inherent in
process place in place customer needs and  processes;
performance led process implementers Continually revised
via heroic firm level
efforts quantitative process-
improvement
objectives in place
Measure No meaningful Measure againstMeasure against Measure quality and  Use measurement
measurements process tailored set of firm'<process performance inmethods described in
of timing, descriptions precise, statistical terms; for level 4; Effects are
activity costs, standardized selected sub-processesmeasured and
flow distances, processes accordindetailed measures of evaluated against
and process to own guidelines process performance arguantitative process
parameters rigorously producedollected and statistical improvement
analyzed objectives
Analyze No analysis of Crisis driven Some proactive  Diligent, proactive Analyze as in level
waste, value & passive analysis;analysis; uses statistically sound 4; Both the defined
opportunities  no detailed understanding of analysis of quality and processes and the
measures interrelationships oprocess data firm’s set of standard
available thus  process activities repository... processes are targets
minimal and detailed of measurable
opportunities to measures of improvement
analyze processes activities
meaningful data
Improve No target of  Only produce  Produce outputs per.That support fact-  Use fact-based
high waste outputs per standardized based decision-making.decision-making to
measurements process process Special causes of procecontinually
and no descriptions; descriptions; some variation are identified improving using
processes are much re-work, re-work, scrap, and, where appropriate innovative and
devised to scrap, inefficiency, poor the sources of special technological
mitigate inefficiency, poorquality tolerated  causes are corrected toimprovements by
quality tolerated prevent future addressing common
occurrences causes of process
variation
Control No controls andControls in placeControls in place asControls lead to the ~ Controls lead to

no process as adherence to adherence to quantitatively guantitatively
discipline is process standardized predictability of processpredictability of
ensured descriptions process performance via process performance
descriptions; lead tincremental via continuous
the qualitatively ~ improvements improvement;
predictability of Addresses common
process causes of process
performance variation and

changes process

870 shift the mean of the process performance araedhe inherent process variation experienced

(Paulk, 2004; Sinn, Chandler, Bailey, & Mattis, 3D0
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The first study reported in this dissertation w#itermine which, if any, of six critical

factors identified in the previously validated aetlable CMMI/TQM based instrument
(Vitharana & Mone, 2008) have a statistically sfgraint impact on product quality performance.
If research results confirm these factors impactipct quality, this instrument will equip NTV
practitioners with a new tool that incorporatest(i® well accepted overarching TQM
philosophical tenets combined with (2) the rigotgusme-tested CMMI methods for achieving
CPI. These frameworks have lead to significant @eand product quality performance
improvements in the aerospace sector. Importasitiguld NTV managers adopt this new tool,

they may anticipate similar process and produclityuenprovements.



CHAPTER III

RATIONALE AND OBJECTIVES

Rationale

Engineering managers charged with launching tdognzally advanced products to the
market for the first time have little guidance froraditional performance measurement systems.
A measurement system designed to aid engineeringgeas with making more effective
process improvement decisions that impact produality would be a significant advancement.
Such measurement has proven difficult because finrtisis sector are highly heterogeneous and
marked by heroic management efforts. Economic adgweént specialists contend it is important
to devise a viable method to assess processesambement practices systematically in this
environment, particularly as it relates to continsiprocess improvement and product quality, to
improve future ventures.

The primary focus of this research was to dewseféective and usable performance
measurement tool, since it may enable managemsgwie the product quality of technological
innovations.

Given the importance of innovation, and the faet imanaging the quality of new
technologically advanced products is essentigh¢osuccess of each new venture, a newly
devised scorecard, which was effective and usablddibe a significant advancement. Because
this scorecard was designed as a template forendigs modification, it can be incorporated
quickly into a variety of fast-paced new technol@ggduct development environments. NTV
managers grounded in continuous process improvepnaatices will be able to incorporate this

tool confidently in order to guide their teams todvhigher quality products. This, in turn, may
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have a positive influence on the successful lauatds of technologically advanced products

since superior product quality has been positicelyelated with launch success.

Scorecard Development Requirements

The development of a balanced scorecard for prégeel new technology managers
requires (1) identification of management practited impact product quality, (2) incorporation
of these factors into a balanced scorecard, aneM@yation of this newly devised balanced

scorecard. Two studies were employed to accompiliste goals.

Objectives

This research project built on process capahitigurity theory and was comprised of
two studies. The objective of the first study waslétermine critical factors that drive product
quality. It used multivariate equations to predigtical factors that drive product quality. Data
were collected from experienced NTV managers ugipteviously validated survey instrument.
When the data analyses demonstrated significangletion with measures of product quality
management practices and product quality perforeehe critical factors were incorporated
into the performance measurement tool, known abdtenced scorecard.

Recognized design methodology grounded in thealilee was used to establish a solid
framework from which to build the tool. This proeid the best platform from which to launch its
evaluation. Therefore, scorecard design methodaliefined in the literature was used to
convert the identified product quality managemeatpces into performance measures.

The objectives of the second study were twofoldstFthe development and test of a
valid and reliable measure of scorecard performaapability and usability was needed. This
was required because no such instrument existdgtiliterature. The second objective of this

study was to evaluate the newly devised score@ath were collected from experienced NTV
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managers using this measure. It was projectedhbanhstrument would demonstrate significant
correlation with measures of scorecard performaapability and managers’ decision to use the
scorecard. This evaluation determined that manafpsmsed the scorecard to be a usable tool
and that it will aid them in making effective praduality management decisions.

This tool was developed with a desire to enableagers to lead initiatives that improve
the product quality of technological innovations.

In summary, this research was comprised of adteg-systematic methodology that
investigated product quality management practicgébe new technology venture departments.
Effective product quality management practices w&jedentified, and (2) incorporated into a

scorecard. The resultant scorecard was (3) desig¢erhade operational, and (5) evaluated.



CHAPTER IV

METHODS AND PROCEDURES

The methods and procedures section includes (Ensgh(2) participants, (3) sample
size, (3) criteria for participation, (4) procedsirand (5) measures for two pilot studies and two

full-scale studies.

Study One

Schema

The development of a valid and reliable surveyrimsent involves numerous steps that
take considerable time. However, when using amungnt that has been shown valid and
reliable, this process may be streamlined. Thersalgevised by Gliem and Gliem (2003),
Mulvenon and Turner (2003), Pett, Lackey, and Sailii(2003), as well as Radhakrishna (2007)
was followed:

» Conduct extensive literature review of prior resbao ascertain applicability of

selected measurement instrument.

» |dentify target audience and devise proceduresltoitsrespondents.

* Seek Human Subjects Institutional Review Board @EIreview and obtain

response prior to soliciting potential respondents.

* Use appropriate expert(s) to confirm face validégnains intact.

» Articulate hypotheses; delineate independent apérmident variables as linked to

refined measurement instrument.

44
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* Compute readability test(s) after revisions. Canfiesultant grade level corresponds
to the target audience.

» Use previously validated instrument whereby facatent, and construct validity
were previously established (Vitharana & Mone 2008)

* Conduct pilot study (15 respondents).

» Establish reliability from the pilot study usingd@ibach’s alphaol); appropriate
revisions may be made to the instrument unttl 70 (Nunnally, 1978).

» Establish criterion validity using multiple lineeggression.

* Conduct full- scale study (100-125 respondents).

» Establish reliability from the pilot study usingd@ibach’s alphaol); appropriate
revisions may be made to the instrument unttl 70 (Nunnally, 1978).

» Establish criterion validity using multiple lineeggression.

* Conduct multivariate regression analysis; repod @malyze appropriate statistics
(e.g., coefficient of determination (adjuste®),FE and p values and thereby

* Determine if the NTV PQMI reliably predicts produptality in the new technology
venture sector, and if it

» Establish a correlation between process managemangement commitment,
employee education and training, customer focualityumetrics, and employee

responsibility.
Participants

Participants for the pilot study were current aackent managers of new technology
venture processes with three or more years of eqpar within the last five years. These

managers were identified and recruited from thio#ahg sources: (1) National Consortium of
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Innovators and Inventors Alliance (NCIIA); (2) Mdah Economic Development Corporation, a
firm networked with new technology ventures ontiied coast; (3) American Society of
Engineering Managers (ASEM); (4) Kaufmann Foundgt(®) AimWest; and (6) Paragon
Recruiting. Recognize additional participants fug targer study included contacts from:
(1) networking with Dr. Lyth and Dr. Lloyd, academeaders in the new technology venture
sector; (2) InfoGroup, the nation’s leading compdébusiness information; and (3) Industrial
Research Institute (IRI), the nation’s leading asg®mn of companies and federal laboratories
working to enhance the effectiveness of technoldgrmovation.

This research sought variety in the number of shdes studied, the size of the
companies, their reputation for past innovativenasd the age and structure of NTV functions.
Companies and their NTV managers were qualifiedrfdusion in the research sample based on
their declared intent to evolve their capability foanaging their radical innovation processes.
This was cross-referenced with pre-screened priofessorganization affiliations (e.g., NCIIA
and IRI) and public documentation such as compaety sites and/or stockholders’ annual
reports. Finally, a subset of members of thesesfwho were willing to complete surveys and
participate in interviews ultimately self-selectedoe the final participants in the pilot test as

well as the full-study.

Sample Size

When testing a newly developed survey instruntbetsample size for a full-scale study
should have a minimum of 10 respondents per iteove¥er, when using an instrument that has
been shown valid and reliable—as was the casdi®study—a smaller sample size may prove
sufficient. This is particularly justified when tteeare several marker variables with high
Cronbach’s alpha values that are greater tharwBigh was true in this case. Lastly, it is

recommended that the sample size of a full-scaldydbe six to ten times the size of its pilot
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study (Tabachnick & Fidell, 2001; Pett et al., 2DA@3onsequently, the pilot study sample size
was computed to be 15 and the full-scale sampé&veas 100. Also, Cohen (1992) established
that for a multiple linear regression model witk gredictors, a sample size of 97 was sufficient
for a medium (13%) effect. The full scale studylecied data from 102 respondents, which
exceeds Cohen’s threshold. Note that confirmaticsample size was re-visited whenever
additional statistical analyses were performedhenfall-scale study’s data set; this lower bound

of 100 was met for all sets of criterion used facke analysis method selected.

Criteria for Participation

Participants in the surveys were new technologyure managers who (1) managed the
launch of a new technology venture for a minimunthoée years within the last five years
(Vitharana & Mone, 2008), and (2) worked in an eoriment where job titles and
responsibilities were clearly defined (Naranjo, 200@articipants also confirmed that their new
technology products offered: (1) wholly new bergf(®) significant (i.e., 5 to 10 times)
improvement in known benefits, or (3) significaatluction (i.e., 30 to 50%) in cost (Leifer et
al., 2001). Fifteen managers completed the NTV P@8#/participants of the pilot test for study

one. Data were compiled from their responses, lagid &nalyzed.

Procedures

Qualitative Evaluation of Proven Measurement Instemt

A qualitative evaluation of the Vitharana and M@n@008) measurement instrument’s
revisions was completed. Recognize this study nextibnly the job title and otherwise
maintained the original survey intact (Vitharand&ne 2008). Statistical expert, Naranjo

examined the modified survey and expressed cordalanits statistical data gathering capability
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for those new technology venture environments wiaditles and responsibilities were clearly
defined (Naranjo, 2009). Thus, all 15 pilot studgpondents confirmed their job titles and

responsibilities were clearly defined.
Human Subjects Institutional Review Board Appro@iisgained

Human Subjects Institutional Review Board (HSIR®)iew was requested. All required
documentation was provided to the HSIRB office.utvey and methodology “approval not
needed” letter was sent from the HSIRB office. Tdiger was received prior the March 2010
National Consortium of Innovators and Inventorsakite (NCIIA) Conference. Thus, the
researcher recruited potential NTV PQMI survey oesfents for this pilot study, and the full-
scale study, at the NCIIA Conference. In additihe, peer reviewed paper that ascertained
CMMI's applicability to the NTV environment and neluced in the literature review section of

this dissertation was presented at that same carder
Readability Test

The readability of the refined instrument was categ using the Flesch-Kincaid Grade

Level formula to ensure the reading level was appate for all recruited survey respondents:
03 total words +118 total syllables) 1559
total sentence total words

Equation 1 Flesch-Kincaid Grade Level Formula

The resulting value from this formula is a numtheat corresponds with a grade level.
For example, a score of 8.2 would indicate thatéxéis expected to be understandable by an

average student in 8th grade, which is usuallyraiages 13—-14 in the United States of America
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(Kincaid, Fishburne, Rogers, & Chissom, 1975). grede level obtained for the survey used in

study one is shown in the Results section.

Survey Methods Researched and Utilized

Survey methods for study one were researchedtésrdme the methods that produce the
highest quality responses while also are provdretefficient and cost-effective. This pilot test
used the mixed-mode survey method to collect datine 15 new technology venture sector
respondents. Surveys of establishments such asdsssigovernment, and organizations have
shown to produce consistent, high quality respariBeis is particularly the case when
researchers seek factual information regardinggdos and assessments of an establishment
(de Leeuw 2005; Greene, Speizer, & Witala, 2008).dxample, mixed-mode survey
approaches are widely used by the Bureau of Latadis8cs and when researchers survey
businesses seeking data regarding the business @sdperations. Therefore, an establishment
mixed-mode survey method was justified for thisdrsation research project since it was
seeking data from respondents exclusively on basipperations and not personal/sensitive
information on the respondents, themselves. Latbre are three additional reasons researchers
cite for using the mixed-mode survey method foalelsshments: (1) it increases the likelihood of
participation, (2) it reduces the cost of the symasearch, and (3) it increases the speed of
completion (Turner, Lessler, & Gfroerer, 1992; Bi#in & Christian, 2003; de Leeuw 2005;
Greene et al., 2008). The establishment mixed-rsadeey protocols used for this pilot test and
the full- scale study are summarized in Table 5.

The electronic survey method was the primary dali@ction mode. The specific
benefits of this mode included all of the abovedsits of mixed-mode plus it (1) increased

candid responses due to respondents’ anonymity(Zanédsponses were obtained directly from
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the individuals under study. An overview of the a@ésed procedural approach is delineated in

Table 5.

Table 5.Survey Data Collection Protocols for (1) Pilot Syushd (2) Full-Scale Study

Step

Experimental
Treatment

Description

1

Pre-screen

Introduction

e-mail Link

e-mail Link, again

Phone Appointment #1

Phone Appointment #2

Direct to Web

Final e-mail

Phone call to referral to ascertgiotiéntial respondent fits NTV
managerial expertise criteria.

Phone call to remaining list of grestive respondents to introduce
researcher and reconfirm that he/she fits crit@anfirm if candidate
has the time and willingness to complete the suw@yhone at a
future mutually convenient time.

Most respondents went to link; E-mail confirmedp@sdents to
remind them of the date and time previously séttimductory phone
call. Invitees are informed on the first page oflioe survey of
HSIRB ‘approval not need’ status, WMU contact imfation, study’s
purpose, and description of the survey with NTV &d/ product
definitions.

E-mail link to each respondené day ahead of those requiring a
phone appointment #1.

Complete all or part of the survey with respondenitime permits.
Reschedule follow-up phone appointment as needed.

Complete remaining portion of survey as time pesniay require a
third phone appointment; reschedule accordingyntidae with this
experimental treatment protocol until obtain fifteeompleted pilot
study survey instruments.

Once study is completed, returaxperimental treatment #1 and
continue to #6. For those respondents who proveeskngly busy
and/or prefer the solitude and self-administeringligies of
completing the survey on-line, the link is provided again, which is
followed up with an e-mail reminder for the indivial to complete the
survey at their earliest possible convenience. iGoatwith this
protocol until the appropriate number of surveysampleted.

Send an e-mailed “thank you foryparticipation” note.




51

Measures

Survey Instrument

Vitharana and Mone developed a survey instrunansdftware development managers
for use in the aerospace and telecommunicationsstrids (Vitharana & Mone, 2008). This
measurement instrument known as the Software QUdhinagement Instrument (SQMI) was
designed with CMMI and TQM tenets embedded intitscsure. Because the CPI applicability
evaluation determined that CMMI's finely focused@ssment lens (compared to lean and six
sigma) and contextual suitability, combined withNIQ overarching philosophical tenets would
be an applicable CPI framework in the NTV sectoe, 8QMI was used in this research project.
Thus, this research project strove to expand tpécgion of Vitharana and Mone’s instrument
into the new technology venture sector.

The SQMI was minimally modified for the NTV sectamd renamed the NTV Product
Quality Management Instrument (NTV PQMI). This nigetl instrument was used to measure
the critical factors that determine NTV product lifyan both the pilot and full-scale studies.
This instrument has been previously tested in #tespace and telecommunications industries.
Consequently, its reliability and validity was pieysly established in analogous arenas. This
study modified only the department name and jd; titherwise the survey remains entirely
intact. Statistical expert Naranjo examined the iffedi survey and expressed confidence in its
statistical data gathering capability for those N&ironments where job titles and
responsibilities are clearly defined (Naranjo, 200@stly, the minimally modified version of
Vitharana and Mone’s (2008) new product qualityngiand process improvement scale (NTV
PQMI) was tested empirically in a pilot study tdetenine if it is a reliable measurement tool for
the new technology venture sector and to estabtigérion validity. Results were analyzed to

determine that the full-scale study was justified.
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Instrument Measures Six Critical Factors

This research used the NTV PQMI measurement im&ni and postulated that six
factors significantly impact product quality: (Inopess management, (2) education and training,
(3) customer focus, (4) management commitmentyajity metrics, (6) employee reponsibility
(Vitharana & Mone, 2008). Both the original measoeat instrument and its minimally
modified twin examine the impact of these samecsbical factors. These items were measured
using a five-point Likert scale that ranged from dtrongly disagredo 5 =strongly agreeEach

of the six constructs, also known as hypothesiaetbfs, is discussed below.

Process ManagemermRrocess management is the practice of managinugtive
technology venture engineering design developmeagss. Process management increases
visibility into the new technology process, andréfere helps reduce process variations, enhance
the predictability of new technology product qualeind facilitates process improvement (Harter
et al., 2000; Havelka, 2003; Ravichandran & RaQ®0The critical nature of the NTV process
is further highlighted in the capability maturityodel (CMM) and its derivative capability
maturity model integrated (CMMI). CMMI was designidassist software and hardware
developing firms identify their current process undy and, as a result, select strategies for
process improvement (Paulk et al., 1993). Advocatest that process maturity is linked to the
quality of the product developed (Cook & Campb&ll79; Blaydon, Keogh, & Evans, 1999;
Cooper et al., 2007). TQM identifies continuousgass improvement as a precursor for
developing quality products (e.g., Juran, 19929cBss management is further highlighted in
new technology ventures (Van de Ven, Angle, & Ppd839;Dougherty & Hardy, 1996; Leifer
et al., 2001; O’Connor & De Martino, 2006). In pautar, O’Conner and De Martino (2006)
advocate a more proactive approach to constanplyawng the new technology process. These

authors prescribe a process management strategniblves the use of process benchmarking,
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configuration management, inspections and reviésesing, CASE tools, standards and
guidelines, defect prevention and analysis, stedilsprocess control, and reuse. Sample items
might include “NTV processes are documented,” “mprehensive testing program is utilized to
validate the NTV process,” and “NTV process is eagbed over expediency.” The process
management construct with its complete set of itesussey statements) is listed in Table 6.
Recognize that for each item, a response on ari-pikert scale (1 = Strongly Disagree; 2 =

Disagree; 3 = Neutral; 4 = Agree; 5 = Strongly Agrevas solicited.

Table 6.Multi-ltem Statement to Measure NTV Managers’ Pgtioa of Adherence

ltem Strongly Strongly
Disagree Agree

1. NTV processes are documented. 1 2 3 4 5

2. NTV processes utilized in practice are compagainst 1 2 3 4 5
ideal processes.

3. NTV processes of other organizations (e.g., itgrs) are 1 2 3 4 5
benchmarked.

4. NTV processes are continuously improved. 1 2 3 45

5. Top management emphasizes process qualityatiaelto 1 2 3 4 5
product quality.

6. Configuration management techniques are utilized 1 2 3 4 5
throughout the NTV development Process.

7. Inspections and reviews are utilized in verifyirarious 1 2 3 4 5
NTV process documents (e.g., requirements spetidita
design specification, code, etc.).

8. A comprehensive testing program is utilized atidate the 1 2 3 4 5
NTV process.

9. Statistical methods (e.g., control charts, vemmanalysis, 1 2 3 4 5
etc.) are used to control the NTV process.

10. Computer-aided NTV Process engineering (CAS&lstare 1 2 3 4 5
utilized in the NTV development process.

11. Defect prevention is emphasized over defe@atien. 1 2 3 4 5

12. NTV process defects are thoroughly analyzed. 12 3 4 5

13. NTV process reuse is emphasized. 1 2 3 4 5

14. NTV process is emphasized over expediency. 1 23 4 5

Management Commitmefithis construct refers to top NTV management comeiitt to
developing quality products. Vitharana and Moned@ddentify the need for management

commitment to quality in terms of, staffing, andyding the necessary leadership to create an
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overall quality culture. Sample items might includp NTV “assumes responsibility for quality
performance” and “is evaluated on quality perforoehThe management commitment

construct with its complete set of items (surveteshents) is listed in Appendix A.

Education and TrainingThis construct refers to provisioning of qualigtated
education and training for NTV personnel and manege. Vitharana and Mone (2008)
determined that experts in the aerospace and talacaications industries concur on the need
to provide both managers and product developerstivé necessary education and training in
quality, statistical techniques, and metrics aseaqguisite to building quality products. Radical
innovation experts in the NTV environment likewmcur (Van de Ven, Angle, & Poole, 1989;
Dougherty & Hardy, 1996; Leifer et al., 2001; O'Gmm & De Martino, 2006). Sample items
might include, “quality-related training is providiéor NTV personnel” and “resources are
provided for quality-related education and traininthe education and training construct with

its complete set of items (survey statementsytedi in Appendix A.

Customer FocusThis construct refers to the practice of focusingcastomers for whom
the product is developed. The literature emphasizEseed to achieve total customer
satisfaction through studying customer wants amdigegathering customer requirements, and
measuring customer satisfaction. Product qualipyragons are more likely to be achieved with
a greater emphasis on customer satisfaction, whioften assessed with customer surveys.
Experts in the aerospace and telecommunicationssirids concur that customer satisfaction
should be the main focus of all quality improvemeiffiorts, which is consistent with TQM'’s
emphasis on customer focus. The aforementioneadefbintly advocate the use of structured
techniques to elicit customer needs during theyeaduirements analysis phase, feedback
reports to get customers involved throughout thegeenew technology venture development

process, and surveys to measure customer satsfabiring the subsequent operational phase.
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Sample items might include “customer requiremergscampletely elicited in developing the
NTV produce” and “customer requirements are traasdireferred back to throughout the NTV
development process.” The customer focus constvitletits complete set of items (survey

statements) is listed in Appendix A.

Quality Metrics.The discipline of NTV product quality metrics eitgadentifying
various attributes that need to be measured amdrdigiing how to measure them in developing
quality products. (Cooper et al., 2007) identiieee types of software metrics: product metrics
(e.g., customer satisfaction), process metrics,(@edects identified during code inspections),
and project metrics (e.g., scheduling). Productityusetrics give NTV management the ability
to make informed decisions, must be cost effedn@ easily understood (Van de Ven, Angle, &
Poole, 1989; Dougherty & Hardy, 1996; Leifer ef a001; O’Connor & De Martino, 2006). The
foregoing authors identify attributes of a soundldgy metrics program as the availability and
utilization of quality metrics, collection and aysik of data regarding quality, utilization of
statistical techniques in analyzing data regardingiity, and coupling of quality metrics with the
NTV development process. Sample items might incladality metrics “are utilized” and “are
tightly coupled with the NTV development procesBtie quality metrics construct with its

complete set of items (survey statements) is liste&ppendix A.

Employee Responsibilitfhe TQM philosophy requires employee empowerrasntell
as total employee involvement and commitment. Eggdoempowerment is defined as sharing
power and increasing autonomy throughout the orgaioin (e.g., Juran, 1992). Rahman and
Bullock (2005) contend that besides hard TQM facgrch as statistical testing, soft TQM
factors such as employee commitment to quality plagy role in quality management.
Personnel practices such as the use of teams gpldy&® feedback, and the evaluation of

processes instead of people are claimed to féeilitee development of quality NTV products
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(Van de Ven, Angle, & Poole, 1989; Dougherty & Hgril996; Leifer et al., 2001; O’Connor &
De Martino, 2006). O’Connor and De Martino (2006)we that employees themselves must act
as quality champions. These experts identify trezirte implement quality teams, get employees
involved in product quality matters, and rewardnthfer their efforts. Sample items might
include, NTV personnel are “held responsible foalgy performance” and “rewarded for
quality performance.” The employee responsibiliystruct with its complete set of items
(survey statements) is listed in Appendix A.

The six constructs (e.g., critical factors) of Npkoduct quality management identified
are grounded in the literature and have been eotatgnl from the previously validated
measurement tool devised by Vitharana and Mone8@fad use in the new technology venture
sector. The objective of this research was to deter the impact of these critical factors on
product quality in the NTV environment. These sxstructs were delineated as the

independent variables being measured.

Establishment of Instrument Reliability and Validat

One important objective of the full-scale studyswa evaluate the modified instrument
(NTV PQMI) determined to be reliable from the pitttidy. This component of the research
project sought to determine if the NTV PQMI wasfant, a reliable and valid measure of the
critical factors of new technology venture prodgeality using data compiled from the larger
sample size of 100 or mor€he six constructs, quality performance measaneisthe variable
relationships with tested hypotheses were delinedteis structure remained the same for the
pilot study and the full-scale study.

The full-scale schema exercised was as followstgZestablish reliability, (2) re-
establish face and content validity, (3) conduat@pal component analysis, (4) re-establish

criterion validity, and (5) re-test the regressinodels. Note that the face and content validity, as
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well as the construct validity, were previouslyaddished based on the work of Vithrana and

Mone (2008). This five-step schema is describedvel
Cronbach’s Alpha

Cronbach’s alpha values were computed to deteriteenal consistency using data
collected from the full-study’s 102 respondentsc&le this measures the internal consistency of
items within each critical factor and was useddsess and establish reliability.

The first test performed on both the pilot and-fglale studies’ data sets was this test for
reliability. Cronbach’s alpha assessed the six thg®ized critical factors in the new technology
venture environment. This section defines Cronbmalpha.

Recognize a survey instrument that will alwaysietonsistent and reliable responses
even if questions were replaced with other singlaestions is deemed reliable. In particular,
when a variable generated from such a set of gquesteturns a stable response, then the
variable is said to be reliable. Cronbach’s alghan index of reliability associated with the
variation accounted for by the true score of thed&rlying construct.” Construct is the
hypothetical variable that is being measured (Hatch994); these have been previously defined
in this pilot test as: (1) process managementn@)agement commitment, (3) education and
training, (4) customer focus, (5) quality metri(®), employee responsibility.

Cronbach’s equation for alpha is as follows:

n ( ZVi]
a=—-1|1-——
n-1 Vtest

Equation 2 Cronbach’s Alpha Basic Equation
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« n=number of questions
« Vi =variance of scores on each question

« Vtest= total variance of overall scores (not %’s) oe émtire test

Alpha ranges in value from 0 to 1 and may be tsatéscribe the reliability of factors
extracted from dichotomous and/or multi-point fotted questionnaires or scales (i.e., rating
scale: 1 = poor, 5 = excellent). The higher theecihhe more reliable the generated scale is.
Nunnally (1978) has indicated 0.7 to be an accéptatiability coefficient but lower thresholds

are sometimes used in the literature.

Validation

Three types of validity were considered to redglh validity: content, construct, and
criterion. These are content validity, construdidity, and criterion validity and are defined

below.

Content Validity

Content validity is the extent to which scale iserapresent the universe from which
they are drawn (Cronbach, 1951, 1971). Recalltttetontent validity was established through
review of literature and evaluation of the initiastrument by a group of researchers and industry
experts. Significantly, the instrument had its emtvalidity previously established (Vithrana &

Mone, 2008).

Construct Validity

Construct validity is the extent to which an instient measures the theoretical construct
it is supposed to measure (Cook & Campbell, 1978. construct validity of the instrument was

assessed in terms of convergent validity, whickreefo the extent to which multiple measures of
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a construct concur with each other. In additiosgcdminant validity was assessed. This refers to
the extent to which different measures of a sieglestruct are distinct from each other
(Campbell & Fiske, 1959). Both convergent and diistrant validity were previously

established by Vitharana and Mone (2008). Theseetements established construct validity.

Criterion Validity

Criterion validity is the extent to which an instment estimates present performance or
predicts future performance (Nunnally, 1978). Exaation of the coefficients of determination
for the factors and quality performance assessedriterion validity of the instrument. Because
it was difficult to obtain comparable objective raaees across different types and sizes of firms
in the sample, a set of self-reported subjectivasuees was chosen as a proxy for new
technology quality performance. This is consisterih Saraph, Benson, and Schroeder (1989),
who also used subjective measures due to the wtffin obtaining viable objective measures.
Moreover, new technology product quality has bdews to affect user satisfaction, and
therefore user satisfaction may be used as a tutestheasure for quality (DeLone & McLean,
1992). Lastly, these measures are consistent tétlotiginal measurement tool validated by

Vitharana and Mone (2008).

Regression

The regression models were first tested in that giiudy and then re-tested and validated
in the full scale study (see equations 3, 4, andf 8 non-linear relationship were to result then
the data would have been transformed, then teg@id.df necessary other methods would have
been employed to ascertain the most appropriateehtiodt explains the relationships governed

by the data collected. An appropriate model mustidish a statistically significant relationship
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between dependent variables and independent vesiabtherwise the use of principal
component analysis would not have been justifietherfull-scale study. See the Results section.

The regression models were used to determineyf éldequately explain the
relationships between the independent variablgs, @ocess management) and each of three
dependent variables (product quality). The pilatlgtused multiple linear regression because it
is a viable model for this type of research. Spesliy, it collects numerical rankings that model
the independent variables for each of six consdrantl uses the quality measures’ mean for the
dependent variable. One purpose of the pilot stualy to validate the regression models as an

investigative step to justify moving forward to thil-scale study.

Principal Component Analysis

The goal of Principal Component Analysis (PCAjaglerive a relatively small number
of components that can account for the variabibtynd in a relatively large number of
measures. Scree plots are generated for examirtatmetermine those factors that explain
greater than 70% of the data’s variance.

Recognize that PCA additionally incorporates nplgtiinear regression. This made PCA
particularly applicable to the full-scale studyata set and this research project’s objectives.
Note that measures that are strongly associatddtigtfactors in a model were chosen in this
study, rather than those that would be a randonpleaai potential measures (Kim & Muller,

1978a, 1978Db; Hatcher, 1994; De Coster, 1998).

Independent Variable Relationships and HypotheseasMred by Survey Instrument

The new technology venture product quality managemmstrument (NTV PQMI)
measures NTV managers’ perception of adherencedioeering quality management best

practices. The following schematic displays thehsigothesized critical factors and their
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relationship to the three product quality measutetsble that delineates the six constructs’

hypothesized relationships to the three qualitysuess follows this schematic (Figure 7).

The NTV PQMI

Measures

NTV Managers’ Perceptions of Adherence to Engineenig Quality Management
Best Practices Using TQM and CMMI Frameworks

1. Process Mgt

Documentation
Practice vs. Ideal
Defects Analyzed*

2. Mgt Commitment

Responsibility Taken
Evaluated
Quality Leadership*

3. Education & Training

Quality Training for Mgt
Quality Training for Personnel
Use Statistical Techniques*

4. Customer Focus

Requirements Elicited
Requirements Utilized
Requirements are Flexible*

5. Quality Metrics

Quality Metrics Available
Quality Metrics Utilized
Quality Data Collected*

6. Employee Responsibility

Personnel Responsible for Quality
Personnel Evaluated for Quality
Personnel Rewarded for Quality*

His Hi Hi
Hzs Hoap Ha
Has Hap Hsz
Product Quality
Q, Product Performance
Has Hap Hac Q,Organizational
Qs Customer Satisfaction
Hss Hsp Hs
Hes Heb Hec

*Complete list of items appears in Appendix A.

Figure 7.NTV PQMI Measures Engineering Managers’ Percegtion
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Variable Relationships with Tested Hypotheses

These six independent variables were designedndietettheir impact on product quality

in the NTV environment. These hypothesis testdlalmeated in Table 7.

Table 7.Variable Relationships with Tested Hypotheses

Test 1: Determine Independent Variable NTV Prodéasagement effect on

Dependent Test Null

Reject Accept

Variables  Method Hypotheses

H.la

H.1b

H.1lc

Dept Quality Multiple  No
Measured vs.Regression Correlation
Industry (p > 0.05)
Standards

Org Quality Multiple  No
Measured vs.Regression Correlation
Industry (p > 0.05)
Standards

Customer Multiple  No
Satisfaction RegressionCorrelation
Measured (p > 0.05)

Firms that effectively managdlissing variables expressed in error

NTV processes yield higher term, measurement error, small

quality products. sample size, or process management
is an insignificant factor

Firms that effectively managdlissing variables expressed in error

NTV processes yield higher term, measurement error, small

quality products. sample size, or process management
is an insignificant factor.

Firms that effectively managdlissing variables expressed in error

NTV processes yield higher term, measurement error, small

quality products. sample size, or process management
is an insignificant factor.

Test 2: Determine Independent Variable Managementr@iitment effect on

Dependent  Test Null Reject Accept
Variables Method Hypotheses
H.2a | Dept QualityMultiple  No Firms that have high Missing variables expressed in error
Measured RegressionCorrelation management commitment term, measurement error, small
vs. Industry (p >0.05) yield higher quality productssample size, or management
Standards commitment is an insignificant
factor.
H.2b | Org Quality Multiple  No Firms that have high Missing variables expressed in error
Measured RegressionCorrelation management commitment term, measurement error, small
vs. Industry (p > 0.05) vyield higher quality productssample size, or management
Standards commitment is an insignificant
factor.
H.2c |Customer Multiple No Firms that have high Missing variables expressed in error

Satisfaction RegressionCorrelation
Measured (p > 0.05)

management commitment term, measurement error, small

yield higher quality productssample size, or management
commitment is an insignificant
factor.
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Table 7—Continued

Test 3: Determine Independent Variable EducatiahTmaining effect on

Dependent  Test Null Reject Accept
Variables Method Hypotheses

H.3a [ Dept QualityMultiple  No Firms that have high levels oMissing variables expressed in error
Measured RegressionCorrelation quality related education andterm, measurement error, small
vs. Industry (p > 0.05) training yield higher quality sample size, or quality-related
Standards products. education and training is an

insignificant factor.

H.3b [ Org Quality Multiple  No Firms that have high levels oMissing variables expressed in error
Measured RegressionCorrelation quality related education andterm, measurement error, small
vs. Industry (p > 0.05) training yield higher quality sample size, or quality-related
Standards products. education and training is an

insignificant factor.

H.3c [Customer Multiple No Firms that have high levels oMissing variables expressed in error
Satisfaction RegressionCorrelation quality related education andterm, measurement error, small
Measured (p > 0.05) training yield higher quality sample size, or quality-related

products. education and training is an
insignificant factor.

Test 4: Determine Independent Variable Customeugeéfect on

Dependent  Test Null Reject Accept
Variables Method Hypotheses

H.4a | Dept QualityMultiple  No Firms that have high levels ofMissing variables expressed in error
Measured RegressionCorrelation customer focus when devisingerm, measurement error, small
vs. Industry (p >0.05) product requirements yield sample size, or customer focused
Standards higher quality products. requirements is an insignificant

factor.

H.4b [ Org Quality Multiple  No Firms that have high levels ofMissing variables expressed in error
Measured RegressionCorrelation customer focus when devisingerm, measurement error, small
vs. Industry (p >0.05) product requirements yield sample size, or customer focused
Standards higher quality products. requirements is an insignificant

factor.

H.4c |Customer Multiple No Firms that have high levels ofMissing variables expressed in error

Satisfaction RegressionCorrelation
Measured (p > 0.05)

customer focus when devisingerm, measurement error, small

product requirements yield sample size, or customer focused

higher quality products. requirements is an insignificant
factor.
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Test 5: Determine Independent Variable Quality Msteffect on

Dependent  Test Null
Variables Method Hypotheses

Reject Accept

H.5a [Dept QualityMultiple  No Firms that have high levels ofMissing variables expressed in error
Measured RegressionCorrelation product quality measurementserm, measurement error, small
vs. Industry (p >0.05) data, and analysis yield highesample size, or product quality
Standards quality products. measurements, data, and analysis is

an insignificant factor.

H.5b [ Org Quality Multiple  No Firms that have high levels ofMissing variables expressed in error
Measured RegressionCorrelation product quality measurementserm, measurement error, small
vs. Industry (p >0.05) data, and analysis yield highesample size, or product quality
Standards quality products. measurements, data, and analysis is

an insignificant factor.

H.5¢c [Customer Multiple No Firms that have high levels ofMissing variables expressed in error
Satisfaction RegressionCorrelation product quality measurementserm, measurement error, small
Measured (p >0.05) data, and analysis yield highesample size, or product quality

quality products. measurements, data, and analysis is
an insignificant factor.

Test 6: Determine Independent Variable EmployegBesibility effect on

Dependent  Test Null Reject Accept
Variables Method Hypotheses

H.6a |[Dept QualityMultiple  No Firms that have high levels ofMissing variables expressed in error
Measured RegressionCorrelation employee responsibility that iserm, measurement error, small
vs. Industry (p >0.05) evaluated and rewarded yieldsample size, or employee
Standards higher quality products. responsibility that is evaluated and

rewarded is an insignificant factor.

H.6b [ Org Quality Multiple  No Firms that have high levels ofMissing variables expressed in error
Measured RegressionCorrelation employee responsibility that iserm, measurement error, small
vs. Industry (p >0.05) evaluated and rewarded yieldsample size, or employee
Standards higher quality products. responsibility that is evaluated and

rewarded is an insignificant factor.

H.6¢c |Customer Multiple No Firms that have high levels ofMissing variables expressed in error

Satisfaction RegressionCorrelation
Measured (p > 0.05)

employee responsibility that iserm, measurement error, small

evaluated and rewarded yieldsample size, or employee

higher quality products. responsibility that is evaluated and
rewarded is an insignificant factor.
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Dependent Variable Relationships and Hypothesessited by Survey Instrument

The quality performance measures used are the deygendent variables. These are

depicted in Table 8.

Table 8.Three Dependent Variables

Q: |+ New technology product quality performance of te&nechnology venture
department was measured during the past 3 yearsoamgiared to industry
standards.

Q> |+ Overall organizational quality (NTV and non-NTV)rf@mance was
measured during the past 3 years and comparedustily standards.

Qs |« Customer satisfaction with product quality was niead, evaluated, and acted
upon during the past 3 years.

Each respondent was asked to rate, based on hes perception, the three performance
measures on a five-point Likert scale ranging fteary low” to “very high.” The quality
performance measures;,@», and, Q delineated above, are the three performance nmesatuat
were used to assess criterion validity in the $olde study one, given that the pilot provided
statistically justified results. Note that,(@», and Q are expressed as dependent variables in

equations 3, 4, and 5.

Multiple Linear Regression Model

A multiple linear regression model was developetesh the pilot study’s data set to
determine if it adequately explained the relatigpdetween the independent variables (e.g.,
process management) and dependent variables (prquiaitty). The data collected was used to

test and validate the following multiple linear regsion models:

Q=15+ 3*PM + [F*MC + BB*ET + *CF + [5*QM + (*ER + ¢

Equation 3.Regression Model 1
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Q.= Ry + B* PM + B*MC + B*ET + Ry*CF + B*QM + R6*ER +¢

Equation 4 Regression Model 2

Q= Ry + B* PM + B*MC + B*ET + Ry*CF + B*QM + R6*ER +¢

Equation 5.Regression Model 3

Where

= intercept; B3, [k, [} [ 3= Partial Regression Coefficientss random error term

Q1, @, & = the three product quality measures (dependeiehbias)

PM, MC, ET, CF, QM, and ER = the six constructsl@pendent variables)
Legend:

PM = Process management; MC = Management Commiiiad&at Employee Education

CF = Customer Focus; QM = Quality Metrics; ER = Hogpe Responsibility

The constantdis called the intercept and the coefficient$3§3 [%, 3 [} and (3 are the
parameter estimates for the variables PM, MC, HH,,@M, and ER, respectively. Thas the
error term; it is the residual that cannot be exgld by the variables in the model. Most of the
assumptions and diagnostics of multiple linearesgion focus on the assumptionsg.at is
assumed when building a multiple linear regressiodel that the error term is normally
distributed with a mean of zero and a standardatievi ofs?, N (O,oz). An examination of the

standardized residuals plots provided graphicalende to investigate these and other

underlying critical assumptions associated withding the viable model.

Stepwise Regression

The full-scale study’s data set was analyzed usiegwise regression. While few
explicit guidelines exist for determining stepwrsgression sample size (Baggaley, 1983),

Guadagnoli and Velicer (1988) reviewed severalistithat concluded that absolute minimum
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sample sizes, rather than subject to item ratiespst relevant. These studies range in their
recommendations from anof 50 (Barrett & Kline, 1981) to 400 (Aleamoni, 7). In addition,
Brooks and Barcikowski (1999) used a cross-valamtatmethodology to determine the strength of
predictor coefficients when using stepwise regmsdsiven 15 to 16 predictors in the final
stepwise model with an unadjustetliRgreater than .70 (which is the case in the prtesteidy),

a sample size of 96 to 102 was appropriate to praj@recision efficacy of .80. The sample size
for the full-scale study was chosen to be gredtan tL00, which is more than double Barrett and
Kline’s (1981) minimum sample size and satisfieedks and Barcikowski's (1999) criteria.
Stepwise regression finds the “best” regressiodehdt uses a partial F test criterion to
examine a model with any number of explanatoryaldes; in this case 54. An important feature
of this stepwise process is that an explanatorybbe that has entered into the model at an early
stage can subsequently be removed, once othemepfs variables are considered. Variables
were added and/or deleted from the regression nadaEich step of the model-building process.
The step-wise procedure terminated with the seledf the best-fitting model. See the Results
section.
* Additionally, the model was tested for multicollaréy, correlation, and outliers:
This was done in MinitabA VIF of 5 or less was used to ensure low corietat
* The output from the Best Subsets test was exammeliminate those factors with
minimal influence and retain those with stronguefice on the quality response
variables.
* The fit of the model was tested by examining thegrRadjusted value after each

iteration to see if it was greater than 0.50.
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The examination of the residuals of the final mied#ablished the resultant model's
validity; the “iid” assumptions of linear regressiwere validated as described in the Results

section.

Justification of the Full Scale Study

The pilot study computed Cronbach’s alpha valoegéch of the six constructs to
establish the instrument’s internal consistency kftown as reliability. In addition, regression
was employed using the multiple linear regressiodets to test and validate the model. Both

the reliability and regression tests were usedistify the full-scale study.

Additional Measures Used for Full Scale Study

Statistical Analysis Tools Used

The full-scale study employed statistical analys@s specific to the study’s research
goals and the a priori characteristics definedefieh data set. To begin a discussion of statistical

analysis tools used in this research, definiticseduare first delineated.

Definitions

* Variate—a weighted combination of variables.

* Multiple linear regression—a method to find thetbt=smbination of weights (i.e., 3

coefficients).
* Non-metric data—data that are either qualitativeadegorical in nature.
* Metric data—data that are quantitative, and intleovaatio in nature.

» Latent variables—variables that cannot be meastiredtly but must be estimated

with a combination of measured variables.
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*  Observed—used synonymously with the word “meastred.

What the NTV PQMI Survey Instrument Measures

The NTV PQMI survey measures managers’ perceptbaslherence (scaled from 1 to
5) to product quality management attributes (scliaa 1 to 5). In addition, this research
collected a single data set characterized by metiptent, metric independent (six critical
factors) and multiple, latent, metric dependentaldes (three quality measures). Also, some
degree of correlation was presumed in the obseamddneasured independent variables due to
the holistic nature of product quality managemeatpces (Isaac et al., 2004). These measures
and hypothesized relationships were fully delin@aRecognize a goal of this research project
was to determine those critical factors (indepehsganables) that have a statistically significant
impact on the product quality measures (dependembles). Importantly, it was these data
characteristics and the research goals that detedhthe selection of the statistical analysis

tools.

Key Concepts

Data form and quality must be assessed in ordgetermine an appropriate MSA tool.
The form of the data refers to whether the datanaremetric or metric. The quality of the data
refers to how normally distributed the data arecdgmize regression, principal component
analysis (PCA) and PCA factor analysis methodsansitive to the linearity, normality, and
equal variance assumptions of the data. Examimabbdistribution, skewness, and kurtosis are
helpful in examining distribution. Also, it is imp@ant to understand the magnitude of missing
values in observations and to determine whethgnore them or impute values to the missing

observations.
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Another data quality measure is outliers, and itriportant to determine whether the
outliers should be removed. If they are kept, timay cause a distortion to the data; if they are
eliminated, they may help with the assumptionsarfmality. It is important the researcher
understands what the outliers represent. Consdgubokplots and the normality plot were

generated; then examined for outliers.

Multiple Regression Analysis

Multiple regression is the most commonly utilizedltivariate technique. It examines
the relationship betweensinglemetric dependent variable and two or more metidependent
variables. The first study’s variable relationsh#pe characterized by three dependent variables.
Each dependent variable is hypothesized to haweeralation with six constructs.

Multiple regression analysis technique relies ugetermining the linear relationship
with the lowest sum of squared variances; theressumptions of normality, linearity, and
equal variance are carefully observed. The betHiceats (weights) are the marginal impacts of
each variable, and the size of the weight can teepreted directly. Multiple regression is often

used as a forecasting tool.

PCA Details

Recall the purpose of PCA is to derive a relayiwehall number of components that can
account for the variability found in a relativerfje number of measures. Recognize that
principal components are defined simply as lineenlginations of the measurements, and so will
contain both common and unique variance. Prin@paiponent analysis (PCA) is a statistical
technique used to reduce the number of factorsetiiatin all of the variance in the model,

combine factors as appropriate to delineate thenlyidg factor structure. In the full-scale study,
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PCA was used to derive the smallest number of coeptis that accounted for greater than 70%
of the variability found in the survey data.

A principal component is defined as a linear carabibn of optimally weighted
observed variables. Consequently, a linear relahignmust exist between independent variables
and dependent variables in order to use thisTésrefore, results from the pilot study were an
important preliminary investigative step. PCA istatistical approach that can be used to analyze
interrelationships among a large number of varsbled to explain these variables in terms of
their common underlying dimensions (factors). P@Adenses the information contained in a
number of original variables into a smaller setlioiensions (factors) with a minimum loss of
information (Hair, Anderson, Tatham, & Black, 199@hportantly, a scree plot is generated to
aid in the interpretation of what determines “masitthe variance (Cattell, 1996).

Few explicit guidelines exist for determining PG&mple size (Baggaley, 1983).
Guadagnoli and Velicer (1988) review several staidhat conclude that absolute minimum
sample sizes, rather than subject to item ratiespst relevant. These studies range in their
recommendations from anof 50 (Barrett & Kline, 1981) to 400 (Aleamoni, 7).

Significantly, Vitharana and Mone (2008) used agarsize of 125. Consequently, the
minimum sample size for the full-scale study wassen to be 100, which is double Barrett and
Kline’s (1981).

Now, recall that the NTV PQMI survey measures ngensi perceptions of adherence
(scaled from 1 to 5) to product quality managenagmibutes (scaled from 1 to 5). In addition,
this research project collected a single datalsatacterized by multiple, latent, metric
independent (six critical factors) and multipléelat, metric dependent variables (three quality
measures). These measures have hypothesizedrghat@onships. The goal of this research was
to determine those critical factors (independeniatédes) that have a statistically significant

impact on the product quality measures (dependimhbles). These data set characteristics and



72
research objectives aligned with the PCA factolymmmethod. Notably, the PCA factor
analysis incorporated regression modeling as a&giat component to provide researchers a full
explanation of the data.

The ultimate goal of study one was to collectftiiescale survey data and devise a
model that adequately explains and can predicetbasical factors that drive product quality in
the new technology venture environment. Prior todeeting the full-scale study, a pilot study
was conducted. Multiple linear regression was umsghuse it collects numerical rankings that
model the independent variables for each of sistants. The mean quality measure for each of
three dependent variables was used. This piloystatistical analysis was used to determine if
sufficient evidence existed to justify the full-&=atudy.

The hypotheses indicated there may be a statigtgignificant relationship between the
six critical factors (independent variables) presly discussed and each of the product quality
measures (dependent variables). The investigativensa began with the development of a
multiple regression model that substantiated thgpetheses. Note that principal component
analysis was performed only on the full-scale stidgpta set and provided a more
comprehensive examination of that data set. THeséalle study’s data set had to be greater than
or equal to 100 to confidently use the full arrdynderential statistics.

The new technology venture product quality measerg instrument (NTV PQMI) was
used to measure managers’ perceptions within famggged in radical innovation. This
TQM/CMMI based tool was originally devised by Vithaa and Mone (2008) and minimally
modified for use in this research project. The datge compiled and coded to enable the
construction of an effective model that determwasgch factors affect product quality. Notable
differences between the pilot study’s data setthadull-scale study’s data set are size and type.
The pilot study used a sample of convenience camgrof 15 experienced NTV managers. The

full-scale study used a random sample of over 100.
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Recall that the NTV PQMI survey measures managenseptions of adherence (scaled
from 1 to 5) to product quality management attr@sutscaled from 1 to 5), collected a single data
set characterized by multiple, latent, metric irefegent (six critical factors) and multiple, latent,
metric dependent variables (three quality measuass)ymes there is some degree of correlation
among measured independent variables. The gohisofesearch project was to determine
which, if any, of the six critical factors (indeppmt variables) had statistically significant
impact on the three product quality measures (ddgr@rnvariables). For this reason, PCA, which

incorporates multiple regression modeling, was eygi.

Concluding Remarks

The full-scale study used stepwise regressionpaindipal component analysis to
identify the scorecard elements. The pilot studddusiultiple linear regression; the data set was

too small to use principal component analysis.

Scorecard Development

The development of a balanced scorecard for prégeel new technology managers
requires the identification of critical factors thiapact product quality, the incorporation of
these factors into a balanced scorecard, and dnagwem of this newly devised tool. This section

discusses the recognized procedures used in thlg & develop the balanced scorecard.

Background

Traditional management systems lack the abiliynioa firm’s long-term strategy with
its short-term actions. The balanced scorecard geanant system devised by Kaplan and
Norton (1992) addresses this deficiency with a sehthat begins with a firm’s vision that is

translated into plans comprised of the followingrfelements: (1) perspective framework,
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(2) objectives, (3) key performance indicators (KRland (4) strategic views. These four
elements are depicted as a narrative and compesgerformance management system known as
the balanced scorecard. Each of the scorecard etenseperiodically scored and results are
reported. The results may be reported in writtgroreform. Results may also be provided in the
form of data displays such as graphs, raw datasabhd gauges.

The process to design and implement a balanceda narrative was first defined
and depicted by Kaplan and Norton in their 1992isaharticle, “The Balanced Scorecard—
Measures that Drive Performance.” This balancedeserd arose out of research that studied
twelve firms deemed to be at the leading edge dbpeance management. The result of this
research was a set of measures that would giveéoagers a fast but comprehensive view of
the business. It was hypothesized that trackinfppeance using this view would increase the
likelihood that the firm would achieve its goalsafidan & Norton, 1992). Since that time,
Kaplan and Norton and other performance measureexparts have developed a body of work

comprised of research that has substantiated atitefuefined the original 1992 guidelines.

BSC Definition, Function, and Framework

The Balanced Scorecard (BS&)a performance management system that enables
standard business units (SBUs) such as a departmeivision, to clarify their

« Vision

- Strategy, and

« Translate them into action.

The BSC's function is to solicit feedbamncerning internal business processes and

external outcomes to continuously improve stratpgidormance and results.
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The BSC provides a framewarskperformance measurements that help manageus foc
on what should be

e Measured, and

* Completed in order to

» Execute the Standard Business Unit's (SBU'’s) Sgiate
(Kaplan & Norton, 1992; Letza, 1996; Hitt, KeatsDfMarie, 1998; Otley, 1999; Kaplan &
Norton, 2001a, 2001b; Davis & Albright, 2004; Papandris, loannou, Prastacos, & Soderquist,

2005; Chenhall, 2005; Agostino & Arnaboldi, 2012).

BSC'’s Main FunctionThe main function of performance measurementrig firm to
achieve its mission. It does this with stated ofbyes that are measured and tracked. In turn,
these measures are periodically reported to marageior possible intervention whenever
measures indicate. Management intervention mayraglan performance is lacking, as well as,
when objectives are achieved. A schematic of perémce management’s main function is

depicted in Figure 8.

Mission/Strategy Statement

Objectives

A y A

Performance Measures

Control

Figure 8.Performance Measurement’'s Main Function (Letzag199
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Kaplan and Norton’s Original Perspective Framewadaplan and Norton derived a
framework from their initial research study compdsf (1) customer perspective, (2) internal
perspective, (3) innovation and learning perspectnd (4) financial perspective. The over-
arching idea was that these specific four perspestiknown as the perspective framework,
provided top management a limited yet comprehensew of the firm’s performance. Figure 9
depicts these four perspectives. It was projedtatlittacking these key aspects would guide the
firm to overall success. Both research findings tadliterature provided substantiation for these
assertions (Maskell, 1991; Eccles & Pyburn, 19974, 1996; Hitt et al., 1998). Importantly,
research results have provided evidence that smar@ise increases the likelihood that a firm
will achieve its goals over the twenty-year persuce the scorecard was first introduced (Davis
& Albright, 2004; Self, 2004; Chenhall & Langfielmith, 2007), which, in part, provided the

motivation for this research.

Scorecard Benefits

The scorecard guards against sub-optimizatiomtnyrfg senior managers to consider all
the important operational measures together. itsateem to improvement in one area being
achieved at the expense of another, or an objeléirgg badly met.

The scorecard puts strategy and vision at theecehitaditional measurement systems
have a control bias, that is, they specify theipaldr actions they want employees to take and
then measure to see whether or not the employeesthken these actions—they try to control
behavior. The balanced scorecard, on the other, lz@sdmes that people will adopt whatever
action is necessary to arrive at these goals. $emaoagers know what the end result should be,
but not necessarily how to arrive at that resutisTtan be a very powerful motivator for
managers to perform to the best of their abiligrfrmance control systems can serve two

purposes, to measure and to motivate (Mintzbergl)19n addition, the elements of the
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different perspectives can be likened to benchmgriihich has been defined as the art of
establishing superior performance by identifyingga performance and emulating the best

practices which help close them (Zairi & Ahmed, 999

How do we look to shareholders?

Financial Perspective
Goals Measures
How do What must
customers we excé
see us? at?
Customer Perspective Internal Business Perspective
Goals Measures Goals Measures
<D

Innovation and Learning Perspectiye
Goals Measures

Can we continue to improve and create value?

Figure 9 The Four Perspectives that Comprise Originalgaative Framework (Kaplan &
Norton, 2001a)

The Scorecard Development Process

The BSC development process differs accordinghtether the scorecard is intended for

use by an individual firm or across an entire besinsector. These will be addressed separately.
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For the Individual Firm

A balanced scorecard derived indigenously stadswith top management examining
available resources, meeting with owners and @ppropriate stakeholders to determine a
realistic corporate-level vision, set of objectivasd action plans. These remain flexible since all
levels of management and personnel are ultimatelylved in devising the final vision, set of
objectives and their associated business unit-kestbn plans. Recognize this participation
clarifies the vision and builds a consensus amdirigwlved that agrees to support the
organization’s strategy. As a result, the firm glates its vision and mission into business unit-
level action plans that has an operational balascececard. Thus, all personnel know the final
aim of the firm (vision) and the specific actioesjuired in order to achieve that aim (mission). In
addition, this process ensures that: (1) all legékhe firm understand the long-term corporate-
level strategy and divisional, departmental andviddal objectives are aligned with it; (2) a
stronger commitment from all personnel is achiewed! (3) the likelihood that the firm’s long-
term goal is accomplished is thereby significaetihanced (Kaplan & Norton, 1992, 1996c;
Olve, Roy, & Wetter, 1999; Cobbold & Lawrie, 20@%rgeron et al., 2004; Hendricks, Menor, &
Wiedman, 2004).

Embedded in this overall strategy are three ongyactivities: communication and
education, goal setting, and the linking of rewamlperformance measures. This enables
companies to integrate their business and finaptaas. Significantly, the balanced scorecard
management system forces managers to construgtrglans simultaneously with resource
allocation budgeting decisions.

A firm that develops its own indigenous scoreaargst first: (1) translate the firm’s
vision into operational objectives; (2) involve tineividuals whose performance is being

measured; (3) devise action initiatives that aecsjg to a business unit (e.g., at the
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departmental level); (4) communicate and link atians cross-functionally; and (5) set
periodic feedback mechanisms in place that (6\alfanagers to reset goals and plans as their
business units move forward to achieve stated tig=c

Once one cycle of this business planning procesempleted, managers and staff will
have (1) set targets for the long-term objectivesli scorecard perspectives, (2) identified the
strategic initiatives required, and (3) allocatled hecessary resources to achieve those
initiatives. In addition, managers and personnelfally equipped to monitor their progress in
the achievement of strategy in the light of reqarformances (Kaplan & Norton 2001a, 2001b;
Ahn, 2001; Akkermans & van Oorschot, 2005; Papaldxia et al., 2005; Burney & Swanson,
2010).

Because many companies operate in a turbulentagmment with complex strategies
that though valid when they were launched, may tbse validity as business conditions
change. Thus, the Kaplan and Norton (1992) balascerecard management system affords
strategic on-going learning, since it consistsathgring feedback, testing the hypotheses on
which strategies were based, and making the negygssaodic adjustments. This is a non-trivial
point. Since traditionally, companies have usedtbeathly or quarterly meetings between
corporate and division executives to analyze thetmexent period’s financial results and then
try to understand why some objectives were noteagd. In stark contrast, the balanced
scorecard with its causal relationships definesvbeh performance drivers and objectives,
allows corporate and business unit executiveseahssr periodic review sessions to evaluate
the validity of the unit’s strategy and the quabfyits execution. This has proven to be a
significant advancement over traditional manageragstems (Kaplan & Norton, 1992, 1996c;
Olve et al., 1999; Cobbold & Lawrie, 2002; Bergertral., 2004; Hendricks et al., 2004).

The performance drivers and their causal relatipssare depicted in Figure 10. These

are important because the system inherently hattseabat are periodically reported which are
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scored against targets and stated objectives. Tgergalic results drive the immediate revision
of management and personnel action plans. Actiangpére readily revised at each evaluation
since the performance drivers are understood gabges of how well the firm is operating
against stated objectives. It is important to rtbsg performance drivers are precisely where
managers and their personnel will intervene shoesdlts be sub par. This makes performance
drivers critical to the firm’s ultimate success daeheirdirect influence on the business
outcomes (Kaplan & Norton 2001a, 2001b; Ahn, 208Kkermans & van Oorschot, 2005;

Papalexandris et al., 2005; Burney & Swanson, 2010)

Statement of Vision
1. Definition of SBU

2. Mission Statement
3. Vision Statement

What is my vision
of the future?

L To my To my With my internal With my ability to
If my vision succeeds, shareholders customers management process|  learn and grow
how will | differ?
Financial Customer Internal Innovation and
Perspective Perspective Perspective Learning
Perspective
y A A y
What are the critical
success factors?
y A A y
What are the key
performance indicators?
The Balanced Scorecard

Figure 1Q Linking Measurements to Strategy (Kaplan & Nortb893)
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Thus, the balanced scorecard management systenpanates causal relationships that
impact strategic goals. Moreover, performance dsiveesults are periodically evaluated, which
ensure that adjustments are made so that criplzained business results are accomplished. In
short, the balanced scorecard alerts managereas amhere performance deviates from
expectations so they can focus their attentiorhese areas, and trigger performance
improvements through justified resource allocatitbanges (Kaplan & Norton 2001a, 2001b;
Ahn, 2001; Akkermans & van Oorschot, 2005; Papaildxia et al., 2005; Burney & Swanson,

2010).

For the Business Sector

Scorecards developed for a specific businessrskeat@ been introduced as a way for
individual firms to quickly adopt the effective balced scorecard system. As early as 1993,
Kaplan and Norton offered a balanced scorecard |B&@Gplate that was adopted by several
collaborating firms as a way for them to quicklganporate this tool after indigenous
modification (Kaplan & Norton, 1993). The BSC ongtors acknowledged that the precise
format of the scorecard was a business sector mooapany specific issue (Letza, 1996). Since
that time, performance measurement researchers loegésing both business sector as well as
company specific balanced scorecards. The prooetsvelop a business sector BSC mirrors the
process that had been devised and refined byigmators and subsequent specialists (Kaplan &
Norton 2001a, 2001b; Ahn, 2001; Akkermans & vangobot, 2005; Papalexandris et al., 2005;
Burney & Swanson, 2010). A major task facing thegrenance measurement researcher is to

determine the critical factors that impact the stdysectors’ standard business unit (SBU).
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The NTV Balanced Scorecard

As previously discussed, a study was conductéditatify the critical factors that drive
product quality critical in the new technology ver® environment. This study employed an
electronic survey methodology using a previoushdeged product quality management
instrument that had been shown capable of detemgnithie critical factors that drive quality. A
model was built by measuring experienced new telolgyosenture managers' perceptions of
potential drivers of product quality using thistimognent. These resultant critical factors were
incorporated into the NTYroduct Quality ManagemeimBalanced Scorecard. These factors,
once in scorecard form, articulated the archetifJaf measures for indigenous modification.

The BSC scorecard development process is degittéigures 11 and 13. Figure 12
depicts the electronic survey’s role as part of\fi&/ sector’'s scorecard development process.
The survey also accomplished steps 1, 2, and 8jofé-11. Steps 4, 5, and 6 were done

indigenously.

Step 1: Specify the goal(s) — what are we tryingdbieve?

=¥ Step 2: Match measures to strategy — what is musbitant?

= Step 3: Identify the measures — what should we ore@s

—>| Step 4: Predicting the results — what are we tryingchieve?

—®| Step 5: Specify the goal(s) — what will change?

—>¥| Step 6: Planning the next step — where do we gu frere?

Figure 11 Scorecard Development: Six-Step Methodology (®it al., 1994)
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The NTV Product Quality Management Balanced ScateParspective Framework that

PM: Process Management
What level of process maturity must we
achieve?

Emphasize:
. Defect prevention
. Process reuse
. Continuous Process Improvement
. Benchmarks vs. NTV unit
Etc.

ER: Employee Responsibility
What level of employee responsibility must we
achieve?

Personnel are:

. Held responsible for quality
performance

. Evaluated on quality performance

. Rewarded for quality performance

. Link quality to the success of NTV unit

. Participate in quality-related planning

Etc.

QM: Quality Metrics
What quality-related metrics must we have in
place?

Emphasize:
. NTV process quality metrics are available

. NTV process quality metrics are utilized

. Quality data are analyzed

. Statistical techniques are used to analyze
quality data

. NTV management values quality metrics

Etc.

was tested in the first study is depicted in FigleeOnly those factors that demonstrate

statistically significant correlations with the diyaperformance variables were retained.

MC: Management Commitment
What level of management commitment mu
we achieve?

Management:
. Assumes responsibility for quality

. Is evaluated on quality performance
. Participates in quality improvement
. Practices quality-related planning

Etc.

R X

TV
Product D’
Quality
Management
Strategy

Y N

ET: Education & Training
What level of education and training must w
achieve?

E&T must:

. Be NTV-skills specific

. Include quality performance training
. Be offered to management & staff

. Include statistical techniques

Etc.

CF: Customer Focus
What level of customer focus must we
achieve?

Customers:

. Requirements are elicited completely

. Requirements are fully incorporated

. Requirements are maintained flexible

. Feedback is incorporated

. Are involved throughout the NTV
process

Etc.

Figure 12.NTV PQM Balanced Scorecard Perspective Framework
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Industry Experts Provide Input

The development of a business sector scorecardresghat industry experts be
involved in order to establish the face and contalitity of the scorecard elements and
displays. This research accomplished the itergireeess of the scorecard’s development by
convening a panel of NTV sector experts to as$esmitial scorecard. This panel was charged
with evaluating the scorecard’s face and conteldityato accomplish the iterative process

depicted in Figure 13.

A

{; Familiarizationfreview
i
— i Interviews >
[ (to determine key performance measures) i
'
I
i First proposal -
[ I
7 Second propasal
e

]

Acceptance

]

Implementation

Key
—— Linear process
Feedback
- Input

Figure 13 Iterations in Identifying Key Performance Measufeetza, 1996)
Proposed NTV Product Quality Management Balancentegard

The proposed NTV product quality management ba&ldscorecard that was tested in

the first study is depicted in Table 9; it usesghecritical factors from the NTV PQMI. As
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previously mentioned, the study using the NTV P@sliablished a statistically significant
causal relationship between these (or fewer) atifeactors and product quality. Thus, the
study’s results provided an archetypal narrativepiate for the NTV managers so they may

devise appropriate targets and engage their peesonactions that influence product quality.

Table 9.Proposed NTV Product Quality Management Balancexesard

NTV Objectives Key Performance Initiatives  Results
Product Quality Measures
Perspective

1. Process Management

2. Management
Commitment

3. Education & Training

4. Customer Focus

5. Quality Metrics

6. Employee Responsibility

Data Display Design

Data display of this information was devised ugingscribed protocols. Cognitive fit
theory was incorporated to ensure that the presgrdnd subsequently incorporated data
displays made the scorecard easy to read andiiaterp

A review of prior research on cognitive fit reve@lthat enhanced accuracy and speed of
judgment occurs when the processes used to daevedta from the display format match those
that best support the decision/task solution atthBnesenting a problem in a way that facilitates
problem solution is one of the most effective wayaid a decision maker (Libby, 1981;
Kotovsky, Hayes, & Simon, 1985; Narayan & Vessé94; Khatri et al., 2006). Thus, these

considerations were taken into account in devebpthie display formats for the scorecard.
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An analysis of the task and data display charesties was undertaken in order to
enhance the likelihood of a match or cognitiveSbstantial research has been conducted on
the types of multi-attribute judgment tasks thabime the presentation of multiple variables
over multiple time periods; these correspond tatypes of data displays that were examined for
inclusion in the scorecard (Libby, 1981; Kotovskyk, 1985; Narayan & Vessey, 1994; Khatri

et al., 2006).

NTV Balanced Scorecard Evaluation

The NTV Product Quality Management Balanced Samets designed to help improve
the quality of management decisions. Evaluatiothefscorecard design was performed to
determine how useable the tool will be for the exgreEed NTV managers.

The Scorecard Design & Evaluation Survey Instrumeas developed using recognized
procedures (Netemeyer, Bearden, & Sharma, 2003dlles2005). Experienced NTV managers
ranked the importance, usefulness, and displayligain a six-point Likert scale: 1 = Strongly
Disagree; 2 = Mostly Disagree; 3 = Slightly Disagré = Slightly Agree; 5 = Mostly Agree; 6 =
Strongly Agree. It was hypothesized that a manader ranks the scorecard elements highly will
rank the scorecard’s usability highly. An electmsurvey methodology was employed to gather

the data necessary to test the hypothesis. Motkisis provided in the next section.

Scorecard Development Process Summary

Study one strove to determine those critical factbat drive product quality. The results
were transformed into a criteria based scorecdrnd.process to develop this scorecard followed
recognized procedures. Because the relationshipeleetcritical factors and quality performance

measures has been established, the newly devieegtacd may aid the NTV managers in
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justifying the additional resources necessary fargve their processes. The following are the
four steps to design a scorecard management sykegoran & Norton, 1996c¢):

1. Translate the vision into operational goals;

2. Communicate the vision and link it to indivad or specific process performance;
3. Transform cause and effect into criteria Hdaegets;

4. Have feedback, learn, and adjust the straaeggrdingly.

As discussed, this goes beyond the simple tag#enitifying a small number of process
measures, and requires that NTV managers use tlseg® maturity scorecard as a decision-
making tool to integrate the broader NTV managerpentess. The NTV critical factors that
drive product quality provide a set of product dgyahanagement practices that can be
converted into key performance indicators thatthes linked to strategic views. This becomes
the scorecard narrative. Displays such as graphsdata tables, and gauges were also devised to
constitute the scorecard displays. Once devised\#\/ scorecard, including the displays, was
evaluated to determine its potential efficacy &schfor practicing new technology venture

professionals.

Study Two

Determining the Scorecard’s Usability

The balanced scorecard development process résualtke design of the NT¥roduct
Quality ManagemerBalanced Scorecard. The (1) extraction of thestedilly significant
constructs and (2) transforming of these paramétérsa criterion-based balanced scorecard
decision-making tool has accomplished this. Oncgged, this newly devised NTV scorecard

was evaluated to (3) determine its usability. Stivdy's methods and procedures that were used
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to develop the survey instrument, and the stasisinalysis tools used to evaluate the data, are
detailed herein.

The fifteen critical factors derived from studyeowere incorporated into a performance
measurement tool, the balanced scorecard, so méwdkgy venture (NTV) managers can
manage those engineering design process improveretices determined to drive product
quality. The NTVProduct Quality Managemealanced Scorecard was designed to guide NTV
managers toward justified decisions that resultnproved processes and higher quality
products. NTV project-level managers may use té toutinely to assess product quality
management practices as part of a new tech busseess strategy exemplified with the vision:

“Become an industry leader in product quality.”

NTV Balanced Scorecard Evaluation

The NTVProduct Quality Managemeialanced Scorecard was designed to help
improve the quality of management decisions. Tleeszard design was evaluated to determine
how useable the tool is to the experienced NTV marsa

The Scorecard Design & Evaluation Survey Instrumeas developed using recognized
procedures (Netemeyer, Bearden, & Sharma, 2003dlles2005). Experienced NTV managers
ranked the importance, usefulness, and displayligain a six-point Likert scale: 1 = Strongly
Disagree; 2 = Mostly Disagree; 3 = Slightly Disagré = Slightly Agree; 5 = Mostly Agree; 6 =
Strongly Agree. It was hypothesized that a manader ranks the scorecard elements highly will
rank the scorecard’s usability highly. An electmsurvey methodology was employed to gather
the data necessary to test the hypothesis.

The methods and procedures section includes (Ensgh(2) participants, (3) sample
size, (4) criteria for participation, and (5) prdaees for two pilot studies and two full-scale

studies.
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Schema

The development of a valid and reliable surveyriment involves numerous steps that
take considerable time. The schema devised by GlieanGliem (2003), Mulvenon and Turner
(2003), Pett et al. (2003), as well as Radhakrig@087) was followed:

» Conduct extensive literature review of prior resbao ascertain if a gold standard

measurement instrument exists in the public domain.

« Incorporate study one’s using results (i.e., ofecard product quality management

practices) into the scorecard design and user atiaiu(SD & UE) instrument.

» |dentify target audience and devise proceduresltoitsrespondents.

» Seek an HSIRB review and obtain response prioolioitng potential respondents.

* Convene a panel of experts to confirm face andecunalidity.

» Articulate hypotheses; delineate independent apérmident variables as linked to

refined measurement instrument.

+ Compute readability test once devised. Confirmltastigrade level corresponds to

the target audience.

* Conduct pilot study (15 respondents).

» Establish face, content, and construct (i.e. botivergent and discriminant)

validity.

» Establish reliability from the pilot study usingd@ibach’s alphaol); appropriate

revisions may be made to the instrument unttl 70 (Nunnally, 1978).

» Establish criterion validity using multiple lineeggression.

e Conduct full- scale study (150 + respondents).

» Establish criterion validity using multiple lineeggression.
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* Conduct multiple linear regression analysis; repod analyze appropriate statistics
(e.g., coefficient of determination (adjuste),FE and p values and thereby

» Determine if the Scorecard Design and User Evaladtistrument (SD & UE)
reliably predicts scorecard use to scorecard eleshparceived importance,
usefulness, and usability toward effective managemeproduct quality
management practices. For example, if a managkedathe first key scorecard
element, perspective framework, as important tectiffely manage an NTV
department (independent variable), then it was thgmized the manager would
choose to use the scorecard (dependent variable).

* Ultimately establish a correlation between allaatatistically significant subset of
the scorecard elements, which includes: perspefraveework, objectives, key
performance indicators (KPI's), displays of KPksd strategic views.

The NTV scorecard and user evaluation survey saoginswer, “What balanced

scorecard elements drive usability for NTV manageide associated tactics that addressed this

guestion are delineated below.
Participants

Participants for the pilot study were current aackent managers of new technology
venture processes with three or more years of eqpar within the last five years. These
managers were identified and recruited from thio#ahg sources: (1) National Consortium of
Innovators and Inventors Alliance (NCIIA); (2) Mdah Economic Development Corporation, a
firm networked with new technology ventures ontiied coast; (3) American Society of
Engineering Managers (ASEM); (4) Kaufmann Foundgt(®) AimWest; and (6) Paragon
Recruiting. Additional participants for the larggudy included contacts from: (1) networking

with Dr. Lyth and Dr. Lloyd, academic leaders ie tiew technology venture sector;
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(2) InfoGroup, the nation’s leading compiler of mess information; and (3) Industrial Research
Institute (IRI), the nation’s leading associatidrcompanies and federal laboratories working to
enhance the effectiveness of technological innowati

This research sought variety in the number of shdes studied, the size of the
companies, their reputation for past innovativepasd the age and structure of NTV functions.
Companies and their NTV managers were qualifiedrfdusion in the research sample based on
their declared intent to evolve their capability foanaging their radical innovation processes.
These factors were cross-referenced with pre-seteprofessional organization affiliations
(e.g., NCIIA and IRI) and public documentation sashcompany web sites and/or stockholders’
annual reports. Finally, a subset of members cfeliems that were willing to complete surveys
and to participate in interviews ultimately selfesgted as the final participants in the pilot st

well as in the full study.

Sample Size

When testing a newly developed survey instruntbetsample size for a full-scale study
should have a minimum of 10 respondents per itera.recommended that the sample size of a
full-scale study be six to ten times the size shpilot study (Tabachnick & Fidell, 2001, Pett et
al., 2003). Consequently, the pilot study sampte sias set at 15 and the full-scale sample size
was 150. Also, Cohen (1992) established that fouliple linear regression model with five
predictors, a sample size of 91 was sufficientfonedium (13%) effect. The full-scale study
collected data from 151 respondents, which exc€atien’s threshold. Note that confirmation
of sample was re-visited whenever additional statikanalyses were performed on the full-
scale study’s data set; this lower bound of 150 mvasfor all sets of criterion used for each

analysis method selected.
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Criteria for Participation

Participants in the surveys were new technologyure managers who (1) managed the
launch of a new technology venture for a minimunthoée years within the last five years
(Vitharana & Mone, 2008), and (2) worked in an eoriment where job titles and
responsibilities were clearly defined (Naranjo, 200@articipants also confirmed that their new
technology products offered: (1) wholly new bergf(®) significant (i.e., 5 to 10 times)
improvement in known benefits, or (3) significaatluction (i.e., 30 to 50%) in cost (Leifer et
al., 2001). Fifteen managers completed the sum&yument as participants in the pilot test.

Data were compiled from their responses and andlyze

Procedures

Human Subjects Institutional Review Board Appro@iigained

Human Subjects Institutional Review Board (HSIR®)iew was requested. All required
documentation was provided to the HSIRB office.udvey and methodology “approval not
needed” letter was sent from the HSIRB office. Tdiger was received prior the March 2010
National Consortium of Innovators and Inventorsakite (NCIIA) Conference. Thus, the
researcher recruited potential NTV PQMI survey oesfents for this pilot study, and the full-
scale study, at the NCIIA Conference. In additihe, peer reviewed paper that ascertained
CMMI's applicability to the NTV environment and negluced in the literature review section of

this dissertation, was presented at that same @nde.

Readability Test

The readability of the refined instrument was categ using the Flesch-Kincaid Grade

Level formula to ensure the reading level was appate for all recruited survey respondents:
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03 total words +118 total syllables _ 1559
total sentence total words

Equation 6. Flesch-Kincaid Grade Level Formula

The resulting value from this formula is a numtheat corresponds with a grade level.
For example, a score of 8.2 would indicate thatéxéis expected to be understandable by an
average student in 8th grade, which is usuallyraiages 13-14 in the United States of America
(Kincaid et al., 1975). The grade level obtainedtfi® survey used in study one is shown in the

results section.
Survey Methods Researched and Utilized

Survey methods for study one were researchedtésrdme the methods that produce the
highest quality responses while also are proveretefficient and cost-effective. This pilot test
used the mixed-mode survey method to collect datine 15 new technology venture sector
respondents. Surveys of establishments such asdsssigovernment, and organizations have
shown to produce consistent, high quality respariBeis is particularly the case when
researchers seek factual information regarding@gdnos and assessments of an establishment
(de Leeuw 2005; Greene et al., 2008). For exampibeed-mode survey approaches are widely
used by the Bureau of Labor Statistics and whesarefiers survey businesses seeking data
regarding the business and or its operations. Torerean establishment mixed-mode survey
method was justified for this dissertation resegnaect since it was seeking data from
respondents exclusively on business operationsmangersonal/sensitive information on the
respondents, themselves. Lastly, there are thréii@uhl reasons researchers cite for using the
mixed-mode survey method for establishments: (thciteases the likelihood of participation,

(2) it reduces the cost of the survey research{@nd increases the speed of completion (Turner
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et al., 1992; Dillman & Christian, 2003; de Leeu@03; Greene et al., 2008). The establishment

mixed-mode survey protocols used for this pilot gasl the full- scale study are summarized in

Table 10.

Table 10.Survey Data Collection Protocols for (1) Pilot Spuehd (2) Full-Scale Study

Step

Experimental
Treatment

Description

1

Pre-screen

Introduction

e-mail Link

e-mail Link, again
Phone Appointment
#1

Phone Appointment
#2

Direct to Web

Final e-mail

Phone call to referral to ascertgiotiéntial respondent fits NTV
managerial expertise criteria.

Phone call to remaining list of grestive respondents to introduce
researcher and reconfirm that he/she fits crit@anfirm if candidate has
the time and willingness to complete the surveypliane at a future
mutually convenient time.

Most respondents went to link; E-mail confirmedp@sdents to remind
them of the date and time previously set in intaidry phone call.
Invitees are informed on the first page of on-koevey of HSIRB
‘approval not need’ status, WMU contact informatistudy’s purpose,
and description of the survey with NTV and NTV puctidefinitions.

E-mail link to each respondené day ahead of those requiring a phone
appointment #1.

Complete all or part of the survey with respondenitime permits.
Reschedule follow-up phone appointment as needed.

Complete remaining portion of survey as time pesniMay require a third
phone appointment; reschedule accordingly. Contivittethis
experimental treatment protocol until obtain fifteeompleted pilot study
survey instruments.

Once study is completed, returaxperimental treatment #1 and continue
to #6. For those respondents who prove exceedimgly and/or prefer the
solitude and self-administering qualities of contiplg the survey on-line,
the link is provided yet again, which is followed with an e-mail
reminder for the individual to complete the suragyheir earliest possible
convenience. Continue with this protocol until #propriate number of
surveys is completed.

Send an e-mailed “thank you foryparticipation” note.

The electronic survey method was the primary daiection mode. The specific

benefits of this mode included all of the abovediits of mixed-mode plus it: (1) increased
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candid responses due to respondents’ anonymity(Zgnédsponses were obtained directly from
the individuals under study. An overview of the a@ésed procedural approach is delineated in

Table 10.

Key Scorecard Elements

The five key elements of the NTRroduct Quality Managemeialanced Scorecard
are: (1) perspective framework, (2) objectives k@) performance indicators (KPI's), (4)
display of KPI's, and (5) strategic views. It i®#e elements that will be evaluated by the survey

instrument.

Construction of Scales, Importance, Usefulnesslisability

Since there was no comprehensive instrument dkaita measure product quality
management practices from the viewpoint of projeeél new technology managers, a new
instrument was developed. A four-part procedure dea®loped and followed to devise this
product quality management instrument:

1. ltems (e.g., critical factors that impact producalify) were identified from Phase-

one’s statistical analyses results.

2. A six-point Likert scale was devised to have egui@rvals for a balanced summated

attitudinal scale (Desselle, 2005).
3. Face, content, construct, and criterion validityl b assessed.

4. Reliability will be assessed.

Verification of Instrument Validity and Reliability

The following steps were taken to verify the Scard Design and Evaluation Survey

Instrument’s validity and reliability.
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Validity

Four types of validity are generally considereddbdate a survey instrument:

1. Face,

2. Content,

3. Construct, and

4. Criterion.

Face validityestablishes an instrument’s ease of use, clany,readability. A team of
NTV management experts from industry and acadenti&valuate the instrument. The panel of
experts will comprise individuals with expertisenew technology venture management, which
is the area this instrument was designed to measheepanel of experts will assess the NTV
Product Quality Managemeialanced Scorecard via an electronic assessmieateXperts will
judge the survey’s appearance, relevance and esgeveness of its elements positively, which
will establish face and content validity (Netemegeal., 2003; Desselle, 2005).

Content validityis the extent to which scale items represent teeaafrom which they
are drawn (Cronbach, 1951). The instrument in tlesgnt study had its content validity
established from (1) the results of phase-onedystwhich determined the critical factors that
drive product quality. In addition, an evaluatidrtlee initial instrument by a team of experts and
researchers further established its content validit

Construct validityestablishes the survey instrument’s ability taalty measure the
constructs it was developed to measure. It is afuation of an instrument’s ability to relate to
other variables or the degree to which it followsadtern predicted by a theory (Netermeyer et
al., 2003; Desselle, 2005). The present surveyisitoct validity was established using factor
analysis to establish the factors’ convergence undimensionality. This test utilizes the

covariance existing between responses to the iteimgler to group them together into “factors”
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or domains. Items may load onto other domains. Hewdactor analysis may also reveal that
certain items dmot load onto any of the domains, thus providing jicsdtion for their deletion
from the model (Desselle, 2005). The items in ttesent study were evaluated to determine
whether they load onto the domains previously hypsized when constructing the scale.

Convergence, sometimes denoted@svergent validityis accepted when factorial loads
are higher than 0.50 in the final iteration of tacinalysis (Nunnally, 1978). Factor analysis was
performed iteratively using the 0.5 guideline. Tas iteration provided a final unique solution
set of items that explained more than 60% of datation.

Unidimensionality, sometimes denoteddescriminant validity is demonstrated by a
single factor solution identified during factor &res. This was established and demonstrated by
the final unique solution’s sorted rotated factmdings and communalities table. Therefore,
each of the final factors measured a unique asgehtat construct.

An additional condition ofonstruct validityis statistical significance. P-values < 0.05
indicate statistical significance. P-values werewidel from multivariate statistical analyses.
Multiple linear regression was used to compute I[pesof the original five constructs that

comprised the model’s independent variables.
Criterion Validity

Criterion validity determines the extent to whainstrument estimates present
performance or predicts future performance (Nuyna®78). Usability was determined by the
decision of respondents to actually use the scataegader examination. It was hypothesized that
if an experienced NTV manager respondent strongjlgex to use the scorecard, then this would
indicate a strong degree of scorecard usabilityltiva regression results were used to examine

the p-value, corresponding coefficient of deterrtiora(i.e., unadjusted ®Rand the more
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conservative measure, adjusted Fhese results indicated that the instrument Hagradegree

of criterion validity.
Reliability

Each construct’s Cronbach’s alpha coefficient wsedd to assess reliability because it is
the most frequently used tool for this purpose (Redr & Schmelkin, 1991). The guideline for
this test is the coefficient must be above 0.7rdeoto establish the instrument’s reliability
(Nunnally, 1978). In this case, the Cronbach’s alphlues were computed for: (1) perspective
framework; (2) objectives; (3) key performance aadors (KPI's), display of KPI's, and

strategic views.
Measures
Key Concepts

Data form and quality must be assessed in ordgetErmine an appropriate MSA tool.
The form of the data refers to whether the datanaremetric or metric. The quality of the data
refers to how normally distributed the data aregri@ssion, principal component analysis (PCA)
and PCA factor analysis methods are sensitivedditiearity, normality, and equal variance
assumptions of the data. Examination of distributekewness, and kurtosis is helpful in
examining distribution. Also, it is important toderstand the magnitude of missing values in
observations and to determine whether to ignome thieimpute values to the missing
observations.

Another data quality measure is outliers, and itriportant to determine whether the

outliers should be removed. If they are kept, timay cause a distortion to the data; if they are
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eliminated, they may help with the assumptionsarfmality. It is important the researcher

understands what the outliers represent.

Multiple Regression Analysis

Multiple regression is the most commonly utilizedltivariate technique. It examines
the relationship betweensinglemetric dependent variable and two or more metidependent
variables. The second study’s variable relatiorskipre characterized by one dependent
variable. This dependent variable was hypothedizédve a correlation with five constructs.

Multiple regression analysis technique relies ugetermining the linear relationship
with the lowest sum of squared variances; theresumptions of normality, linearity, and
equal variance are carefully observed. The betHiceats (weights) are the marginal impacts of
each variable, and the size of the weight can teepreted directly. Multiple regression is often

used as a forecasting tool.

PCA Factor Analysis

Factor analysis is an extension of PCA, also knas/?CA factor analysis. This analysis
is employed to (1) verify the data set’s factousture, and as a (2) data reduction method. It is
employed on a data set of greater than 50. PCAffactalysis steps include: (1) data collection,
(2) generation of the correlation matrix, (3) extran of initial factor solution, (4) rotation and
interpretation, and (5) construction of factor I to use in further analyses. Factor loading
can be thought of as coefficient of determinatisrniheey are the percent variance explained by
the variable (Desselle, 2005).

The PCA factor analysis method is based on thentmmfactor model, which proposes

that each observed response is influenced parbgllynderlying common factors and partially
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by underlying unique factors. The strength of ithk between each factor and each measure
varies, such that a given factor influences somasonees more than others.

Factor analysis examines the pattern of correiat{or covariances) between the
observed measures. Measures that are highly cadeleither positively or negatively) are likely
influenced by the same factors, while those thatalatively uncorrelated are likely influenced
by different factors.

This research strove to determine which construat® the most influence on product
quality responses in a predicted way. Consequdh@A factor analysis was performed on the
full-scale study’s data set.

The PCA factor analysis output tabularizes theaexéd factors orthogonally (which
means they are uncorrelated) and their eigenvaltesKaiser (1960) criterion provides that
only eigenvalues > 1 are retained. This meansiegse loadings represent a correlation between
that item and the overall factor; like Pearson @ations, they range from —1 to 1. Note that this
first generated table provides the “un-rotateddaotatrix” with factor loadings that represent a
correlation between each item and the overall fagtecognize that this first table tends to
provide factor loadings heavily onto one factorn€aquently, this first solution is rotated to
produce—the “rotated factor matrix"—which has fadtmdings distributed between the
retained factors. This subset of factor explainstnod the variance and constitutes a good model
(e.g., > 60%).

Now, recall that the survey measured managerseptions of the scorecard elements’
importance, usefulness, and display usability gstélom 1 to 6) as it relates to their decision to
use the scorecard (scaled from 1 to 6). In additiuis research project collected a single data set
characterized by multiple, latent, metric indeperidéve critical factors) and multiple, latent,
metric dependent variables (one performance megasitese measures have hypothesized linear

relationships. The goal of this research was terd@he those critical factors (independent
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variables) that have a statistically significanpant on the product quality measures (dependent
variables). These data set characteristics andnesebjectives aligned with the PCA factor
analysis method. Notably, the PCA factor analyst®iporated regression modeling, as an
integral component to provide researchers a fuyilanation of the data.

The ultimate goal of study two was to collect thikscale survey data and devise a
model that adequately explains and can predicetsosrecard elements deemed important,
useful, and usable for NTV managers in order toerefkective product quality management
decisions. Prior to conducting the full-scale stualpilot study was conducted. Multiple linear
regression was used because it is a viable maus# & collects numerical rankings that model
the independent variables for each of five consstuthe mean usability measure for the
dependent variable was used. This pilot studyssiedil analysis was employed to determine if
sufficient evidence existed to justify the full-&=atudy.

The hypotheses indicated there may be a statigtgignificant relationship between the
five critical factors (independent variables) pomsly discussed and usability (dependent
variable). The investigative schema began withdénaelopment of a multiple regression model
to substantiate these hypotheses. PCA factor asalgs performed and provided a more
comprehensive examination of the full-scale datgwkich must be greater than 50 in order to
use inferential statistics confidently).

The scorecard design and user evaluation surveyus&d to measure managers’
perceptions within firms engaged in radical innamat Notable differences between the pilot
study’s data set and the full-scale study’s dataveee size and type. The pilot study used a
sample of convenience comprising of 15 experieMt®d managers. The full-scale study will
use a random sample of over 100.

The survey collected a single data set charaeby multiple, latent, metric

independent (five scorecard elements) and multigtent, metric and a single dependent
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variable (usability), and assumed there was sorgeedeof correlation among measured
independent variables. Also, because the goali®féisearch project was to determine which, if
any, of the five scorecard elements (independearmdivas) have a statistically significant impact
on the usability of the scorecard (dependent vigjaB CA factor analysis, which incorporates
multiple regression modeling, was selected andemphted on the full-scale study.

The evaluation portion of study two sought to anstiie question, “What balanced
scorecard elements comprised of product qualitysomes, drive usability for NTV managers
and engineers?” The five hypotheses were delinestguiesented in Figure 14. In addition,
Figure 15 is a schematic of the Scorecard Desigyis& Evaluation Instrument’s hypotheses and

their relation to the dependent variable, scoreoasbility.

Research questioWhat balanced scorecard product quality measures dsability for
NTV managers and engineers?

HypothesesAn NTV Product Quality Manageme®alanced Scorecard that has:

1. Important and useful perspective framework mase usable for managing product quality
practices

2. Important and useful objectives — is more us&drlenanaging product quality practices

[°2)

3. Useful key performance indicators — is more lesédy managing product quality practice

4. Important and useful Strategy Maps with Links more usable for managing product
guality practices

5. Usable Data Displays — is more usable for margpgroduct quality practices

Figure 14.Phase Two Research Question and Hypotheses



The Scorecard Design & Evaluation Instrument (SD &El)
Measures NTV Managers’' Perceptions of
Product Quality Management Balanced Scorecard’s Usability

.

.

.

1. Perspective Framework
How Important & Useful

Customer Focus
Employee Training

H1

NTV Process Management
Management Commitment*

.

2. Objectives
How Important & Useful

Institutionalize CRT Program
Provide Quality Trained Staff

H>

Institutionalize Quality Mgt
Initiatives*

.

3. Key Performance Indicators (KPI's)
How Useful

Surveys Planned & Implemented
Customer Requirements Traced & Used
as a Basis for Product Development*
Quality Trng Planned & Implemented
Competitors Processes Benchmarked

4

. Display — KPI's and Aggregate
How Usable

Surveys Planned & Implemented
Customer Requirements Traced & Used
as a Basis for Product Development
Quality Trng Planned & Implemented
Competitors Processes Benchmarked*

Scorecard
Usability

Ha

5

. Strategy Map with Links
How Important & Useful

Provides Measures that Relate to
Project-level Organizational Strategy
Shows how project-level objectives
impact product quality

Shows Cause-and-Effect Relationships
between NTV Mgr's Actions & Project’s
Performance*

Hs

*Complete list of items depicted in Appendix E

Figure 15.Scorecard Design & User Evaluation Instrument
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Variable Relationships with Tested Hypotheses

The five independent variables below were desidoetbtermine if a relation exists
between their effectiveness and the perceived lityati the newly devised NTV scorecard
(dependent variable). Effectiveness was defindthpsrtant, useful and useable for making

PQM decisions. These hypothesis tests are deli@afBable 11.

Table 11 Variable Relationships with Tested Hypotheses

Test 1: Determine Independent Variable Perspeé&iimenework effect on

Dependent Test Null Reject Accept
Variables Method Hypotheses

H.1 [ Usability Multiple No NTV managers Missing variables expressed in error
Vs. Non- Regression Correlation perceive the derived  term, measurement error, small sample
usability (p>0.05) perspective framework size, or perspective framework is an

is effective and useful. insignificant factor.

Test 2: Determine Independent Variable Objectiisceon

Dependent Test Null Reject Accept
Variables Method Hypotheses

H. 2 | Usability Multiple No NTV managers perceive Missing variables expressed in error
Vs. Non- Regression Correlation the derived objectives areterm, measurement error, small
Usability (p>0.05) effective and useful. sample size, or strategy link is an

insignificant factor.

Test 3: Determine Independent Variable Key Perfoicadndicators (KPI's) effect on

Dependent Test Null Reject Accept
Variables Method Hypotheses
H. 3 | Usability Multiple No NTV managers perceive Missing variables expressed in error
Vs. Non- Regression Correlation the derived KPI's are term, measurement error, small
Usability (p>0.05) effective and useful. sample size, or strategy link is an

insignificant factor.

Test 4: Determine Independent Variable Display&Fs and Aggregate View effect on

Dependent Test Null Reject Accept
Variables Method Hypotheses
H.4 | Usability Multiple No NTV managers perceive Missing variables expressed in error
Vs. Non- Regression Correlation the designed Displays of term, measurement error, small
Usability (p>0.05) KPI's and Aggregate are sample size, or strategy link is an
effective and usable. insignificant factor.

Test 5: Determine Independent Variable DisplayStoditegy Map with Links effect on

Dependent Test Null Reject Accept
Variables Method Hypotheses

H. 2 [ Usability Multiple No NTV managers perceive Missing variables expressed in error
Vs. Non- Regression Correlation the designed Displays of term, measurement error, small
Usability (p>0.05) Strategy Map with Links sample size, or strategy link is an

are useful. insignificant factor.
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Regression

A multiple linear regression model was used t@deine if it adequately explains the
relationship between the independent variables fie¥spective framework, objectives, key
performance indicators (KPI's), data displays of’KRnd aggregate view, data displays of
strategy map with links and dependent variablelilisg. This is a viable model since it collects
numerical rankings that model the independent éegafor the scorecard elements and their
potential relationship with the scorecard’s us#hill he data collected were used to test and

validate the following multiple linear regressionade!:

U=+ R’*PF+ *OBJ + 3*KPI + [3,*DIS-KPI + [$*SVIEWS +E

where
= intercept; B3, [k 3, Ry 3= Partial Regression Coefficientss random
error term

U = the usability measure (dependent variable)

PF, OBJ, KPI, DIS-KPI, and SVIEWS = scorecard eletai¢independent
variables)
and

PF = Perspective Framework;
OBJ = Objectives;

KPI = Key Performance Indicators
DIS-KPI=Display of KPI's;
SVIEWS = Strategic Views

Equation 7.Regression Model Scorecard

Concluding Remarks

A survey instrument entitled, Scorecard Design &tUsvaluation Instrument (SD &
UE) was devised to measure NTV managers’ percepfitime scorecard’s elements’ importance,

usefulness, and usability, as well as its displagsibility to enable them in effectively managing
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product quality. The SD & UE instrument was thelotpiested, and the data were collected and
analyzed. The pilot study was used primarily toftanthat the instrument has sufficient
internal consistency and that a linear relationghigted between the independent variables and
dependent variable. The full study was performeestablish the usefulness of the NTV PQM

Balanced Scorecard for new technology venture nemsag



CHAPTER V

RESULTS AND DISCUSSIONS

Study One
Overview

This study strove to determine if continuous psscenprovement practices have a
statistically significant positive impact on prodgwality in the new technology venture
environment. If this supposition were to be proeerrect, the statistically significant product
guality management practices would be convertempetformance measurement indicators and
incorporated into a scorecard. This scorecard wptddide NTV managers a tool that would
enable them to make better product quality managedezisions in new technology venture
environments. Study one was broken into two segsnenpilot study and a full-scale study. The

pilot study’s results are reported below.
Readability

Microsoft Word was used to verify word and line nguan Excel spreadsheet was used
to tally and confirm syllable count as well as cangpthe grade level. The NTV PQMI contains
527 total words and 54 total sentences (withoutimes) as well as 1128 total syllables. Using
equation 1, it was determined the NTV PQMI is weritet 12.15 or slightly above a™grade
reading level which is for around ages 17-18 inuinged States of America. It was confirmed
that all 15 pilot study respondents had educageels that exceeded the™grade. Pools of
participants were previously identified and are swarized in the participants’ section. Because
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the full-study participants were engineers andrdises with at least three years of management
experience in the new technology venture enviroriptea reading level was deemed

appropriate.

Pilot Study

Regression

Initial Regression Analysis Using Baseline Equation

The initial regression analysis commenced usihgfahe independent variables;
process management (PM), management commitment, @iQgation and training (ET),

customer focus (CF), quality metrics (QM) and empresponsibility (ER).

Normal Probability Plot

First examination of the normal probability plapicted in Figure 16 revealed an
approximate straight line and provided graphicadence of the probable linear relationship

between the independent variables and dependeaabier

Normal Probability Plot
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Figure 16.Normal Probability Plot
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In short, because the normal probability plot agpnates a straight line, normality is

tenable and further examination of the regressiodehis therefore justified. Tables 12 and 13

depict the regression results. Figure 17 is the-ifimone residuals plots for quality measures,

Table 14 provides the best subsets regressiortseand Figure 18 is the boxplots of the six

hypothesized critical factors.

Baseline Regression Equation with Diagnostic Output

The regression equation is:

Qv =0.208 + 0.0674 PM + 0.0915 MC - 0.0295 ET + G.8F + 0.295 QM + 0.159 ER

Table 12 Factors and Their Respective P and VIF Values

Factor P VIF

Process Management PM 0.033 1.253
Management Commitmenf  MC 0.011 1.470
Education and Training ET 0.590 3.501
Customer Focus CF 0.000 1.726
Quality Metrics QM 0.000 6.297
Employee Responsibility ER 0.019 6.939

S =0.438894 R-Sq=83.6%

R-Sq(adj) = 83.1%

PRESS =41.3318 R-Sq(pred) = 82.63%

Table 13 Analysis of Variance

Analysis of Variance
Source DF
Regression 6
Residual Error 203
Total 209

SS

198.793 33.132 172.00 0.000

MS

39.103 0.193

237.896

F

P
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Figure 17.Four in One Residuals Plots for Quality Measures

Table 14 Best Subsets Regression
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Best Subsets Regressid@py versus Process Mgt, (PM), Mgt Commitment (MC),
Education and Training (ET), Customer Focus (CFM®uMetrics (QM), and
Employee Responsibility (ER)

Response is Q

Mallows PMECQ E
Vars R-Sq R-Sq(adj) Cp S MCTFM R
66.5 66.3 208.3 0.61941 X

65.6 65.4 218.8 0.62724 X
62.6 62.4 256.3 0.65429 X
47.2 46.9 446.2 0.77718 X

29.0 28.7 670.8 0.90111 X

82.0 81.8 18.0 0.45455 XX

80.9 80.7 32.1 0.46877 X X
75.6 75.3 97.6 052979 XX

69.7 69.4 170.6 0.59041 X X

69.1 68.8 177.1 0.59548 X X

82.7 82.5 11.2 0.44651 XX X
82.6 824 12.4 0.44772 X XX
82.4 82.1 15.4 0.45084 X XX
82.1 81.9 185 0.45407 XXX
81.3 81.1 28.6 046432 X X
83.2 829 7.7 0.44182 X XX
83.1 82.8 8.7 044288 XX XX
83.0 82.7 9.6 0.44382 X XX
82.7 82.4 13.2 044760 XXX
82.7 82.3 14.0 0.44841 X XXX
83.5 83.1 5.3 043813 XX XX
83.2 82.8 9.6 0.44273 X XXX
83.1 82.7 10.6 0.44381 X XX XX
83.0 82.6 11.6 0.44490 X XXX
81.9 81.4 25.9 0.45980 X X X X
83.6 83.1 7.0 0.43889 XX XXX

COUTNOITOTUORBRDMDIMDRWWWWWNNNNNRPRRERER

XXX XX XX XX




Boxplot of PM, MC, ET, CF, QM, ER
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Figure 18.Boxplots of Six Hypothesized Critical Factors

Regression Results and Discussions
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The residuals plots were reviewed to determinev#tielity of the regression model. The

residuals, or estimated error valuesre defined as the differences between the obdéfvand

the predicted Y(Yhat) values of the dependent variable, for given valieX; (independent

variable values): = Y;— Yhat. The following observations of the residuals plwese made to

validate the regression model and its underlyirsgamgptions:

1. The normality probability plot provides graphicaigence to confirm the

assumption of normality since the graph roughlyicsa straight line. Therefore a

linear relationship appears to exist between theteindependent variables and

dependent variable quality.
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2. Homoscedasticity (also known as constant variaand)the independence
assumptions appear to be valid since there dopp#aa to be major differences in
the variability of the residuals for different vakiof X.

3. The histogram provides graphical evidence the daganormally distributed as it
appears to roughly approximate the classic bepastizurve; thus, normality is
tenable.

4. The versus order plot provides graphical evidehaéno steady rises or falls occur
which supports that data randomness exists; thisdusupports the assumption of
normality.

5. There versus fits plot provides graphical evideoican apparent pattern. This may
violate aptness of fit considerations. Howeverggithe weight of most of the
evidence it is somewhat likely that this may beladted to the small sample size.

The boxplot of the hypothesized critical factoreyiddes graphical evidence that there
are no outliers. This makes intuitive sense bectheseneasures were bounded by discrete
numerical responses (1 to 5). Notably, the plat eévealed that the upper bound of possible
responses proved prevalent.

An examination of the regression model’s additiahiagnostic output was also done to
determine actions needed to refine the model. ihqodar, theadjusted R-square value of 83.1%
indicated a very good linear féven when taking into account the relative largeniber of
independent variables (6). In addition, five of thetors had p-values < .05 which indicates that
if model is validated, these factors will have petide value at the 95% confidence level. The
single exception was the education and trainingpfaegith a value of 0.590 which is > .05.

Significantly, the best subsets regression testrwa and it was determined that the
range adjusted R-square values was 28.7 to 83.fetwhever 93% of the best subsets had

adjusted R-square values > 62% and 75% had val8686> This indicates it may be wise to
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increase the sample size (vis a vis the plannéddale study) or reduce the significance level
rather than reduce the number of factors in theahatthis time.

On the other hand, two of the independent vargafgeality metrics and employee
responsibility) had variable inflation factor (VIkalues that were > 5 (6.297 and 6.939,
respectively). This indicates these two factors im@agomewhat correlated and therefore
justifiably removed from the model to maintain tB8& significance level. Lastly, employee
training is negative which indicates that as istss, the linear relationship is strengthens. This

appears counterintuitive.
Regression Conclusions and Recommendations

Because this was a pilot test of only 15 sampkhesresults only provided sufficient
evidence to support conducting the full-scale stimlyparticular, the pilot study results indicate
the likelihood that a strong liner relationshipsgibetween all of the six factors and the

dependent variable.
Reliability

Minitab® was used to compute the Cronbach alpha coeffitderthe pilot study’s six

constructs. The results are reported in the Tahle 1

Table 15Cronbach’s Alpha Results

Construct Process Management  Education Customer  Quality Employee
Management Commitment & Focus Metrics  Responsibility
Training
Cronbach’s | 0.8752 0.8454 0.9615 0.9711 0.9874 0.9879
Alpha =«
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Alpha coefficients range in value from O to 1 analy be used to describe the reliability
of factors extracted from the Likert scale schemevipusly described. The higher the score, the
more reliable the generated scale is. Nunnally 81 ®as indicated 0.7 to be an acceptable
reliability coefficient. This pilot study’s resulisdicate excellent internal consistency with

computed Cronbach'’s alpha values that range fréowaf 0.8454 to a high of 0.9879.

Final Results and Conclusions

The regression analysis indicated that a stai$fisignificant linear relationship exists
between the six tested constructs and producttyuaéasures. However, since this was a pilot
study of a small population, it is difficult to genalize these findings to a larger population. The
small sample increases the sampling error, sayardaample size would yield more precise
results due to a decrease in the measure of Vifizabi

However, this pilot study was of value in assagd$ime internal consistency of the survey
instrument used in the new technology venture enwmient. Based on the analysis, each
construct resulted in a Cronbach’s alpha > 0. hsoibhstrument could be used to conduct a
similar study on a larger population.

In additionthe baseline regression model adequately expla3nk?8 of the data and
thereby does a good job of predicting product gyalt was decided that further model
refinement was not justified at this time. Ratlieese results strongly support moving forward to
conduct the full-scale study and complete its @datkection. Thus, the iterative steps using the
prescribed investigative schema would be appligiie¢alata collected from the full-scale study.
In addition, should the model generated from thiesieale study’s data yield similar results,
principal component analysis will be then be perfed to confirm whether a specified set of
constructs influences responses in a predicted 8fgcifically, if multiple linear regression

analysis reveals a model that adequately explagetey than 60% of the full-scale study’s data,
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then principal component analysis will be perfornaadhe six constructs (process management,
management commitment, education and trainingpowet focus, quality metrics, and employee
responsibility) to determine more precisely thaefiuience on product quality measures.

Thus, this pilot study concluded (1) the refinedvritechnology venture product quality
management instrument (NTV PQMI) may be usefubf&sessing new technology venture
environments for the purpose of installing prodygality improvement initiatives, and (2)
additional research is justified using the NTV PQMllarger study will determine if this
measurement instrument is a reliable measuremeptdduct quality in the new technology

venture sector.
Full-Scale Study One
Full-Scale Study Justifiably Commenced

The full-scale studyn(= 102) commenced once the pilot study’s resuksfjad its
pursuit. 442 NTV managers were sent the surveyrelaically; 102 fully completed surveys
were returned. This is a 23% response rate. Th@nfimig tests were run using data from the full-
scale study:
1. Cronbach’s Alpha to re-establish NTV PQMI's intdro@nsistency.
2. Mean differences of Quality (dependent) variable®gared.
3. Multiple linear regression.
a. Stepwise regression.
b. Minitab® output examined for multicollinearity, correlaticand outliers. VIF
less than 5.

c. Best Subsets
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d. R-sqg. adjusted values greater than .50
e. Residuals Analyzed to validate resultant model.

The coefficient of determination or tbeadjusted R is the proportion of variability in a
data set that is accounted for by the statisticadeh It is a measure of how well the regression
line approximates the real data points. AoR1.0 indicates the regression line perfectly fite
data.

The adjusted Raccounts for degrees of freedom and is an appeieignunbiased
estimator of how well the regression line approsxtisahe actual data points. In contrast, the
unadjusted Ris biased upward and overstates true explanatomepo

Generally, Rvalues of greater than .50 show that the corelds strong. However, in
social sciences, Ralues of as low as .25 are sometimes acceptiedliastion that some
correlation does exist (Brooks & Barcikowski 1989&wman & Newman, 2000; Morgan &
Wilson VanVoorhis, 2007).

The full scale study’s data analyses uses adji&tedlues because this value is a more
conservative statistical measure than unadjustediRes. Additionally, adjusted’Ralues > .50
are used because this benchmark indicates a stoorgjation exists for attitudinal survey
research (Brooks & Barcikowski, 1999; Newman & Neaym2000; Morgan & Wilson

VanVoorhis, 2007).
Respondents’ Knowledge and Experience

Participants in this study affirmed their undemstiag of the following definitions and

experience prior to completing the survey instrumen
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Definitions:

* A new technology venture (NTV) is defined as enggdn preparing a new
technologically advanced product for release tdintsl consumer for the first time
with a first to early generation production process

* A new technologically advanced product may be saféror hardware (e.g., device,
machinery, vehicle, etc.) a formulation (e.g., cleah pharmaceutical, etc.) or
delivery mechanism (e.g., Bluetooth, Internet, dleGomputing, etc.) and is one that
offers wholly new benefits; (1) significant (5 t0 fimes) improvement in known
benefits; or (2) significant (30 to 50%) reductiarcost (Ansoff, 1957; Booz-Allen &
Hamilton, Inc., 1982; Leifer et al., 2001; O’Conr&@iDe Martino, 2006; O’Connor

et al., 2008; Kelley, 2009).

Experience

1. A new technology venture (NTV) manager that managedaunch of a new
technology venture for a minimum of three yearsinmithe last five years (O’Connor
& De Martino, 2006; O’Connor et al., 2008; Kelle3009).
Table 16 depicts the results of respondents’ a#firom understanding of definitions and

experience required to complete the survey.

Table 16 Respondents Affirm Understanding of Definitions Brgerience

Definitions, experience, contacts provided on fiage; “Do you want to proceed with this survey?”

n Answer ‘ Response %

100
1| Yes 102 %
2 | No 0 0%

100

Total 102 %




118

Cronbach’s Alpha

The 57-item NTV PQMI survey instrument was oncaiagnalyzed to re-establish its
internal consistency. The measure of internal gescy is Cronbach alpha; the closer this value
is to 1, the greater the internal consistency. Tiillsscale 6 = 102) study’s results indicate
excellent internal consistency with computed Crahbapha values that range from a low of

0.8379 to a high of 0.9172 as indicated in Table 17

Table 17 Cronbach’s Alpha Results — Full-Scale Study (n 2)10

Construct Process Management  Education Customer  Quality Employee
Management Commitment & Focus Metrics  Responsibility
Training
Cronbach’'s | 0.9172 0.8964 0.8379 0.8739 0.9045 0.8604
Alpha =«

Descriptive Statistics for the Three Dependent @u&lariables

The three dependent quality measures are Broduct Performance ,®@
Organizational Performance, and Y Customer Satisfaction. Descriptive statisticslwse

three dependent variables are provided in Tabled9,8and 20.



Table 18.Q1 = Dependent Quality Variable; Product Performanc

Q1 = Product Performance
"New technology product quality performance of tiesv technology venture department was measuredgitire past 3 years and
compared to any existing industry standards."

Answer

1 | Strongly Disagree

2 | Disagree
3 | Neither Agree nor Disagre!
4 | Agree

5 | Strongly Agree

Response

10

23

37

33

119

0%
10
%

23
%

36
%

32
%

Statistic
Min Value 2
Max Value 5

Total Responses 102

Table 19.Q3 = Quality (Dependent) Variable; Organizationatfformance

Q2 = Organizational Performance

“Overall organizational quality (NTV and non-NTVggormance was measured during the past 3 yearsanpared to any existing

industry standards.”
Answer

1 | Strongly Disagree

2 | Disagree
3 | Neither Agree nor Disagre!
4 | Agree

5 | Strongly Agree

Response

13

18

54

17

0%

13
%

18
%

53
%

17
%

Statistic
Min Value 2
Max Value 5

Total Responses 102
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Table 20Q3 = Quality (Dependent) Variable; Customer Satisitan

Q3= Customer Satisfaction
“Customer satisfaction with product quality was swe@d, evaluated, and acted upon during the pgesar3.”

0
8

0%
8%
18
%
48
%

26
%

1 | Strongly Disagree
2 | Disagree

3 | Neither Agree nor Disagre 18

4 | Agree 49

5 | Strongly Agree 27

Statistic

Min Value 2
Max Value 5

Total Responses 102

Stepwise Regression

The full study’s data set was analyzed using stepwegression. While few explicit
guidelines exist for determining stepwise regrassiample size (Baggaley, 1983), Guadagnoli
and Velicer (1988) reviewed several studies thatkamled that absolute minimum sample sizes,
rather than subject to item ratios, are most relevehese studies range in their
recommendations from dhof 50 (Barrett & Kline, 1981) to 400 (Aleamoni, 2. In addition,
Brooks and Barcikowski (1999) used a cross-valahathethodology to determine the strength of
predictor coefficients when using stepwise regmsdsiven 15 to 16 predictors in the final
stepwise model with an unadjustet>R70 (which is the case in the present studynapte
size of 96 to 102 would be appropriate to projeptexision efficacy of .80. The sample size for
the full scale study was chosen to be > 100 whgahare than double Barrett and Kline’'s (1981)
minimum sample size and satisfies Brooks and Baveski's criteria.

Stepwise regression finds the “best” regressiodehdt uses a partial F test criterion to

examine a model with any number of explanatoryaldes; in this case 54. An important feature
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of this stepwise process is that an explanatorgbbe that has entered into the model at an early
stage can subsequently be removed, once othemextpfs variables are considered. Variables
are either added to or deleted from the regresuimael at each step of the model-building
process. The step-wise procedure terminates watlsekection of a best-fitting model, when no
variables can be added to or deleted from thenaslel fitted.

* Additionally, the model was tested for multicollaréy, correlation, and outliers:
This was done in MinitabA VIF of 5 or less was used to ensure low corietat

* The output from the Best Subsets test was exammeliminate those factors with
minimal influence and retain those with stronguefice on the quality response
variables.

* The fit of the model was tested by examining thegrRadjusted value after each
iteration to see if it was > .50. Examining theideals of the final model tested the
resultant model’s validity. The “iid” assumptionlimear regression were thereby

validated.

Product Performance Regression Equation

The product performance regression equation is:

Q.= -0.657 +0.312 PM-0.270 PM—0.273 PM; — 0.135 MGs + 0.130 MGz + 0.181
ET,+ 0.220 ETs + 0.301 Cho+ 0.192 Chg + 0.344 QMg+ 0.29 QM3 —.199 ERs

—0.145 ERy + 0.404 ER, — 0.220 ER;

Regression diagnostic output for @ provided in Table 21.



Table 21 .Regression Diagnostic Output for Q1

Pr edi ct or Coef SE Coef T

VI F

Constant -0.6566 0.3174 -2.07 0.042

43 0.28995 0.09036 3.21 0.002 2.584
38 0.34372 0.07814 4.40 0.000 2.248
30 0.30050 0.07356 4.08 0.000 1.977

3 0.31216 0.07117 4.39 0.000 2.027
50 0.40441 0.09747 4.15 0.000 2.827
11 -0.27251 0.07591 -3.59 0.001 1.955
25 0.22005 0.07446 2.96 0.004 2.479
46 -0.19904 0.06450 -3.09 0.003 2.045
51 -0.22014 0.08075 -2.73 0.008 2.796
4 -0.27037 0.07809 -3.46 0.001 2.218
36 0.19163 0.06802 2.82 0.006 2.061
49 -0.14547 0.07966 -1.83 0.071 2.240

24 0.18084 0.08250 2.19 0.031 2.448
15 -0.13563 0.07210 -1.88 0.063 2.113
23 0.13014 0.07086 1.84 0.070 2.043

S=0.460189 R-Sq=77.2% R-Sq(adj) = 73.2%

PRESS = 27.3925 R-Sq(pred) = 65.70%

Analysis of Variance

Source DF SS MS F P
Regression 15 61.6404 4.1094 19.40 0.000
Residual Error 86 18.2126 0.2118

Total 101 79.8529

Discussion
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The p-values of the predictor variables are al5; likewise the p-value for the multiple

linear regression as indicated in the ANOVA is 0D0These values indicate predictive

capability within a 95% confidence level. In additj each VIF value is < 5 which indicates a

sufficiently low correlation amongst predictor \ales. The R-sq (adj) value is 73.2%, which

indicates this multiple linear regression modellaixys 73.2% of the data. This is considered an

overall very good fit of this data set.

Model Validation

The model’s residuals plots depicted in Figure Edenexamined to determine the

validity of the final model.
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Residual Plots for 55 = Q1 w 15 Indep Variables w .15 alpha Stepw

Normal Probability Plot Versus Fits
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Figure 19.Residual Plots for Product Performance, Q1
Explanation and Interpretation of Graphs Used tdid¥ate Model

Figure 19 depicts the four in one residuals’ pldtsese are used to validate the model.
Recognize the residuals, or estimated error valtiesare defined as the differences between the
observed Y and predicted Walues of the dependent variable, for given vahfes. The
evaluation of the aptness of the fitted regressiodel is done by plotting the residuals on the
vertical axis against the corresponding/Xlues of the independent variable on the horadont
axis. If the fitted plot model is appropriate foetdata, there will be no apparent pattern in this
plot of the residuals vs.;Xf the model is not appropriate, there will satednship between the
X; values and the residuals ei.

In this case, the Residuals vs. Fitted value grajgtxamined and there are no significant
outliers. This graph reveals the anticipated pattiere to the 1-5 response boundary imposed by
the survey instrument. Additionally, homoscedastiand independence assumptions appear to
be valid since there do not appear to be majoewtifices in the variability of the residuals for

different values of X Thus, it can be concluded that for this fitteddelo there is no violation of
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the assumption of equal variance at each leveAlso, the Normality Probability Plot appears to
confirm the assumption of normality since the grapproximately depicts a straight line.
Likewise the Histogram Plot is mostly characteribgdh normal curve, which provides further
graphical evidence of normality. Therefore, the €an simple linear regression is adequate.

Thus, there is aptness of fit and no assumptiomegression have been violated.

Quality Management Factors That Explain Greater Ti7@% of Data’s Variance

An analysis of the independent variables signifisacontributing to multiple regression
model for dependent variable, product performa@dedetermined P PM,, PM;;, MCys, and
ET,3 account for 73.1% of the model. Statistical evidesummarized in Figure 20 and Table 22

supports the inclusion of these product quality ageement practices into the scorecard.

Scree Plot of 3, ..., 51 for 55 = Q1
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Figure 20.Scree Plot of Product Performance Q1
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Table 22 Eigenanalysis of the Correlation Matrix for Q1

Eigenanalysis of the Correlation Matrix

Eigenvalue 6.8582 1.2697 1.1864 0.8765 0.7672 0.6960 0.5742 0.5050
Proportion 0.457 0.085 0.079 0.058 0.051 0.046 0.038 0.034
Cumulative 0.457 0.542 0.621 0.679 0.731 0.777 0.815 0.849
Eigenvalue 0.4826 0.4328 0.3298 0.3195 0.2953 0.2627 0.1440
Proportion 0.032 0.029 0.022 0.021 0.020 0.018 0.010
Cumulative 0.881 0.910 0.932 0.953 0.973 0.990 1.000

3, 4, 11, 15, and 23 account for 73.1% of model

Organizational Performance Regression Equation

The organizational performance regression equéagion

Q= —0.6159 + 0.249 PM- 0.146 PM,+ 0.332 PM, + 0.201 PM; + 0.185 MG, — 0.22
MC;; + 0.25 ET7+ 0.191 ETs+ 0.276 Chy+ 0.248 QMg + 0.26 QMo — 0.23 QM; +

0.246 ER,+ 0.148 ER; — 0.208 ER; — 0.128ER;

Regression diagnostic output fog iQ depicted in Table 23.

Discussion

The p-values of the predictor variables are al5; likewise the p-value for the multiple
linear regression as indicated in the ANOVA is @.0Dhese values indicate predictive capability
within a 95% confidence level. In addition, eacli-Whlue is < 5 which indicates a sufficiently
low correlation amongst predictor variables. ThedRadj) value is 66.4%, which indicates this
multiple linear regression model explains 66.4%hefdata. This is considered an overall good

fit of this data set.
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Table 23 Regression Diagnostic Output, Q2

Predi ctor Coef SE Coef T P VI F
Constant -0.6159 0.4032 -1.53 0.130

39 0.24809 0.09705 2.56 0.012 2.256
3 0.24855 0.06988 3.56 0.001 1.326
34 0.27645 0.06851 4.04 0.000 1.842
52 0.24608 0.08274 2.97 0.004 2.006
22 0.18514 0.07851 2.36 0.021 2.039
27 -0.24741 0.09964 -2.48 0.015 2.820
12 0.33212 0.09881 3.36 0.001 2.150
53 0.14801 0.07240 2.04 0.044 1.544
47 -0.20767 0.08003 -2.59 0.011 2.023
13 0.20086 0.07774 2.58 0.011 1.885
41 -0.2306 0.1215 -1.90 0.061 3.158
40 0.2601 0.1074 2.42 0.018 2.437
21 -0.2159 0.1051 -2.05 0.043 2.477
28 0.19116 0.09485 2.02 0.047 3.072
51 -0.12762 0.08193 -1.56 0.123 1.952
11 -0.14615 0.09477 -1.54 0.127 2.067

S=0.558733 R-Sq=71.7% R-Sq(adj) =66.4%
PRESS =40.2651 R-Sq(pred) =57.08%

Analysis of Variance

Source DF SS MS F P
Regression 16 67.2782 4.2049 13.47 0.000
Residual Error 85 26.5355 0.3122

Total 101 93.8137

Model Validation

The model's residuals plots depicted in Figurev2de examined to determine the

validity of the final model.

Explanation and Interpretation of Graphs Used tdidate Model

In this case, the Residuals vs. Fitted value grsygixamined and there are no significant
outliers. This graph reveals the anticipated pattiere to the 1-5 response boundary imposed by
the survey instrument. Additionally, homoscedastiand independence assumptions appear to
be valid since there do not appear to be majoeudifices in the variability of the residuals for
different values of X Thus, it can be concluded that for this fitteddelo there is no violation of

the assumption of equal variance at each leveAXo, the Normality Probability Plot appears to
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confirm the assumption of normality since the grapproximately depicts a straight line.
Likewise the Histogram Plot is mostly characteribgdh normal curve, which provides further
graphical evidence of normality. Therefore, the €an simple linear regression is adequate.

Thus, there is aptness of fit and no assumptiomegression have been violated.

Residual Plots for 56 (16 indep variables & .15 alpha w stepw)
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Figure 21.Residuals Plots for Organizational Performance, Q2

Product Quality Management Factors That Explain &ee Than 70% of Data’s Variance

An analysis of the independent variables signifisacontributing to multiple regression
model for dependent variable, organizational pentorce, Q2 determined RMPMy;, PMyy,
PMys, and MG, account for 72.5% of the model. Statistical evimleaummarized in Figure 22
and Table 24 supports the inclusion of these priogiuglity management practices in the NTV

scorecard design.
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Scree Plot of 3, ..., 51 for 56 = Q2
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Figure 22.Scree Plot of Organizational Performance Q2

Table 24 Eigenanalysis of the Correlation Matrix for Q2

Eigenanalysis of the Correlation Matrix

Eigenvalue 7.4707 1.3026 1.1108 0.9396 0.7764 0.6092 0.5751 0.5118
Proportion 0.467 0.081 0.069 0.059 0.049 0.038 0.036 0.032
Cumulative 0.467 0.548 0.618 0.676 0.725 0.763 0.799 0.831
Eigenvalue 0.4869 0.4508 0.4046 0.3339 0.3091 0.2613 0.2393 0.2180
Proportion 0.030 0.028 0.025 0.021 0.019 0.016 0.015 0.014
Cumulative 0.861 0.890 0.915 0.936 0.955 0.971 0.986 1.000

3,11, 12, 13, and 21 account for 72.5% of Model

Customer Satisfaction Regression Equation

The customer satisfaction regression equation is:

Qs = 0.437 + 0.308 Py 0.352 PM + 0.252 PM — 0.407 MGg + 0.293 MG + 0.359 MGs
—0.277 ET, + 0.355 Ch, + 0.222 Chs + 0.172 QMo + 0.351 QM, — 0.326 QM +

0.234 QM — 0.300 QMs — 0.130 ERs + 0.149 ER;




Regression diagnostic output is provided in Talsle 2

Table 25Regression Diagnostic Output for Q3

Discussion

Predi ctor Coef SE Coef T P

VI F

Constant 0.4366 0.3862 1.13 0.261
32 0.35461 0.09389 3.78 0.000 2.699

9 0.25205 0.09055 2.78 0.007 2.144
17 0.29264 0.09176 3.19 0.002 2.156
3 0.30787 0.07811 3.94 0.000 1.855
4 -0.35206 0.09000 -3.91 0.000 2.238
29 -0.27667 0.07597 -3.64 0.000 1.878

23 0.35908 0.08505 4.22 0.000 2.236
39 0.17191 0.08545 2.01 0.047 1.959

41 -0.3260 0.1046 -3.12 0.002 2.619
46 -0.13044 0.06505 -2.01 0.048 1.580
16 -0.4067 0.1033 -3.94 0.000 3.095

53 0.14903 0.07018 2.12 0.037 1.625
40 0.3507 0.1085 3.23 0.002 2.787
43 -0.2997 0.1101 -2.72 0.008 2.915
42 0.23448 0.09898 2.37 0.020 3.005
35 0.22164 0.08489 2.61 0.011 2.162

S=0.527977 R-Sq=70.1% R-Sq(adj) = 63.2%
PRESS = 36.5762 R-Sq(pred) = 52.20%

Analysis of Variance

Source DF SS MS F P
Regression 16 52.8250 3.3016 11.84 0.000
Residual Error 85 23.6946 0.2788

Total 101 76.5196
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The p-values of the predictor variables are al5; likewise the p-value for the multiple

linear regression as indicated in the ANOVA is @.0Dhese values indicate predictive capability

within a 95% confidence level. In addition, eacli-Whlue is < 5 which indicates a sufficiently

low correlation amongst predictor variables. ThedRadj) value is 63.2%, which indicates this

multiple linear regression model explains 63.2%hefdata. This is considered an overall good

fit of this data set.
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Model Validation

The model's residuals plots depicted in Figure 28enexamined to determine the

validity of the final model.

Residual Plots for 57
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Figure 23.Residual Plots for Customer Satisfaction Perfortea®3
Explanation and Interpretation of Graphs Used tditdate Model

In this case, the Residuals vs. Fitted value gisglxamined and there are no significant
outliers. This graph reveals the anticipated pattiere to the 1-5 response boundary imposed by
the survey instrument. Additionally, homoscedastiand independence assumptions appear to
be valid since there do not appear to be majoeudiffces in the variability of the residuals for
different values of X Thus, it can be concluded that for this fitteddelo there is no violation of
the assumption of equal variance at each leveAo, the Normality Probability Plot appears to
confirm the assumption of normality since the grapproximately depicts a straight line.

Likewise the Histogram Plot is mostly characteribgdch normal curve, which provides further
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graphical evidence of normality. Therefore, the €san simple linear regression is adequate.

Thus, there is aptness of fit and no assumptiomegression have been violated.

Factors That Explain Greater Than 70% of Data’s Mace

An analysis of the independent variables thatiSggmtly contribute to the multiple
regression model for dependent variable, custoatesfaction performance, Q3 determined
PMs, PM, PMy, MC,;, and Chk,, account for 71.8% of the model. Statistical emizke
summarized in Figure 24 and Table 26 supportsritiesion of these product quality

management practices in the NTV scorecard design.
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Figure 24.Residuals Plots for Product Performance, Q3

Table 26 Eigenanalysis of the Correlation Matrix for Q3

Eigenanalysis of the Correlation Matrix

Eigenvalue 7.2132 1.4594 1.1352 0.9043 0.7709 0.7056 0.6668 0.5722
Proportion 0.451 0.091 0.071 0.057 0.048 0.044 0.042 0.036
Cumulative 0.451 0.542 0.613 0.670 0.718 0.762 0.803 0.839
Eigenvalue 0.5183 0.4266 0.3809 0.3508 0.2784 0.2314 0.2162 0.1697
Proportion 0.032 0.027 0.024 0.022 0.017 0.014 0.014 0.011
Cumulative 0.872 0.898 0.922 0.944 0.961 0.976 0.989 1.000

32,9, 17, 3, and 4 account for 71.8% of the model.
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Interactions

The test for interactions was run to determireny of the predictor variables influenced

other variables in a statistically significant mannThe results are reported in Tables 27, 28, and

29. Interactions were only for extracted predictbes explained greater than 70% of the data’s

variance. This was done for each of the qualitysuess denoted as Q1, Q2, and Q3 in equations

3, 4, and 5, respectively.

Summary of Performance Management Practices Exddact

The determination of factors or performance mameage practices that would be

incorporated into the scorecard was based on thas@xplained greater than 70% of the model

with statistically insignificant interactions. Th@eractions were tested for these extracted

predictors and results indicate interactions aagssically insignificant. In sum, the following

factors were extracted and will be incorporated thie scorecard:

1.

2.

NTV processes of other organizations (e.g., cortgrs)i are benchmarked.
Statistical methods (e.g., control charts, varraaoalysis, etc.) are used to control
the NTV process.

NTV process defects are thoroughly analyzed.

NTV process reuse is emphasized.

Top management allocates necessary personnel cesdor quality improvement.
Top NTV management provides the leadership to eraatoverall quality culture.
Specific quality related work skills training areopided for NTV personnel.
Quality-related training is provided for NTV persah.

Statistical techniques (e.g., control charts, temmanalysis, etc.) are emphasized in

quality-related educational programs.



Table 27 Interactions Insignificant for Extracted PredictoQ1
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ANOVA: Two-Factor With Replication

SUMMARY Value Response Q1 Total
Predictor 3
Count 102 102 204
Sum 403 381 784
Average 3.9510 3.7353 3.8431
Variance 0.8392 0.7906 0.8226
Predictor 4
Count 102 102 204
Sum 398 381 779
Average 3.9020 3.7353 3.8186
Variance 0.7626 0.7906 0.7797
Predictor 11
Count 102 102 204
Sum 404 381 785
Average 3.9608 3.7353 3.8480
Variance 0.7113 0.7906 0.7600
Predictor 15
Count 102 102 204
Sum 394 381 775
Average 3.8627 3.7353 3.7990
Variance 0.8523 0.7906 0.8215
Predictor 23
Count 102 102 204
Sum 391 381 772
Average 3.8333 3.7353 3.7843
Variance 0.8531 0.7906 0.8202
Total
Count 510 510
Sum 1990 1905
Average 3.9020 3.7353
Variance 0.7998 0.7844
ANOVA
Source of Variation SS Df MS F P-value F crit
Predictor 0.6176 4 0.1544 0.1937 0.9417 2.3807
Value 7.0833 1 7.0833 8.8858 0.0029 3.8507
Interaction 0.6176 4 0.1544 0.1937 0.9417 2.3807
Within 805.1275 1010 0.7972
Total 813.4461 1019

Since Calculated F = 0.1937 < F crit = 2.3807 ktéonsnot significant




Table 28lInteractions Insignificant for Extracted PredictoQ2
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ANOVA: Two-Factor With Replication
SUMMARY Value Response Q2  Total

Predictor 3
Count 102 102 204
Sum 403 397 800
Average 3.9510 3.8922 3.9216
Variance 0.8392 0.9288 0.8805

Predictor 11
Count 102 102 204
Sum 404 397 801
Average 3.9608 3.8922 3.9265
Variance 0.7113 0.9288 0.8172

Predictor 12
Count 102 102 204
Sum 413 397 810
Average 4.0490 3.8922 3.9706
Variance 0.6807 0.9288 0.8070

Predictor 13
Count 102 102 204
Sum 382 397 779
Average 3.7451 3.8922 3.8186
Variance 0.9641 0.9288 0.9472

Predictor 21
Count 102 102 204
Sum 406 397 803
Average 3.9804 3.8922 3.9363
Variance 0.6927 0.9288 0.8087

Total

Count 510 510
Sum 2008 1985
Average 3.9373 3.8922
Variance 0.7819 0.9215
ANOVA
Source of Variation SS Df MS F P-value F crit
Sample 2.6529 4 0.6632 0.7773 0.5400 2.3807
Columns 0.5186 1 0.5186 0.6078 0.4358 3.8507
Interaction 2.6529 4 0.6632 0.7773 0.5400 2.3807
Within 861.7549 1010 0.8532
Total 867.5794 1019

Since Calculated F = 0.7773 < F crit = 2.3807 katéonsnot significant




Table 29Interactions Insignificant for Extracted PredictoiQ3
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ANOVA: Two-Factor With Replication

SUMMARY Value Response Q 3 Total

Predictor 3
Count 102 102 204
Sum 403 401 804
Average 3.9510 3.9314 3.9412
Variance 0.8392 0.7576 0.7946

Predictor 4
Count 102 102 204
Sum 398 401 799
Average 3.9020 3.9314 3.9167
Variance 0.7626 0.7576 0.7566

Predictor 9
Count 102 102 204
Sum 405 401 806
Average 3.9706 3.9314 3.9510
Variance 0.7219 0.7576 0.7365

Predictor 17
Count 102 102 204
Sum 400 401 801
Average 3.9216 3.9314 3.9265
Variance 0.7067 0.7576 0.7286

Predictor 32
Count 102 102 204
Sum 395 401 796
Average 3.8725 3.9314 3.9020
Variance 0.8450 0.7576 0.7982

Total
Count 510 510
Sum 2001 2005
Average 3.9235 3.9314
Variance 0.7702 0.7517
ANOVA
Source of Variation SS Df MS F P-value F crit
Sample 0.3078 4 0.0770 0.1004 0.9823 2.3807
Columns 0.0157 1 0.0157 0.0205 0.8863 3.8507
Interaction 0.3078 4 0.0770 0.1004 0.9823 2.3807
Within 774 1010 0.7663
774.631

Total 4 1019

Since Calculated F = 0.1004 < F crit = 2.3807 ktéonsnot significant
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10. Quality metrics are emphasized in quality-edat¢ducational programs.
11. Customer requirements are completely elicitedieveloping NTV process.
12. Surveys are employed to assess customer stivsfavith the new technology
product.
13. Customer requirements are traced and refeaekitio throughout the NTV process
development process.
14. Data regarding quality are collected.

15. Top management assumes responsibility for tyyadirformance.
Mean Differences in Responses of Job Rank Varidldespared

It was of interest to know if the mean responsea$ié NTV PQMI varied by job rank.

Descriptive statistics for job rank are depicted able 30.

Table 30 Rank in the New Technology Development Department

“My rank in the new technology development departtig/was:”

30
31 %

34
%

24
%

19
%

7 7%

1 | Top Manager

2 | Middle Manager 35

3 | Lead engineer 24

4 | Non-manager (e.g., engine 19

5 | Other

The repeated measures or paired t-test was cawtlantthe demographic job rank
measures. This test analyzes the difference bettheemeans of two groups when the sample
data are obtained from populations that are rejatben results of the first group are not

independent of the second group. This "dependesta@acteristic of the two groups occurs
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either because the items or individuals are pgwedhatched) according to some characteristic
or because repeated measurements are obtainethiemsame set of items or individuals. It is
this latter scenario that is indicative of the prasstudy. Note that in either case, the variable o
interest is the difference between the values @bifiservations. Recall the demographic
measures that were compared using the paired intést present study werg42 Job Rank at
the time the respondent was engaged in the newaémyy venture under study. Four job
rankings were identified plus an "other" categdilyese were top manager = 1; middle manager
= 2; lead engineer = 3; non-manager = 4; and ctter

The t-test for the mean difference in related dampas the following hypothesis:

Ho:p =0 where JUp = - [y
Hp = M- H2
Hp = M- H3
Mo = H-Hsg
Hp = M -Hs
Ha o # 0

For means comparisons by job rank measures 142.add 5 with P-value > .05 indicate
there is no statistically significant differencable 31 depicts the results of the paired t-tests
mean responses compared to five job rank subsets:

The results for the means comparisons pairedg-tedicate significant differences in

the mean responses by job rank.



Table 31 Mean Responses Compared to Mean Responses of dkb Ra

t-Test: Paired Two Sample for Means
By “Experienced As”

Mean
Responses of
Mean Responses  Top Mgr

Mean 3.89 4.04
Variance 0.019 0.02
Observations 57 57
Pearson Correlation 0.669
Hypothesized Mean Difference 0
df 56
t Stat -10.889
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two tail 0.00
t Critical two-tail 2.00
Mean

Responses of
Mean Responses Middle Mgt

Mean 3.89 4.04
Variance 0.019 0.02
Observations 57 57
Pearson Correlation 0.669
Hypothesized Mean Difference 0
df 56
t Stat -10.889
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two talil 0.00
t Critical two-tall 2.00
t-Test: Paired Two Sample for Means
By “Experienced As”
Mean

Responses of
Mean Responses Lead Egr

Mean 3.89 4.04
Variance 0.019 0.02
Observations 57 57
Pearson Correlation 0.669
Hypothesized Mean Difference 0
Df 56
t Stat -10.889
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two tail 0.00
t Critical two-tail 2.00
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Table 31—Continued

t-Test: Paired Two Sample for Means
By “Experienced As”

Responses of
Mean Responses Non-Engineerg

Mean

Mean 3.89 4.04
Variance 0.010 0.06
Observations 57 57
Pearson Correlation 0.60
Hypothesized Mean Difference 0
Df 56
t Stat -5.53
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two tail 0.00
t Critical two-tail 2.00
Mean
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Responses of
Mean Responses Other

Mean 3.89 3.95
Variance 0.01 0.028
Observations 57 57
Pearson Correlation 0.74
Hypothesized Mean Difference 0
Df 56
t Stat -4.32
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two tall 0.00
t Critical two-tail 2.00

Mean of “Experienced As” Variables Compared

It was of interest to know if the mean responseafi¢ NTV PQMI varied by the level of
experience respondents had. Descriptive statiftidevel of experience are depicted in Table

32.
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Table 32 Experience Levels of Respondents

"l am experienced in the following positions durithg time covered by this survey:"

n Answer Response %

1 | Upper Management 19 19%
2 | Project Management 31 30%
3 | Quality Management- 18 18%

4 | Quality Engineer _ 23 23%
5 | Other - 1 11%

Total 102 100%

A second set of paired t-tests was conducted ubmgean responses compared to the
responses by “experienced as.” The demographicuresthat were compared using the paired
t-test were "experienced as" at the time the red@ainwas engaged in the new technology
venture under study. Four job rankings plus anédtlategory were: upper manager = 1;
project manager = 2; quality manager = 3; qualitgieeer = 4; and other = 5.

The t-test for the mean difference in related dampas the following hypothesis:

Ho:p =0 where Up = U - g
Ho = W -H2
Ho = W -H3
Ho = W -Ha
Ho = H-Hs

Ha: uD 7/: 0
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For means compared to the experienced as jobmaakures 1, 2, 3, 4, and 5; a P-value
> .05 indicates there is no statistically signifitdifference. Table 33 depicts the results of the

paired t-tests for mean responses compared to fiexped as.”

Table 33Mean Responses Compared to Responses of “Expediéiste

t-Test: Paired Two Sample for Means
By “Experienced As”

Experienced

Mean Responses Upper Managers

Mean 3.89 3.46
Variance 0.01 0.045
Observations 57 57
Pearson Correlation 0.50

Hypothesized Mean Difference

Df 56
t Stat 17.56
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Mean Responses

Experienced

Project Mgrs

Mean 3.86 3.76
Variance 0.01 0.069
Observations 57 57
Pearson Correlation 0.37

Hypothesized Mean Difference

Df 56
t Stat 3.87
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00

t Critical two-tail

2.00




Table 33—Continued

t-Test: Paired Two Sample for Means
By “Experienced As”

Experienced
Mean Responses Quality Mgrs

Mean

Variance
Observations
Pearson Correlation
Hypothesized Mean Difference
Df

t Stat

P(T<=t) one-tall

t Critical one-tail
P(T<=t) two-tail

t Critical two-tail

3.89 3.97
0.01 0.021
57 57
0.747
0
56
-6.19
0.00
1.67
0.00
2.00

Experienced as
Mean Responses Quality Engineer

Mean 3.89 4.07
Variance 0.01 0.018
Observations 57 57
Pearson Correlation 0.59

Hypothesized Mean Difference 0

Df 56

t Stat -12.34

P(T<=t) one-tall 0.00

t Critical one-tail 1.672

P(T<=t) two-tail 0.00

t Critical two-tall 2.00

Mean Experienced as
Responses Other

Mean 3.89 4.00
Variance 0.01 0.05
Observations 57 57
Pearson Correlation 0.42

Hypothesized Mean Difference 0

Df 56

t Stat -4.31

P(T<=t) one-tall 0.00

t Critical one-tail 1.67

P(T<=t) two-tail 0.00

t Critical two-tail

2.00

142



143
The results for the means comparisons pairedg-tedicate significant differences in

the mean responses by experience.
Mean Responses Compared to Mean Responses byoY &xyzerience

It was of interest to know if the mean responsesié NTV PQMI varied by years of

experience. Descriptive statistics for years ofegdgnce are provided in Table 34.

Table 34 Respondents' Number of Years of Experience
"I have the following total number of years expede in new technology venture arenas."

# | Answer ‘ | Response %

1 | 3to5years — 37 36%
2 | 5t0 10 years — 42 41%

3 | More than 10 years— 23 23%

Total 102 100%

The repeated measures or paired t-test was cadlantthe demographic years of
experience measures. The demographic measuregsdteatompared using the paired t-test is
the number of years of experience at the timed¢bpandent was engaged in the new technology
venture under study. Three years of experienceyodts were delineated. These were 3t0 5
years = 1; 5to 10 years = 2; More than 10 yed@s =

The test was conducted using the mean responsgmoednto the years of experience
subset under examination. The t-test for the mé#erence in related samples has the following

hypothesis:
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Ho: o =0 where pp = p -y
Hp = M- H2
Hp = M- H3
Ha: p—D7éO

For means comparisons of years of experience mesagu?2, and 3, with P-value >.05
indicate no statistically significant difference the paired t-test. Table 35 depicts the resilts o
the paired t-tests for mean responses comparegdays of experience.”

Results for the means comparisons paired t-tadisate significant differences in the

mean responses by “years of experience.”

Interpretation of Statistical Differences in Means

The paired t-tests indicate responses by job feugk, top manager, middle manager,
lead engineer, non-engineer, and "other"), andepérienced as” (e.g., experienced as upper
manager, project manager, quality manager, quatigineer and "other"), as well as by years of
experience (e.g., 3 to 5 years, 5 to 10 yearsp@ore than 10 years) indicated statistically
significant differences in means. This is likelyedo the criteria established by former research
experts and followed in the present study. In paldr, the extensive experience requirement.
Only those NTV managers with at least three yehexperience within the last five years were
asked to complete the survey. Additionally, theetypf industries included in this research were
purposefully broad and diverse. These criteria veerentegral part of the research objectives; to
determine if this highly heterogeneous sector wo@dertheless confirm a common core of

product quality management practices (O’Connor &\xtino, 2006; O’'Connor et al., 2008;
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Kelley, 2009). If so, then these product qualitynagement practices would be incorporated into

a scorecard.

Table 35Mean Responses Compared to Mean Responses byof &xyserience

t-Test: Paired Two Sample for Means
By Years of Experience

Variable means 3-5yrs
Mean 3.89 3.85
Variance 0.01 0.01
Observations 57.00 57.00
Pearson Correlation 0.62
Hypothesized Mean Difference 0.00
df 56.00
t Stat 3.32
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means 5to 10 yrs
Mean 3.89 4.00
Variance 0.01 0.02
Observations 57.00 57.00
Pearson Correlation 0.80
Hypothesized Mean Difference 0.00
df 56.00
t Stat -9.57
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means > 10 yrs
Mean 3.89 3.73
Variance 0.01 0.03
Observations 57.00 57.00
Pearson Correlation 0.76
Hypothesized Mean Difference 0.00
df 56.00
t Stat 9.88
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tall 2.00
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In addition, evidence supports the nature of reskology venture organizations as
managed by highly experienced, well-trained persboharged with making rapid-fire decisions
of weighty importance (Sathe, 1989; Peters, 198hman & O'Reilly, 1997; Antonicic &
Hirsch, 2001, 2004; Morris & Kuratko, 2002). With average number of years of NTV
experience of nearly 8 years, such personnel ehdve high levels of education and
specialized training. Therefore, it is anticipatedt these NTV managers have broad levels of
quality training and undergone CPI indoctrinationmany years that was industry-specific.

The above schema used to examine the first theemgraphics—by job rank,
“experienced by,” and “years of experience”—will liged to examine the remaining ones. These
are by industry, size of entire firm, size of NT¥hrtment, start-up or spin-off; gross annual
sales of entire firm, annual budget of NTV deparitne

Descriptive statistics for by industry, size ofiemfirm, size of NTV department, gross
annual sales of entire firm, annual budget of NBpatment, and start-up or spin-off are
tabularized in Tables 36, 38, 40, 42, 44, and d&§pectively. The paired t-test results for these

same categories are provided in Tables 37, 3931145, and 47, respectively
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By Industry

Table 36 NTV Departments by Industry

"The NTV department that | used to complete thiveyis best described by the following industry:

1 Automotive, Aviation and Aerospace 11 11%
2 cB;i((e)rt]((e)(r::ir(]}(;Iogy, Medical Devices, 4 4%
3 Pharmaceuticals 7 7%
4 Chemicals and Materials 7 7%
5 Manufacturing 38 37%
6 Computer Hardware and Networking 10 10%
7 Computer Software 7 7%
8 E-Commerce and Information Technolo 6%
9 Consumer Goods 2%
10 | Other 10 10%
Total | 102 | 100%

Table 37.Mean Responses Compared to Means of Industry Respo

t-Test: Paired Two Sample for Means
By Industry

Variable means Automotive, Aviation,

Aerospace

Mean 3.89 3.78
Variance 0.01 0.04
Observations 57.00 57.00
Pearson Correlation 0.61
Hypothesized Mean Difference 0.00
Df 56.00
t Stat 4.65
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tall 0.00
t Critical two-tail 2.00




Table 37—Continued

t-Test: Paired Two Sample for Means

By Industry
Biotechnology,
Variable means Med Devices,
Genomics

Mean 3.89 3.76
Variance 0.01 0.15
Observations 57.00 57.00
Pearson Correlation 0.33
Hypothesized Mean Difference 0.00
df 56.00
t Stat 2.66
P(T<=t) one-tail 0.01
t Critical one-tail 1.67
P(T<=t) two-tail 0.01
t Critical two-tail 2.00

Variable means Pharmaceuticals
Mean 3.89 3.76
Variance 0.01 0.10
Observations 57.00 57.00
Pearson Correlation 0.43
Hypothesized Mean Difference 0.00
df 56.00
t Stat 3.39
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means Chemlcgls &

Materials

Mean 3.89 3.76
Variance 0.01 0.04
Observations 57.00 57.00
Pearson Correlation 0.26
Hypothesized Mean Difference 0.00
df 56.00
t Stat 4.81
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00

t Critical two-tail

2.00
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Table 37—Continued

t-Test: Paired Two Sample for Means
By Industry

Variable means Manufacturing
Mean 3.89 3.89
Variance 0.01 0.02
Observations 57.00 57.00
Pearson Correlation 0.80
Hypothesized Mean Difference 0.00
df 56.00
t Stat 0.05
P(T<=t) one-talil 0.48
t Critical one-tail 1.67
P(T<=t) two-tail 0.96
t Critical two-tail 2.00

Variable means Computer Hardware &

Networking

Mean 3.89 4.20
Variance 0.01 0.05
Observations 57.00 57.00
Pearson Correlation 0.51
Hypothesized Mean Difference 0.00
df 56.00
t Stat -12.96
P(T<=t) one-tail 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means Computer Software
Mean 3.89 3.78
Variance 0.01 0.08
Observations 57.00 57.00
Pearson Correlation 0.55
Hypothesized Mean Difference 0.00
df 56.00
t Stat 3.28
P(T<=t) one-talil 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00




Table 37—Continued
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t-Test: Paired Two Sample for Means

By Industry
Variable means E-Commerce
&IT

Mean 3.89 3.89
Variance 0.01 0.09
Observations 57.00 57.00
Pearson Correlation 0.30
Hypothesized Mean Difference 0.00
df 56.00
t Stat -0.24
P(T<=t) one-tail 0.41
t Critical one-tail 1.67
P(T<=t) two-tail 0.81
t Critical two-tail 2.00

Variable means Consumer Goods
Mean 3.89 4.38
Variance 0.01 0.20
Observations 57.00 57.00
Pearson Correlation 0.12
Hypothesized Mean Difference 0.00
df 56.00
t Stat -8.34
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means Other
Mean 3.89 3.88
Variance 0.01 0.03
Observations 57.00 57.00
Pearson Correlation -0.02
Hypothesized Mean Difference 0.00
df 56.00
t Stat 0.11
P(T<=t) one-tail 0.45
t Critical one-tail 1.67
P(T<=t) two-tail 0.96

t Critical two-tail

2.00
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Interpretation by Industry

The paired t-tests indicate responses by indstgy, Automotive, Aviation and
Aerospace; Biotechnology, Medical Devices, and Gaos; Pharmaceuticals; Chemicals and
Materials; Manufacturing; Computer Hardware andwdgking; Computer Software; E-
Commerce and Information Technology; Consumer Goaad “other”), indicated statistically
significant differences in mean responses when eoatpto mean responses. This is likely due
to the criteria established by former research eg@nd followed in the present study whereby a
broad and diverse group was invited to participathe study (O’Connor & De Martino, 2006;
O’Connor et al., 2008; Kelley, 2009). This was démethe expressed purpose of determining if
a common core of product quality management prestould be delineated from such a diverse
group—which is the primary purpose of this research

In addition, only experienced NTV managers whomagmaging the launch of new
venture that offers significant benefits and/ongigant reductions in cost—were invited to
complete the survey (O’Connor & De Martino, 2006C@nnor et al., 2008; Kelley, 2009).
Evidence supports the nature of new technologywerdrganizations as characterized by
distributed controls, with personnel from globahsdn and with multidisciplinary expertise;
integrated decision-making with a flat organizasibstructure; staff with distributed
responsibilities that are milestone driven and tmaye direct financial incentives. This is
indicative of strong core communalities. Howeveithvan average number of years of NTV
experience of nearly 8 years, such personnel ehdye high levels of education and
specialized training. Therefore, it is anticipatedt these NTV managers have broad levels of
quality training and have undergone CPI indoctrarafor many years that was industry-specific

(Sathe, 1989; Peters, 1994; Tushman & O'Reilly,718&tonicic & Hirsch 2001, 2004; Morris
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& Kuratko, 2002; Jackson & Lloyd, 2006). Thus, themired t-test results provide statistical

evidence that is consistent with the literature.
By Size of Entire Firm

Table 38.Size of Entire Firm (Number of Employees Worldwide)

The following questions are regarding the size madire of your firm and NTV department: The #¢he entire firm (number of
employees worldwide) is:

n Answer Response

lessthan 100 [N 14%
2 | 101 to 1,000 _ 23 23%
3 | 1,001 to 5,000 _ 21 21%
4 | 5,001 to 10,000 _ 14 14%
5 | 10,001 to 25,000 _ 16 16%
6 | 25,001 to 50,000 . 5 5%
7| Grmermen g s | o
8 | Other | 1 1%

Total 102 100%

Table 39 Mean Responses Compared to Mean Responses mf 8izeCompany
(Number of Employees Worldwide)

t-Test: Paired Two Sample for Means
By Size of Company (Employees Worldwide)

Variable means Less than 100
Mean 3.89 4.01
Variance 0.01 0.04
Observations 57.00 57.00
Pearson Correlation 0.52
Hypothesized Mean Difference 0.00
df 56.00
t Stat -5.29
P(T<=t) one-tail 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00




Table 39—Continued

t-Test: Paired Two Sample for Means

By Size of Company (Employees Worldwide)

Variable means 101-1000
Mean 3.89 3.82
Variance 0.01 0.03
Observations 57.00 57.00
Pearson Correlation 0.73
Hypothesized Mean Difference 0.00
df 56.00
t Stat 3.62
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means 1001-5000
Mean 3.88 3.89
Variance 0.01 0.02
Observations 57.00 57.00
Pearson Correlation 0.47
Hypothesized Mean Difference 0.00
df 56.00
t Stat -0.13
P(T<=t) one-tail 0.45
t Critical one-tail 1.67
P(T<=t) two-tail 0.96
t Critical two-tail 2.00

Variable means 5000-10K
Mean 3.89 4.14
Variance 0.01 0.03
Observations 57.00 57.00
Pearson Correlation 0.56
Hypothesized Mean Difference 0.00
df 56.00
t Stat -13.08
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00




Table 39—Continued

t-Test: Paired Two Sample for Means

By Size of Company (Employees Worldwide)

Variable means 10001-25K
Mean 3.89 3.71
Variance 0.01 0.05
Observations 57.00 57.00
Pearson Correlation 0.56
Hypothesized Mean Difference 0.00
df 56.00
t Stat 6.65
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means 25001-50K
Mean 3.89 3.73
Variance 0.01 0.14
Observations 57.00 57.00
Pearson Correlation 0.41
Hypothesized Mean Difference 0.00
df 56.00
t Stat 3.38
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means >50K
Mean 3.89 3.91
Variance 0.01 0.06
Observations 57.00 57.00
Pearson Correlation 0.12
Hypothesized Mean Difference 0.00
df 56.00
t Stat -0.80
P(T<=t) one-talil 0.21
t Critical one-talil 1.67
P(T<=t) two-tail 0.42
t Critical two-tail 2.00
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Table 39—Continued

t-Test: Paired Two Sample for Means
By Size of Company (Employees Worldwide)

Variable means Other
Mean 3.89 3.21
Variance 0.01 0.85
Observations 57.00 57.00
Pearson Correlation -0.15
Hypothesized Mean Difference 0.00
df 56.00
t Stat 5.42
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Interpretation of Statistical Differences in MeamsCompany Size

The paired t-tests indicate responses by sizeeo€dmpany as measured by the number
of employees worldwide (e.g., less than 100; 101, &0; 1,001 to 5,000; 10,001 to 25,000;
25,001 to 50,000; and “other”), indicated statetic significant differences in mean responses
when compared to mean responses. This is likelyt@ltige criteria established by former
research experts and followed in the present sitiiyreby a broad and diverse group was
invited to participate in the study. In fact, caras taken to include a wide range of company
sizes as an integral part of the design of experirt®@ Connor & De Martino, 2006; O’Connor
et al., 2008; Kelley, 2009). This was done foréipressed purpose of determining if a common
core of product quality management practices cbaeldelineated from such a diverse group—
which is the primary purpose of this research.

In addition, only experienced NTV managers whomagmaging the launch of new
venture that offers significant benefits and/ongigant reductions in cost—were invited to

complete the survey (O’Connor & De Martino, 2006C@nnor et al., 2008; Kelley, 2009).



156
Evidence supports the nature of new technologywerdrganizations as characterized by
distributed controls, with personnel from globahsdn and with multidisciplinary expertise;
integrated decision-making with a flat organizasibstructure; staff with distributed
responsibilities that are milestone driven and tmaye direct financial incentives. This is
indicative of strong core communalities. Howeveithvan average number of years of NTV
experience of nearly 8 years, such personnel ehdve high levels of education and
specialized training. Therefore, it is anticipatedt these NTV managers have broad levels of
quality training and have undergone CPI indoctrarafor many years that was industry-specific
(Sathe, 1989; Peters, 1994; Tushman & O’Reilly,71¥ntonicic & Hirsch 2001, 2004; Morris
& Kuratko, 2002; Jackson & Lloyd, 2006). Thus, themired t-test results provide statistical
evidence that is consistent with the literature{€al1989; Peters, 1994; Tushman & O’'Reilly,
1997; Antonicic & Hirsch 2001, 2004; Morris & Kukat, 2002; Jackson & Lloyd, 2006).

These paired t-test results provide statisticalence that is consistent with the
literature; NTV’'s are managed distinctly as a settiat transcends the size of the firm. The two
exceptions are those respondents in firms with55t60.0,000 and those with over 50,000
people worldwide. No statistically significant difence was computed for this category of
responses, which were two of the largest sized firmay be hypothesized that once a firm gets
so large, its NTV departments evolve differentlynfrthose in smaller firms. In particular,
standardized operating procedures may be moreyfimplace in larger firms. This would be

consistent with the literature.
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Size of NTV Department

Table 40.Size of Entire NTV Department (Number of Employéeddwide)

The size of the entire NTV department (number oi/N&am members worldwide) is:

n Answer Response

1 | 01-10 18 18%
2 | 11-25 11 11%
3 | 26-100 36 35%
4 | 101-500 26 25%
5 | 501-1,000 11 11%
Total 102 100%

Statistic

Min Value 1
Max Value 1000
Mean 145.2
Variance 5039

8
Standard
Deviation 2
Total Responses 102

Table 41 Mean Responses Compared to Size of NTV Departidemter of NTV Team
Members Worldwide)

t-Test: Paired Two Sample for Means by Size of NO&partment
(Number of Team Members Worldwide)

Variable means 1-10
Mean 3.89 3.94
Variance 0.01 0.02
Observations 57.00 57.00
Pearson Correlation 0.22
Hypothesized Mean Difference 0.00
Df 56.00
t Stat -2.68
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.01
t Critical two-tail 2.00




Table 41—Continued

t-Test: Paired Two Sample for Means by Size of NO&partment

(Number of Team Members Worldwide)

Variable means 11-25
Mean 3.89 4.09
Variance 0.01 0.03
Observations 57.00 57.00
Pearson Correlation 0.03
Hypothesized Mean Difference 0.00
Df 56.00
t Stat -8.00
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means 26-100
Mean 3.89 3.71
Variance 0.01 0.02
Observations 57.00 57.00
Pearson Correlation 0.78
Hypothesized Mean Difference 0.00
Df 56.00
t Stat 14.19
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means 101-500
Mean 3.89 3.90
Variance 0.01 0.04
Observations 57.00 57.00
Pearson Correlation 0.78
Hypothesized Mean Difference 0.00
Df 56.00
t Stat -1.04
P(T<=t) one-talil 0.15
t Critical one-talil 1.67
P(T<=t) two-tail 0.30
t Critical two-tail 2.00
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Table 41—Continued

t-Test: Paired Two Sample for Means by Size of NO&partment
(Number of Team Members Worldwide)

Variable means 501-1000+
Mean 3.89 4.12
Variance 0.01 0.07
Observations 57.00 57.00
Pearson Correlation 0.63
Hypothesized Mean Difference 0.00
Df 56.00
t Stat -8.15
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Interpretation of Statistical Difference in Meangartment Size

The paired t-tests indicate responses by sizeeoNTTV department as measured by the
number of employees worldwide (e.g., 1 to 10; 125p26 to 100; 501 to 1,000 or more),
indicated statistically significant differencesnmiean responses when compared to mean
responses. This is likely due to the criteria whgra broad and diverse group was invited to
participate in the study. In fact, care was talkeimtlude a wide range of NTV department sizes
as an integral part of the design of experimenC@inor & De Martino, 2006; O’Connor et al.,
2008; Kelley, 2009). This was done for the exprégaapose of determining if a common core
of product quality management practices could beegted from such a diverse group—which
is the primary purpose of this research.

The one exception computed from this data setth@se respondents with NTV
departments with over 101 to 500 people worldwidie statistically significant difference was
computed for this category of responses, whichtiwasecond to largest sized department
category. It may be hypothesized that once an Né&padment gets so large, its management

practices evolve differently from smaller departisein particular, these practices become more
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standardized. This would be consistent with thexditure. However, note that the largest sized
department category, 501 to 1,000 had statisticadjgificant differences between mean
responses as compared by NTV department size. foner@rudence would dictate that more

evidence is needed to make any additional genatalizs from these results.
Gross Annual Sales of Entire Firm

Table 42 Gross Annual Sales of Entire Firm Worldwide

Gross annual sales of the entire firm worldwide is:
I N Y

1 | less than $1 million 13 13%
2 | $1 million - $5 million 10 10%
3 | $6 million - $50 million 26 25%
4 | $51 million - $100 million 16 16%
5 | $101 million - $500 million r 14 14%

$501 million - $1 billion 9 9%

7 | Over $1 billion 14 14%

Total 102 100%

Table 43Mean Responses Compared by Gross Annual Salegiod Emm

t-Test: Paired Two Sample for Means
by Gross Annual Sales of Entire Firm Worldwide

Variable means Less_ t_han
$1Million

Mean 3.89 4.00
Variance 0.01 0.04
Observations 57.00 57.00
Pearson Correlation 0.51

Hypothesized Mean Difference 0.00

df 56.00

t Stat -5.15

P(T<=t) one-tail 0.00

t Critical one-talil 1.67

P(T<=t) two-tail 0.00

t Critical two-tail 2.00




Table 43—Continued

t-Test: Paired Two Sample for Means

by Gross Annual Sales of Entire Firm Worldwide

Variable means $1M-$5M
Mean 3.89 3.74
Variance 0.01 0.04
Observations 57.00 57.00
Pearson Correlation 0.60
Hypothesized Mean Difference 0.00
df 56.00
t Stat 6.89
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

Variable means $6M-$50M
Mean 3.89 3.89
Variance 0.01 0.02
Observations 57.00 57.00
Pearson Correlation 0.64
Hypothesized Mean Difference 0.00
df 56.00
t Stat -0.45
P(T<=t) one-tail 0.33
t Critical one-tail 1.67
P(T<=t) two-tail 0.66
t Critical two-tail 2.00

Variable means $51M-$100M
Mean 3.89 3.80
Variance 0.01 0.05
Observations 57.00 57.00
Pearson Correlation 0.51
Hypothesized Mean Difference 0.00
df 56.00
t Stat 3.27
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00




Table 43—Continued

t-Test: Paired Two Sample for Means

by Gross Annual Sales of Entire Firm Worldwide

Variable means

$101M-$500M

Mean 3.89 4.07
Variance 0.01 0.03
Observations 57.00 57.00
Pearson Correlation 0.48

Hypothesized Mean Difference 0.00

df 56.00

t Stat -9.18

P(T<=t) one-talil 0.00

t Critical one-talil 1.67

P(T<=t) two-tail 0.00

t Critical two-tail 2.00

Variable means $501M-$1B

Mean 3.89 3.80
Variance 0.01 0.07
Observations 57.00 57.00
Pearson Correlation 0.65

Hypothesized Mean Difference 0.00

df 56.00

t Stat 3.04

P(T<=t) one-tail 0.00

t Critical one-tail 1.67

P(T<=t) two-tail 0.00

t Critical two-tail 2.00

Variable means

Greater than

$1Billion

Mean 3.89 3.84
Variance 0.01 0.03
Observations 57.00 57.00
Pearson Correlation 0.40

Hypothesized Mean Difference 0.00

df 56.00

t Stat 1.94

P(T<=t) one-talil 0.03

t Critical one-talil 1.67

P(T<=t) two-tail 0.06

t Critical two-tail 2.00
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Interpretation of Statistical Differences in MednsGross Annual Sales

The paired t-tests indicate responses by sizeasisgannual sales of entire firm
worldwide (e.g., less than $1 million; $1 milliom $5 million; $6 million to $50 million; $51
million to $100 million; $101 million to $500 mibhin; $501 million to $1billion; and over $1
billion), indicated all but two categories had stit¢ally significant differences when compared
to mean responses. These data were captured srdBscriptive statistics so, generalizations
prove difficult due to the fact that no data weapttred to sufficiently characterize each firm
through proper segmentation. For example, how muahspent on R&D compared to the firm’s
core revenue generating business; and when aredépsrtments expected to provide a ROI;
what is the net profit from sales by departmentl smon? These and many more questions
would have to be answered to adequately explasetdata. And, the time required by survey
respondents would disallow the opportunity to systematic assessment of the NTV
environment due to survey time-out concerns—wiscthé primary purpose of this research. A
maximum of thirty minutes duration was the guidelirsed for this electronic survey. After that
time, respondents tend to drop out (De Leeuw, 2D@8nan, Smyth, & Christian, 2009).
Therefore, it was decided that the bulk of the tspent by respondents would be devoted to
responding to the first 57 questions. It was thresponses that captured data to achieve the
primary objectives of this study.

Questions relating to ROI, and business segmentaind the like were not included as
they were outside the scope of the study. It thensbkes interpretation of this demographic data
difficult. In point of fact, the size of gross aratsales of entire firm worldwide was captured
and provided purely as a descriptive statisticsT#iconsistent with the literature (Sousa et al.,
2006; Cooper et al., 2007; Vitharana & Mone 200&ppoulos & Psomas, 2009). Sousa,

Fotopoulos, Vitharana, and Cooper along with theiresearchers conducted performance
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management practice research with sample size®, dft&, 125, and 161, respectively. Study
one of this research had a sample size of 100y $tuml 151—which is consistent with the

literature. In each case, this type of data wasucag for purely descriptive statistics purposes.

Annual Budget of NTV Department

Table 44 Annual Budget of NTV Department

Annual Budget of NTV Department:

# | Answer Response %

1 | less than $500,000 25 25%

2 | $500,001 - $1 million 33 32%

3 | $1 million - $5 million 32 31%

4 | Greater than $5 million 12 12%
Total 102 100%

Statistic Value

Min Value <5
Max Value >5
Mean 1.933
Variance 4.649
Devation 2.196
Total Responses 102




Table 45Mean Responses Compared by Annual Budget of NTafrDemt

t-Test: Paired Two Sample for Means
by Annual Budget of NTV Department

Variable means Less than
<$500K

Mean 3.89 3.88
Variance 0.01 0.02
Observations 57.00 57.00
Pearson Correlation 0.57
Hypothesized Mean Difference 0.00
df 56.00
t Stat 0.32
P(T<=t) one-tail 0.38
t Critical one-tail 1.67
P(T<=t) two-tail 0.75
t Critical two-tail 2.00

Variable means ﬁ?ﬁﬁgn
Mean 3.89 3.92
Variance 0.01 0.03
Observations 57.00 57.00
Pearson Correlation 0.70
Hypothesized Mean Difference 0.00
df 56.00
t Stat -2.25
P(T<=t) one-talil 0.01
t Critical one-talil 1.67
P(T<=t) two-tail 0.03
t Critical two-tail 2.00

Variable means $1M-$5M
Mean 3.86 3.85
Variance 0.01 0.02
Observations 57 57
Pearson Correlation 0.81
Hypothesized Mean Difference 0
df 56
t Stat 2.62
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.01
t Critical two-tail 2.00
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Table 45—Continued

t-Test: Paired Two Sample for Means
By Annual Budget of NTV Department

. More than
Variable means S$5M

Mean 3.89 3.88
Variance 0.01 0.02
Observations 57 57
Pearson Correlation 0.23

Hypothesized Mean Difference 0

df 56

t Stat 0.39

P(T<=t) one-tail 0.35

t Critical one-tail 1.67

P(T<=t) two-tail 0.69

t Critical two-tail 2.00

Interpretation of Statistical Differences in MeamsDepartment Annual Budget

The paired t-tests indicate responses by sizemia budget of NTV department (e.g.,
less than $500,000; $500,001 to $1 million; $1iomllto $5 million; greater than $5 million),
indicated statistically significant differences wheompared to mean responses. These data were
captured purely as descriptive statistics so, gdizations prove difficult due to the fact that no
data were captured to sufficiently characterizéhdmm through proper segmentation. For
example, how much was spent on R&D compared tditimés core revenue generating business;
and when are NTV departments expected to provid®k what is the net profit from sales by
department, and so on? These and many more questard have to be answered to
adequately explain these data. And, the time reduiy survey respondents would disallow the
opportunity to test systematic assessment of the diivironment due to survey time-out
concerns—which is the primary purpose of this reead maximum of thirty minutes duration
was the guideline used for this electronic sur¥dier that time, respondents tend to drop out

(De Leeuw, 2005; Dillman et al., 2009). Therefareyas decided that the bulk of the time spent
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by respondents would be devoted to respondingetdittst 57 questions. It was these responses
that captured data to achieve the primary objestofehis study.

Questions relating to ROI, and business segmentaind the like were not included as
they were outside the scope of the study. It thensbkes interpretation of this demographic data
difficult. In point of fact, the size of gross aratsales of entire firm worldwide was captured
and provided purely as a descriptive statisticsTiconsistent with the literature (Sousa et al.,
2006; Cooper et al., 2007; Vitharana & Mone 200&ppoulos & Psomas, 2009). Sousa,
Fotopoulos, Vitharana, and Cooper along with theiresearchers conducted performance
management practice research with sample size®, di(&, 125, and 161, respectively. Study
one of this research had a sample size of 100y $tuml 151—which is consistent with the

literature. In each case, this type of data wasucag for purely descriptive statistics purposes.

By Start-Up or Spin-Off

Table 46 Number of NTV Departments that Are/Were Start-UdSpin-Offs

Your NTV is best characterized as a start-up (breewl firm) or a spin-off (part of a an existingnfiy?

Answer ‘ Response
25 25%
7 75%
102 100%

Start-up
Spin-off

Total




Table 47 Mean Responses Compared by Type of NTV; Start-Ugpus-Off

t-Test: Paired Two Sample for Means

By Start-up and Spin-Off

Variable means Start-up

Mean 3.89 3.99
Variance 0.01 0.02
Observations 57.00 57.00
Pearson Correlation 0.52

Hypothesized Mean Difference 0.00

df 56.00

t Stat -5.97

P(T<=t) one-talil 0.00

t Critical one-talil 1.67

P(T<=t) two-tail 0.00

t Critical two-tail 2.00

Variable means Spin-off

Mean 3.89 3.85
Variance 0.01 0.01
Observations 57.00 57.00
Pearson Correlation 0.93

Hypothesized Mean Difference 0.00

df 56.00

t Stat 5.97

P(T<=t) one-tail 0.00

t Critical one-tail 1.67

P(T<=t) two-tail 0.00

t Critical two-tail 2.00

Interpretation of No Statistical Difference in Mesaloy Type of NTV

The paired t-tests indicate responses by stavisuppin-off, indicated statistically
significant differences when compared to mean nesg®. It may be hypothesized that start-ups

and spin-offs evolve to different types of orgatitmas; organizations with different perspectives
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on how best to manage product quality decisionsvéver, as mentioned in earlier sections,

determining such fine distinctions is beyond thepscof this study. Importantly, it this study

purposefully incorporated both start-ups and sfiisio an attempt to verify that given any
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similarities or differences that exist between éhiego categories, could a common core of
product quality management practices be delineated.

Significantly, these data were captured purelgesriptive statistics so, generalizations
prove difficult due to the fact that no data weapttred to sufficiently characterize each firm
through proper segmentation. For example, how muahspent on R&D compared to the firm’s
core revenue generating business; and when aredépsrtments expected to provide a ROI;
what is the net profit from sales by departmentl smon? These and many more questions
would have to be answered to adequately explasetdata. And, the time required by survey
respondents would disallow the opportunity to systematic assessment of the NTV
environment due to survey time-out concerns—wisctihé primary purpose of this research. A
maximum of thirty minutes duration was the guidelirsed for this electronic survey. After that
time, respondents tend to drop out (De Leeuw, 20@5nan et al., 2009). Therefore, it was
decided that the bulk of the time spent by respotgd&ould be devoted to responding to the first
57 questions. It was these responses that capdatado achieve the primary objectives of this
study.

Questions relating to ROI, and business segmentatiad the like were not included as
they were outside the scope of the study. It thensbkes interpretation of this demographic data
difficult. In point of fact, the size of gross aratsales of entire firm worldwide was captured
and provided purely as a descriptive statisticsT#iconsistent with the literature (Sousa et al.,
2006; Cooper et al., 2007; Vitharana & Mone 200&ppoulos & Psomas, 2009). Sousa,
Fotopoulos, Vitharana, and Cooper along with theiresearchers conducted performance
management practice research with sample size3, df(&, 125, and 161, respectively. Study
one of this research had a sample size of 100y $tvml 151—which is consistent with the

literature. In each case, this type of data wasucag for purely descriptive statistics purposes.



170
Future research may be employed to obtain evidenftether characterize the NTV sector and

its actors.

Scorecard Development

How and Why Study One’s Results Will Be Used

As discussed in the methods and procedures setiteibalanced scorecard (BSC)
originators acknowledged that the precise formahefscorecard was a business sector and/or
company specific issue (Letza, 1996). Since tina¢ tiperformance measurement researchers began
devising both business sector as well as compasgifspbalanced scorecards. The process to
develop a business sector BSC mirrors the probes$iad been devised and refined by its
originators and subsequent specialists (Kaplan &d02001a, 2001b; Ahn, 2001; Akkermans &
van Oorschot, 2005; Papalexandris et al., 2005n®&u& Swanson, 2010). A major task facing the
performance measurement researcher is to detethenmitical factors that impact the industry
sectors’ standard business unit (SBU).

As previously discussed, a study was conductéditatify the critical factors that drive
product quality critical in the new technology var@ environment. This study employed
electronic survey methodology using a previoushdeded product quality management
instrument that had been shown capable of detemgithie critical factors that drive quality. A
model was built by measuring experienced new telolgyosenture managers' perceptions of
potential drivers of product quality using thistmgnent. It was these resultant critical factors
that will be incorporated into the NTRroduct Quality Manageme®alanced Scorecard. These
factors, once in scorecard form, articulate théetypal NTV measures for indigenous

modification.
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Scorecards developed for a specific businessrskeat@ been introduced as a way for
individual firms to quickly adopt the effective balced scorecard system. As early as 1993,
Kaplan and Norton offered a balanced scorecard |B&@Gplate that was adopted by several
collaborating firms as a way for them to quicklganporate this tool after indigenous
modification (Kaplan & Norton, 1993).

The BSC scorecard development process is degittéidgure 25. This figure depicts the
electronic survey’s role as part of the NTV sed@torecard development process. The survey

accomplished steps 1, 2, and 3. Steps 4, 5, arab&ive done indigenously.

Step 1: Specify the goal(s) — what are we tryingdbieve?

—>| Step 2: Match measures to strategy — what is mysbitant?

= Step 3: Identify the measures — what should we o1e@s

—®| Step 4: Predicting the results — what are we tryingchieve?

—®| Step 5: Specify the goal(s) — what will change?

—| Step 6: Planning the next step — where do we gu frere?

Figure 25.Scorecard Development: Six-Step Methodology (it al., 1994)

The Development of the NTV Product Quality Manager8eorecard

The original perspective framework investigatedstydy one resulted in a reduction of

the original six-prong model down to four. The rémot four quadrants are depicted in Figure
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26. These quadrants will be populated by the peroice management practices that explain

more than 70% of the data’s variance.

CF: Customer Focus
What level of customer focus must we
achieve?

Customers:
. Requirements are elicited completely

. Requirements are fully incorporated

. Requirements are maintained flexible

. Feedback is incorporated

. Are involved throughout the NTV
process

Etc.

N o /]

ET: Education & Training
What level of education and training must
achieve?

E&T must:

. Be NTV-skills specific

. Include quality performance training
. Be offered to management & staff

. Include statistical techniques

Etc.

Product

Quality

Management

PM: Process Management
What level of process maturity must we
achieve?

Emphasize:
. Defect prevention
. Process reuse
. Continuous Process Improvement
. Benchmarks vs. NTV unit
Etc.

Strategy

MC: Management Commitment
What level of management commitment my
we achieve?

Management:

. Assumes responsibility for quality

. Is evaluated on quality performance
. Participates in quality improvement
. Practices quality-related planning

Etc.

St

Figure 26.NTV Balanced Scorecard PQM Balanced ScorecardPetise Framework

The Development of the Scorecard Using Statisticilinificant Factors

Statistical analyses delineated in study one'sltesection determined which product

guality management practices that accounted fot nfdke data’s variation. Only those

performance management practices that explainedegrthan 70% of the model will be

incorporated into the scorecard. The following perfance management practices will be

converted into performance measures and incormbiate the scorecard:
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1. NTV processes of other organizations (e.g., cortgrs)i are benchmarked.
2. Statistical methods (e.g., control charts, varragoalysis, etc.) are used to control the

NTV process.

3. NTV process defects are thoroughly analyzed.

4. NTV process reuse is emphasized.

5. Top management allocates necessary personnel cesdor quality improvement.

6. Top NTV management provides the leadership to eraatoverall quality culture.

7. Specific quality related work skills training areopided for NTV personnel.

8. Quality-related training is provided for NTV persah.

9. Statistical techniques (e.g., control charts, temmanalysis, etc.) are emphasized in
quality-related educational programs.

10. Quality metrics are emphasized in quality-relatddoational programs.

11. Customer requirements are completely elicited wellging NTV process.

12. Surveys are employed to assess customer satisfauitio the new technology product.

13. Customer requirements are traced and referredtbabkoughout the NTV process
development process.

14. Data regarding quality are collected.

15. Top management assumes responsibility for quaditjopmance.

The derived fifteen items are depicted in Table®&se were previously grouped in the
following pre-defined domains: (1) customer foo{®),employee training, (3) NTV process
management, and (4) management commitment. Thasedmains were retained for the
scorecard, which determined Rerspective Framework the first of five key scorecard
elements. Then, these domains were converted jegiilevel objectives using established
procedures that were devised by recognized scateleaelopment experts (Kaplan & Norton,

2000, 2004, 2005; Niven, 2006; Keyes, 2011). TH@isectives formed the second key element
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of the scorecard. Both the scorecard’s PerspeEtamework and Project-level Objectives are

depicted in Table 49.

Product Quality Performance Practices Summarize@ategory

Table 48 Critical PQM Practices and Pre-Defined Construatsmh Study One

Critical Factorsof Product Quality Management Practices Pre-Defing
Constructs
1. Customer requirements are completely elicited wetlgping NTV process. Customer
2. Customer requirements are traced and referred bacthroughout the NTV Focus
process development.
3. Surveys are employed to assess customer satisfagith the new technology
product.
4. Quality-related education is provided for NTV parsel. Employee
5. Quality metrics are emphasized in quality-relatddoational programs. Training
6. Specific quality-related work-skills education iopided for NTV personnel.
7. Statistical methods (e.g., control charts, varratimalysis, etc.) are emphasized in
quality-related educational programs.
8. NTV process reuse is emphasized. NTV Process
9. NTV process defects are thoroughly analyzed. Management
10. Statistical methods (e.g., control charts, variaaoalysis, etc.) are used to control
the NTV process.
11. Data regarding quality are collected.
12. NTV processes of other organizations (e.g., cortgrs)i are benchmarked.
13. Top management provides the leadership to creabeenall quality culture. Management
14. Top management allocates necessary personnel cesofor product quality Commitment
improvement.
15. Top management assumes responsibility for quaditiopmance.

First and Second Key Scorecard Elements: PerspeEtimmework and Objectives

Table 49.Scorecard with Perspective Framework and Objectives

Perspective Framework Objectives
Customer Focus 1. Institutionalize Customer Requéngs Traceability (CRT)
Program

Employee Training

2. Provide NTV Project Personnel that are Qualitgifded

NTV Process Management

3. Institutionalize Quality Management Initiati

ives

Management Commitment

4.1 Top management provedaetetship for overall quality cultur

D

4.2 Top management allocates necessary pers@suwlrces
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The original derived items were stated as produetity management practices and had
to be converted to key performance measures ocatwhis. For example, “Surveys are employed
to assess customer satisfaction with the new téegp@roduct” was converted to a measurable
indicator—"Surveys Planned and Implemented.” A mealsle indicator can be counted and
tracked. Notably, a measurable indicator can bptgrd (Kaplan & Norton, 2001b; Chenhall &
Langfield-Smith, 2007); Agostino & Arnaboldi, 2012) some instances, the item was revised
after feedback from the panel of experts that vessvened to establish face validity. For
example, “Customer requirements are traced andregféack to throughout the NTV process
development” was first used verbatim but after exfeedback was converted to, “Customer
requirements are traced and used as basis for girdduelopment.” Here again, recognized
procedures were followed (Letza 1996; Hitt et H398; Otley, 1999; Kaplan & Norton, 2001a,
2001b; Davis & Albright, 2004; Papalexandris et 2005; Chenhall & Langfield-Smith, 2007;
Agostino & Arnaboldi, 2012). Each of the originedms was mapped into a Key Performance

Indicators, which is the third key element of tlkergcard.

Industry Experts Provide Input

The development of a business sector scorecauiresghat industry experts be
iteratively involved to establish the face and emtvalidity of the scorecard elements and
displays. This research accomplished the itergireeess of the scorecard’s development by
convening a panel of NTV sector experts to as$esmitial scorecard. This panel was charged
with evaluating the scorecard’s face and conteldityato accomplish the iterative process

depicted in Figure 27.
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AP

i Familiarization/review
|
— Interviews >
[ {to determine key performance measures) £
!
I
i First proposal ™
[ I
7 Second proposal
&
!
Acceptance
}
Imiplementation
Key
—= Linear process
Feedback
- Impurt

Figure 27.lterations in Identifying Key Performance Measui@sBSC (Letza, 1996)

The review process with the panel of experts weative; the first proposed scorecard,
strategic views, and displays were e-mailed. Follpaphone interviews were conducted and/or
e-mailed feedback was provided. Then a second peapscorecard, strategic views, and
displays were e-mailed which garnered a mean ofdh2 6-point Likert scale) for face validity;

a mean of 5.4 on content validity. Face validityswanked for ease of use, clarity, and
readability. Content validity was ranked on theresgntativeness and relevance of the scorecard
elements and displays. To capture this informatio@ panel of experts scored an assessment,
saved the document as a pdf file and e-mailedcik bathe researcher. The assessment is

depicted in Figure 28.
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NTV Product Quality Management
Balanced Scorecard Usability Survey Assessment

Appearance Soore
» The survey's appearance is
Completely Disagree Completely Agree
1. Clearly laid out | 2 ] 4 5 ]
2. Readable 1 2 ] 4 -] ]
3. Interpretable 1 2 3 4 5 6
Perspective Framework
» How relevant is the Perspective Framework to Effectively Manage NTV Product Quality?
Complerely frrelevant Complerely Relevant
1. Customer Focus, Employee Training,
NTV Process Management, Management Commitment 1 2 3 4 5 6

» How representative is the Perspective Framework to Effectively Manage NTV Product Quality?

Complerely Unrepresentarive Compleraly

Represenrarive

2. Customer Focus, Employee Training,

NTV Process Management, Management Commitment 1 2 3 4 5 6
Objectives
wWHow relevant are the Objectives to Effectively Manage NTV Product Quality?
Completely Ffrrelevant Camplerely Relevant
1. Refer to scorecard 1 2 3 4 5 ]

»wHow representative are the Objectives to Effectively Manage NTV Product Quality?

Complereiy Unrepresentarive Compleraly
Representarive

2. Refer to scorecard 1 2 ] 4 -] ]

Key Performance Indicators (KPI's)
»wHow relevant are the KPI's to Effectively Manage NTV Product Quality?

Compiarely frrefevant Complereiy Relevant
1. Refer to scorecard 1 2 ] 4 -] ]

Key Performance Indicators (KPI's)
WHow representative are the KPI's to Effectively Manage NTV Product Quality?

Compierely Unrepresentanive Compierely Representanive
2. Refer to scorecard 1 2 ] 4 -] ]
Strategy Map with Links
»wHow relevant is the Strategy Map with Links to Effectively Manage NTV Product Quality?
Complerely frrelevant Compierely
Relevant
1. Refer to strategy map with links 1 2 ] 4 5 b

Strategy Map with Links
WHow represeniative is the Strategy Map with Links to Effectively Manage NTV Product Quality-

Complerely Unrepresentanive Complerely Representanve
2. Refer to strategy map with links 1 2 ] 4 5 b

Data Display

WHow representative is the Data Display to Effectively Manage NTV Product Quality?

Complerely Unrepresentarive Complerely Representanve
1. c¢ Data Display — Aggrogate View 1 2 ] 4 5 b
2. See Data Display — KPI View 1 2 3 4 5 6

Figure 28.NTV Product Quality Management Balanced Scoregaskssment

The panel convened to assess the survey, scoreleaneénts, and displays was
comprised of two vice presidents (i.e., VP Glolbeldvation and VP Engineering and
Technology), a Honeywell in Global Technology Maaagnt, the Executive Officer for the
North American Advanced Manufacturing Researchdacation Initiative (NAAMREI), an

Engineering Manager of Honda Automotive’s Bluetoddthnology, a Senior Design Engineer
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who specialized in rapid prototyping, among othaaldied experts. Five industry and four

academic experts were involved in this iterativecpss. The resultant scorecard narrative is

depicted in Table 50, replete with NTV industryteeclerived narratives of perspective

framework, objectives, and key performance indica(&PI's).

Third Key Scorecard Element: Key Performance Iniica

Table 50.Scorecard with Perspective Framework, Objectivesl, ey Performance Indicators

Commitment

allocates necessary
personnel resources

Hired

4.2.b NTV Staffing Requisitions Approved by Top
Management as % of Requested by NTV
Project Manager

Perspective | Objectives Key Performance Indicators (KPI's)
Framework
Customer 1. Institutionalize Customer | 1.1 Surveys Planned and Surveys Administered
Focus Requirements Traceability| 1.2 Customer Requirements Traced and used as
(CRT) Program basis for product development.
1.3 Cost of CRT Program as a % of Cost of Returns
Employee 2. Provide NTV Project 2.1 Quality Training Planned and Implemented
Training Personnel that are Quality| 2.2 Cost of Quality Training as a % of Savings Due
Trained to Quality Training
2.3 Cost of Quality Training as a % of Planned
Training Costs
NTV Process | 3. Institutionalize Quality 3.1 NTV Process Reuse Planned and Actual
Management Management Initiatives 3.2 Savings Due To Quality Initiatives as a % of
Budgeted Engineering Design Rework
3.3 Competitors’ Processes Benchmarked as a % of
Planned
4.1 Top management 4.1 Quality Initiatives Approved and Implemented
provides leadership for
overall quality culture
Management | 4.2 Top management 4.2.a Approved NTV Staffing Requisitions and Staff

Once the perspective framework, objectives, alydiegformance indicators were

delineated and iteratively assessed by the NTV rexgamel, the result was the final scorecard

depicted in Table 51. It was this final scorecduat wvas subsequently assessed by NTV

managers using the Scorecard Design and Evalugtiorey Instrument. Thus, it was anticipated

study two’s results will provide an archetypal mditre template for the NTV managers so they
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may devise appropriate targets and engage thesopeel in actions that influence product

quality.

Table 51 Final NTV Product Quality Management Balanced Scard

NTV Product Quality Management
Balanced Scorecard

Perspective Objectives Key Performance Measures (KPI's)
Framework
Customer Focus 1. Institutionalize Customer Requirements 1.1 Surveys Planned and Surveys Administered
Traceability (CRT) Program 1.2 Cost of Customer Requirements Traced and Used as Basis

for Product Development
1.3 Cost of CRT Program as a % of Cost of Returns

2. Provide NTV Project Personnel that are 2.1 Quality Training Planned and Implemented

Quality Trained 2.2 Cost of Quality Training as a % of Savings Due to Quality
Training
2.3 Cost of Quality Training as a % of Planned Training Costs

Employee Training

NTV Process Management 3. Institutionalize Quality Management 3.1 NTV Process Reuse Planned and Actual

Initiatives 3.2 Savings Due To Quality Initiatives as a % of Budgeted
Engineering Design Rework
3.3 Competitors’ Processes Benchmarked as a % of Planned

3 4.1 Top management provides leadership 4.1 Quality Initiatives Approved and Implemented
Management Commitment for overall quality culture

4.2 Top management allocates necessary 4.2.a Approved Staffing Requisitions and Staff Hired
personnel resources 4.2.b Staffing Requisitions Approved by Top Management as %
of Requested by NTV Project Manager

Developing the Fourth Key Element — Strategic View

Establish Relationship Between Measures and Staidgws

The relationship between critical factors andligpaerformance measures must now be
established using recognize procedures (Letza,; 19@6et al., 1998; Otley, 1999; Kaplan &
Norton, 2001a, 2001b; Davis & Albright, 2004; Papandris et al., 2005; Chenhall &
Langfield-Smith, 2007; Agostino & Arnaboldi, 2012)his is accomplished in a strategic view
known as a scorecard strategy map with links. BHewing are the four required steps to design
a scorecard management system; step three ig#tegst view known as strategy map with

links (Kaplan & Norton, 2001b; Davis & Albright, P@; Chenhall & Langfield-Smith, 2007):
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1. Translate the vision into operational goals;

2. Communicate the vision and link it to individwalspecific process performance;

3. Transform cause and effect into criteria basegets;

4. Have feedback, learn, and adjust the strateggrdmgly.

The first two steps delineated above have beeonaigicshed with the development of the
narrative for perspective framework, objectives] kay performance indicators. The fourth
element, strategy map with links is accomplisher husing prescribed procedures designed by
BSC experts (Kaplan & Norton, 2001b; Davis & Albrig2004; Chenhall & Langfield-Smith,

2007).

Fourth Key Element — Strategic View 1; Strategy Maip Links

Once an effective perspective framework is esthblisa strategy map is devised. A
strategy map can be constructed by integratingithperspectives’ results and collapsing
appropriate constructs for reporting efficiencycBgnize too many measures tend to dilute the
overall impact of a balanced scorecard and mayecaislementation problems (Kaplan &
Norton, 2001b; Davis & Albright, 2004; Chenhall &hgfield-Smith, 2007). Kaplan and Norton
define strategy maps as: A visual representatidhetause-and-effect relationships among the
components of an organization’s strategy. Moreabay stipulate that it is as big an insight to
executives as the Balanced Scorecard itself. $yateps transform the constructs from
intangible assets to tangible assets (Kaplan &pr2001b). The NTV environment’s mission,
vision, strategies, and objectives are cascad#tktetrategy map. The pre-study strategy map

with links is depicted in Figure 29.
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Vision: Construct a distinguished NTV department imbueth wiQM/CMMI tenets to
prepare a new technology venture product for theketplace for the first time.
Mission: Cultivate a superior innovation culture
Provide a superb total quality management-legraimvironment
Highlight humanity as well as technology
Set a basis for the innovation& family futureadepment
Achieve outstanding research and developmentaydggia
Translate commercialization goals into effectiepartment-level operational doa
Become a model among the firm@ NTV commerciabradepartments
NTV c-1 c-2 c-3
Custome_r Cultivate Provide Cultivate
Perspective Customer Faultless Superior
Feedback Customer Departmental
Mechanism: Service Quality
1
NTV
Responsibili Rl
; R R-2 R-3
Perspective Devise Mgt & Evaluate & Participate in
Staff Reward Mgt TQM/CMMI
TQM/CMMI & Staff on Product
Performance TQM/CMMI Quality
Plans Performance Improvement
~
Innovation Quality of Innovation Innovation
NTV Process Service Process Process - Process
Internal |2
I-1 - I-3 I-4
Process . Build Rationalize Develop Build
Perspectiv TQM/CMMI TQM/CMMI Partnerships TOMICMMI
Competencies Service with Competencies
Customers

N

NTV Learning

& Growth
Perspective

L-1
Establish

L-2

Knowledge & Skil ls
Leadershig

Learnin Construct TQM/CMMI Foster Build TQM/CMMI
Ora anizat?on Program with TQM/CMMI Competencies
Curricula & Instructors Culture

L-3 L-4

E-Learning Procedures
TQM/CMMI Training

Figure 29.Pre-Study Two Strategy Map with Links for NTV Eramment
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Using results from study one along with input frim iterative review completed by the
panel of NTV experts, the derived strategy map Vuiks is depicted in Figure 30 (Kaplan &

Norton, 2001b; Davis & Albright, 2004; Chenhall &hgfield-Smith, 2007).

Long-Term Be the NTV Product Quality Leader

Become NTV Have “Best” Customer Maximize Data
Product Quality Requirements Mining from
Customer Focus Leader Traceability (CRT) Customer Surveys

Program

Long-Term Be the NTV Product Quality Leader

Management Support & Manage Support & Manage Support & Manage
C it t Quality Initiatives NTV Staffing NTV Training

ommitmen Requirements Programs
NTV Process Manage Facilitate Manage Manage
M Benchmarking Replicating Best Process Rework

anagement Competitors’ Practices Reuse

Processes
Long-Term Be the NTV Product Quality Leader

Employee Human Capital Information Capital
Trammg CMMI/TQM Process Improvement “Better, Faster, Cheaper”: Process

Capabilities Improvement

Figure 30.Final Strategic View 1: Strategy Map with Links

Development of the Fifth Key Element of Scorecifl: Displays

Because practicing, experienced NTV managers wexddlate the scorecard, care was
taken to use a professional application to makestioeecard operational. The NTV Product
Quality Management Scorecard was made operatiairad the recognized web-based
application Quickscoré The decision to use Quicksconeas based on its (1) ease of use,

(2) relative affordability, (3) professional appaace, (4) association with the Balanced
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Scorecard Institute, and its (5) growing globagwtele. (http://www.balancedscorecard.org/;
http://www.spiderstrategies.com). Quickscohas web-based training videos available 24/7 plus
extensive phone and downloadable document sugpmtelatively affordable and can be
purchased for as little as $99 per month, whichesakaccessible, by small new-tech ventures.
Its expert appearance was considered importanhi®study since all survey respondents
worked in professional business environments. titash, numerous large firms and government
agencies such as IBM, Bank of America, Walmart,Fbed and Drug Administration, Pitney
Bowes, the United States Army, Starbucks Coffee Uhited Nations, and Google, among
others—as well as thousands of small to mediunddizms, use Quickscore™.

All scorecard displays were designed within Quicke” and incorporated cognitive fit
guidelines. Cognitive fit researchers stipulatertiwest effective multi-variate data displays in
descending order are graphs, tables, and scherfaticsgauges) as evidenced by decision speed
and accuracy (Moriarity, 1979; Stock & Watson, 198dtovsky et al., 1985; MacKay &
Villarreal, 1987; Nibblelin, Bailey, & Zmud, 199RMarayan & Vessey, 1994; Khatri et al.,

2006). The scorecard’'s KPI displays incorporateghdove fit theory by using bar graphs and
stacked bar graphs as principal components iregggd. Each KPI had a bar graph, raw data
table, and gauge for consistency; muted colors wleosen for simplicity. Both consistency and
simplicity aid cognition (Tuffte, 2006; Few, 200@welve KPI displays were designed. In total,
these twelve KPI displays providegeaphical scorecard template for use by project-level NTV
managers. The twelve KPI displays were based g&ntirethe performance management
practices that had been converted into perspeftimeework, objectives, and key performance
indicators. The panel of experts reviewed thesévendisplays iteratively. The twelve KPI views
comprise the fifth key element of the scorecardinal view, entitled, aggregate view—depicts

each KPI bar graph with a composite gauge in ifs@miate quadrant. This aggregate view,
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after analysis, was grouped with strategic viewthefNTV Product Quality Management
Balanced Scorecard.

The scorecard’s narrative inclusive of the (1)pective framework, (2) objectives,
(3) key performance indicators (KPI's) and (4) &gic views, and (5) KPI views and aggregate
view—were developed for subsequent evaluation ipeeanced NTV managers in study two.

What follows are the twelve KPI views (FigurestBdough 42) and the aggregate view
(Figures 43 and 44).

Fifth Key Element of Scorecard: Displays of KPI's
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Color KPI MTV | Jan | Fab | Mar | Apr | May |June| July | Aug | Sept
2012| 2012 2012|2012 | 2012 | 2012
BO%| 85% | BA% | 90%
42%( 56%| 62% | 6B%

2012 | 2012 | 2012

1.1.b. % Surveys Planned Project

1.1.a. % Surveys Administered Project

Figure 31.Customer Focus KPI 1: Surveys Planned and Adreirgést
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Customer Focus T -

KPI Apr | May |Juna| July | Aug| Sept [ Oct | Nov | Dac
2012| 2012 | 2012 | 2012 | 2012| 2012 (2012 (2012 2012
58%| 62% | 65% | 66% | 71%| 74%

T2%| 74% | 79%( B1% | B5%| BG6% | BA% | 90%| 91%

1.3.a. % Cuslomer Requiremenls Traced

1.3.b. % Customer Requirements Used as
Basis for Produst Development

Figure 32.Customer Focus KPI 2: Customer Requirements TranddJsed

* This Period's Performance

Customer Focus

Actual Value: 78%
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Red Flag: 40
Goal: 65%

100%

Cost of Customer Requirements Traceability (CRT) Program as % of Cost of Returns 2012
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1.2.a. Cosl of Cuslomer Requirements
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1.2.b. Projected Cost of Returns

Figure 33.Customer Focus KPI 3: Cost of Customer Requiremeratseability (CRT)
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Employee Training

Achal Value: 95%
Sore: 6.67
fed Flog: 85%.
Goal: 958

% Of NTV Staff Quality Trained Planned and Implemented 2012
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Figure 34.Employee Training KPI 4: % of NTV Staff Quality dined
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Figure 35.Employee Training KPI 5: Cost of Quality Trainiag Percent of Planned Training

Costs
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Employee Training 7 s et

Cost of Quality Training as % of Reduction in Design Rework Costs 2012
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Figure 36.Employee Training KPI 6: Cost of Quality Training
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3.2.a. NTV Process Reuse as a % of 52%| 55%

3.2 b Actual NTV Process Reuse Projact | 55% | 48%| 45%

Figure 37.NTV Process Management KPI 7: NTV Process Reusenedd and Actual
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Figure 38.NTV Process Management KPI 8: Rework Savings Du@uality Initiatives
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Figure 39.NTV Process Management KPI 9: Competitors’ Proee&enchmarked

188



189

Management Commitment - s peiods petormance -

Quality Initiatives Approved and Implemented 2012
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Figure 40.Management Commitment KPI 10: Quality Initiativigproved and Implemented

Management Commitment » This Pesiod's Performance:

a -

Color

2012 | 2002 | 2002 | 2002
4.1.a. NTV Slaffing Requisilions

Approved by Top Mgt
4.1.¢. % Hired by NTV Praject
manager

Figure 41.Management Commitment KPI 11: Staffing Requisgiamd Hired by NTV Manager
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Management Commitment - s feriods Perfirmance -

Actusl Value: 22%
Sore:
Red Fag: 75%
Gosl: SO0%

Approved NTV Staffing Requisitions as a % Requested By NTV Mgr 2012
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100%
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4.1.a. Top Mgl Approved NTV Staffing
Requisilions as a % of

.4.1 .. Requisitions Requested by NTV Manager,

Figure 42.Management Commitment KPI 12: Approved NTV Redigas as a Percent
Requested

The aggregate view is comprised of the four restil@adrants known as the
perspective framework that is populated with thgrapriate miniature bar graph and composite

gauge that measures performance against set tafpetaggregate is depicted with quadrants

featured.
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Featured: Aggredédew of KPI's

The final aggregate view is strategic view 2 andepicted in Figure 44.
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KPI and Aggregate Views — Display Design Discussion

The displays were designed as visual indicatopediormance for the archetypal NTV
department. Therefore, once modified for indigenasss, a manager can quickly and
systematically assess NTV product quality initiaivEach of the visual displays gives a
snapshot of performance that corresponds to anifideincritical factor that drives product
quality in an NTV department. For example, the oor focused metric (see Figure 45, KPI 1),
“surveys planned and administered,” depicts raw dad graphs how many customer surveys
were planned and how many were actually adminidtérbe gauge indicates how well the NTV
team is doing with administering surveys compacethéir goal. The NTV manager can see at a
glance that in January, 25% of the surveys planveze actually administered. Armed with this
measure, the manager could lead the team by plaanpdpasis on getting the surveys done in a
timely fashion. In turn, the information obtainedrh the surveys will be used as the basis for
product design (see Figure 45, KPI 1). When tinaglgt comprehensive customer input is
incorporated into product development; the bettergroduct quality tends to be (O’Connor &
De Martino, 2006; O’Connor et al., 2008; Vitharaédone, 2008; Kelly, 2009).

Importantly, much can be discerned quickly. Baowimg in the upward direction
indicate a positive trend; bars moving in the dowrdwirection indicate a negative trend.
September’s raw data is colored green and provid#ser quick visual evidence the department
is making positive progress. Note the manager earasa glance that by September, 100% of
the planned surveys were administered; the depatttnereby achieved this goal and can

project an incremental positive impact on producldy.
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Figure 45.KPI 1 and KPI 2: How This Display Can Prove UsaétuNTV Management

Figure 45, KPI 2 depicts the customer focus metdastomer requirements traced and
used as the basis for product development.” Rezeghe customer requirements were derived
from the aforementioned surveys. Here the NTV managn see at a glance that an upward
trend indicates the NTV team is progressing tovitsrgre-established goal. As mentioned
earlier, the more customer requirements that aeth and used as the basis for product

development, the better the product quality will Bars moving in the upward direction indicate
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a positive trend; bars moving in the downward dicetindicate a negative trend. Note that by
October, 75% of the customer requirements weretha®3% of those were used as the basis for
product development. The green shading in the @& thble further confirms positive outcomes
relative to goals. It is evident at a glance thatdepartment achieved its goal of more than 75%
by October, and can project an incremental posithgact on product quality.

The aggregate view is a composite of all of thé'&WRithin their respective product
guality management categories. For example, thimes focus metric, “surveys planned and
administered” has a miniature bar graph from tH#s #isplay in the upper right of the
Customer Focusquadrant. Also note that each of the three custémeeis metrics is displayed
in miniature in this quadrant. In addition, a corsip® gauge for this quadrant is displayed. The
remaining three quadrants have a miniature bamgaap composite gauge indicative of the raw
data for each measure. This is for consistencysanglicity to aid cognition. In practice, the
NTV project manager may examine the aggregate dely, while the KPI view is typically
examined as needed. As needed may occur when itifgoste-level gauge and/or individual

miniature bar graphs indicate a negative trendréngires intervention.

Summary of Scorecard Development Results

The development of a balanced scorecard for prégeel new technology managers
required the identification of critical factors thepact product quality, the incorporation of
these factors into a balanced scorecard, the desitdpe scorecard elements into visual displays.
These steps have been accomplished and summanritad results section. The final step in the
process of developing a scorecard that is deensueiand effective is to have experienced

NTV managers evaluate this newly devised tool. Tihisl step comprises study two.
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Study Two

Scorecard Evaluation Challenges

The NTVProduct Quality ManagemeBalanced Scorecard was designed to help
improve the quality of management decisions. Tleesard was evaluated in order to determine
how effective and useable the tool is for makingisiens that improve product quality.
Experienced NTV managers that came from a broay afrindustries made this evaluation.
Care was taken to include (1) start-ups and sgsi-@) firms with small (less than 10) to
sizable (over 500 to 1,000) NTV teams; (3) firmshwgross annual sales from a low of less than
$1million to over a billion. In addition, the mareag themselves, came from a broad array of
engineering management experience; from (lead eegito upper management; 3 to 5 years of
experience to over 10 years; from and had actem@snanager (e.g., engineer) up to top
manager while gaining experience in the NTV enwinent. A primary goal and challenge of this
research was to establish if such a heterogenegoup gould, in fact, benefit from an NTV
sector scorecard. Was there a sufficient commoa ebproduct quality management practices
that could be incorporated into a useful scoretaatwould prove meaningful to a large number
of NTV’s in that sector?

In addition, a new survey instrument had to bestigped because no such instrument
existed in the literature. The recognized procesi(Desselle, 2005) to develop this instrument
are detailed in the methods section. First, a syisagf procedures is provided followed by

(1) pilot study results, then (2) full-scale stuslyésults.

Scorecard Evaluation Survey Instrument Development

The new survey instrument was developed to meadbkarscorecard’s product quality

management practices from the viewpoint of projeeé! new technology managers because no
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such instrument existed in the literature. A foartgprocedure was developed and followed to

devise this new survey instrument entitled, NTVduat quality management scorecard design

and evaluation & usability instrument (SE & Ul).

1.

4.

Items (e.g., critical factors that impact produaality) were identified from the first
study’s statistical analyses results.

A six-point Likert scale was devised to have equotErvals for a balanced summated
attitudinal scale (Desselle, 2005).

Content was composed using recognized procedueess@lle, 2005; Vithrana &
Mone, 2008).

Survey instrument’s validity and reliability werstablished.

The following steps were taken to verify the Scared Design and Evaluation Survey

Instrument’s validity and reliability.

Validity

Four types of validity are generally considereddbdate a survey instrument:

1.

2.

Face

Content

Construct, and

Criterion.

Face validity establishes an instrument’s easesef darity, and readability. A team
of new technology venture management industry @ademic experts—evaluated
the scorecard design and evaluation survey instiime

Content validity is the extent to which scale itamgresent the arena from which
they are drawn (Cronbach, 1951). The instrumettierpresent study had its content

validity established from (1) the results of phase:s study, which determined the
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critical factors that drive product quality, and (2) an evaluation of the initial
instrument by a team of experts and researchers.

Construct validity establishes the survey instrutsesbility to actually measure the
constructs it was developed to measure. It is afuation of an instrument’s ability
to relate to other variables or the degree to whitdllows a pattern predicted by a
theory (Desselle, 2005). The present survey’s coasvalidity was established
using factor analysis to establish the factorsvesgence, and unidimensionality.
This test utilizes the covariance existing betwesponses to the items in order to
group them together into “factors” or domains. Thean then be evaluated to
determine whether items load onto the domains pusly hypothesized when
constructing the scale. In addition, items may loatb other domains. However,
factor analysis may also reveal that certain itdmgot load onto any of the
domains, thus providing justification for their dgbn from the model (Desselle,
2005).

Criterion validity determines the extent to whighiastrument estimates present
performance or predicts future performance (Nupna®78). Criterion validity of
the instrument was assessed by examining the cm#ffs of determination for the
five factors and the dependent variable, usabiliftgability was determined by the
decision of respondents to actually use the scallagader examination. For
example, it was hypothesized that if an experieMt®d manager respondent
strongly agreed to use the scorecard, then thisdandicate a strong degree of
scorecard usability. Multiple regression resuttgeraled on the 151 respondents
(n = 151) that the critical factors of the NTV Puatl Quality Management Scorecard
significantly impacted the dependent variable @406, p-value <.0001). The

corresponding coefficient of determination or unetgd B was 62.3%; and 60.8%
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for the more conservative measure, adjust%d'lFRlese results indicate that the

instrument has a high degree of criterion validity.

Readability

Microsoft Word was used to verify word and line nguan Excel spreadsheet was used
to tally and confirm syllable count as well as cangpthe grade level. Using equation 1, it was
determined the NTV PQMI is written at 12.56 or sarhat above a 2grade reading level
which is for around ages 18-19 in the United StateSmerica. It was confirmed that all 15 pilot
study respondents had education levels that exdebedeld' grade. Pools of participants were
previously identified and are summarized in thdipgrants’ section. Because the full-study
participants were engineers and scientists withagt three years of management experience in

the new technology venture environment, the realdingl was deemed appropriate.

Pilot Study
Data Collection

An electronic survey methodology was employedbiath the pilot and full-scale studies.
Qualtrics was used to host the survey. The piladys{n=15) was a sample of convenience and
yielded positive results. Notably, Cronbach alphbugs for each construct were greater than .70
and an adjusted R2 greater than 75% was computedea@egression analysis. The full-scale
study (n = 151) commenced once the pilot studyssilts justified its pursuit. 478 NTV
managers were sent the survey electronically; &&irmed a fully completed survey. This is a

31.58% response rate.
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Definitions, Experience, and Color-Discernment

Participants in this study affirmed their undemsliag of the following definitions and

experience prior to completing the survey instrumtrese results are depicted in Table 52.

Table 52 Respondents Affirm Understanding of Definitions Brgerience

Definitions, experience, provided on first pagé)o you want to proceed with this survey?”

n Answer Response %
1 Yes 151 100%
2 No 0 0%
Total 151 100%
Definitions

* A new technology venture (NTV) is defined as enggdn preparing a new
technologically advanced product for release téirts consumer for the first time
with a first to early generation production process

* A new technologically advanced product may be safénor hardware (e.g., device,
machinery, vehicle, etc.) a formulation (e.g., cleat pharmaceutical, etc.) or
delivery mechanism (e.g., Bluetooth, Internet, dicomputing, etc.) and is one that
offers wholly new benefits; (1) significant (5 t6 fimes) improvement in known
benefits; or (2) significant (30 to 50%) reductiarcost (Ansoff, 1957; Booz-Allen
& Hamilton, Inc., 1982; Leifer et al., 2001; O’Camm& De Martino, 2006;

O’Connor et al., 2008; Kelley, 2009).

Experience Required

A new technology venture (NTV) manager that manabedaunch of a new technology
venture for a minimum of three years within the fase years (O’'Connor & De Martino, 2006;

O’Connor et al., 2008; Kelley, 2009).
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It was important that respondents be able to discelor differences due to the colors
used in the KPI displays. In particular, red, yell@and green required proper interpretation in
order for an evaluation of the KPI displays to Heaive. It was explained that respondents
must be able to discern differences between thersoéd, yellow, and green prior to completing
the survey instrument. Participants in this stuifiyraed that they were could discern color
differences by responding to the question, “Are golor blind?” These results are depicted in
Table 53. In addition, skip logic was used so thate responding “yes,” would skip to the end

of the survey.

Table 53 Respondents Affirm that They Are Not Color Blind

Color is used in the displays and respondents bruable to discern differences between the coatsyellow, and
green. Are you color blind?

Answer Response %

1 Yes 0 0%

‘z vo I st 00
| |

Total ‘

NTV Managers’ Decision to Use New Scorecard andothgses

The five scorecard elements (perspective framewabjectives, key performance
indicators, displays of key performance indicatarg] strategic views) each had ten to thirteen
items (independent variables) that were ranked fterstrongly disagree to 6 = strongly agree
for importance, effectiveness, usefulness, or lisabAs detailed in section 1, these elements
were derived from the first study’s results.

It was hypothesized that the NTV managers’ deoistouse the newly devised scorecard
would have a strong relationship with their ratiofishe scorecard’s elements. If the managers
ranked the scorecard’s elements as important,tefée@nd useful for effective decision-making

of an NTV department and that the displays of tredsments were usable for said purpose, then
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the NTV manager would choose to use the score&aplén and Norton, 1992; Otley, 1999;
Chenhall, 2005). For example, if a manager rankegerspective framework as important to
effectively manage an NTV department (independangable), then it was hypothesized the

manager would choose to use the scorecard (depeveatable).

Cronbach’s Alpha — Pilot Study

Minitab® was used to compute the Cronbach alpha coeffcfenthe pilot study’s five
constructs. These five constructs are (1) perspeftamework, (2) objectives, (3) key
performance indicators (KPI's), (4) strategy magwlinks, and (5) data displays.

Alpha coefficients range in value from O to 1 amd used to describe the reliability of
factors extracted from the Likert scale schemaritesd fully in the long version of this
proposal. The higher the Cronbach alpha scorantre reliable the generated scale is. Nunnally
(1978) has indicated 0.7 to be an acceptable refjatoefficient. This pilot study’s results
indicate acceptable to excellent internal consistenith computed Cronbach alpha values that

range from a low of 0.7322 to a high of 0.9777reBdated in Table 54.

Table 54 Cronbach Alpha Results (n = 15)

Construct Perspective Objectives Key Performance  Strategy Map Display
Framework Indicators (KPI's) with Links
Cronbach’s | 0.7322 0.9557 0.9137 0.8963 0.9777
Alpha =a

Regression Analysis — Pilot Study

The pilot study’s results indicated the likelihath@t a linear relationship exists between

the five constructs (independent variables) andiépendent variable. The means of the
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constructs were used to compute this regressiombabkeline regression model for the construct
means adequately explains 75.7% of the data ameliyeloes a reasonable job of predicting
scorecard usage. The analysis of variance compupedalue of .002 which is <.05 and indicates
the five independent variables will have predictratue within the 95% confidence interval.
Minitab® was used to compute the regression equation algsanof variance depicted in Table
55.

The regression equation is:

USE =-1.33+ 1.18 RF+ 0.286 OBy + 0.577 KPP}, + 0.446 DIS-KP), + 0.564 DIS-MAR,

Table 55 Analysis of Variance Phase Two Pilot Study

Analysis of Variance

Source DF SS MS F P
Regression 5 14962 2.992 9.72002
Residual Error 9 2.771 0.3079

Total 14 17.7333

S=0.554896 R-Sq=84.4% R-Sq (adj)=75.7%

The coefficient of determination is also knowrttasunadjusted R It is the proportion
of variability in a data set that is accountedidgithe statistical model. It is a measure of how
well the regression line approximates the real patats. An B value of 1.0 indicates the
regression line perfectly fits the data. Tujusted R* accounts for degrees of freedom and is an
approximately unbiased estimator of how well thgression line approximates the actual data
points. In contrast, thenadjusted Ris biased upward and overstates true explanatomepo
This pilot study's analyses uses adjustédaRies because this value is a more conservative

statistical measure than unadjustéddtues. Adjusted Ralues > .50 are used because this
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benchmark indicates a strong correlation exists¢Hisrtype of research (Brooks & Barcikowski,
1999; Newman & Newman, 2000; Morgan & Wilson Vanvtas, 2007).

Generallyunadjusted Rvalues of greater than .50 show that the correldtictrong.
However, in social sciences? Ralues of as low as .25 are sometimes acceptiedliaation that
some correlation does exist. Moreover, this stusBsitheadjusted R? value because it is a more
conservative statistical measure than unadjusfadRes. Adjusted Rralues greater than .50
indicate a strong correlation exist for this typeesearch (Brooks & Barcikowski, 1999;
Newman & Newman, 2000; Morgan & Wilson VanVoort#807). In this case, the adjuste%j R
value for the pilot study’s regression model wag¥%&and indicates a strong correlation exists.

The four-in-one residuals plots depicted in FigiBevere reviewed to determine the
validity of the regression model. The normality Ipability plot provides graphical evidence to
confirm the assumption of normality since the graegighly approximates a straight line.
Therefore a linear relationship appears to exisvéen the five independent variables
(perspective framework, objectives, KPI's, stratetgp with links, and displays)—and the
dependent variable (use). Homoscedasticity anthttependence assumptions appear to be valid
since there do not appear to be major differentéisa variability of the residuals for different
values of the independent variables. The histogmawides graphical evidence the data are
normally distributed as it appears to roughly agprate the classic bell curve; thus normality is
tenable. The versus order plot provides graphiddlemce that no steady rises or falls occur
which supports that data randomness exists. Thisdusupports the assumption of normality.
Lastly, the versus fits plot indicates an appapattern. This may violate aptness of fit
considerations. However, given the weight of mdshe evidence, it is likely that this may be

attributed to the small size.
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Figure 46.Four in One Residuals Plots for Scorecard ElemamisUse

In sum, pilot study results strongly supported mgviorward to conduct the full-scale

study, which commenced.

Full-Scale Study

Data Collection

The full-scale study (n = 151) commenced onceptlu study’s results justified its

pursuit. 478 NTV managers were sent the surveyreleically; 151 returned a fully completed

survey. This is a 31.58% response rate. Dependeiable descriptive statistics are reported. In

addition, the following tests were run using datarf the full-scale study:

1.

2.

Cronbach Alpha to establish NTV SD & El's interimahsistency.
Factor Analysis

Maximum Likelihood with Varimax Rotation

Select Factors with Loadings > .50

Reduce Data Set with Significant Loadings for linesgression model.

Multiple linear regression.



205

7. Minitab® output examined for multicollinearity, correlaticand outliers. VIF < 10

8. Best Subsets

9. R-sq. adjusted values > .50

10. Residuals Analyzed to validate resultant model.

The full scale study like the pilot, uses adjud®salues because this value is a more
conservative statistical measure than unadjustediRes—as described in the previous section
regarding the pilot study. Also as previously jfietl, adjusted Rvalues > .50 are used because
this benchmark indicates a strong correlation exst this type of research (Brooks &

Barcikowski, 1999; Newman & Newman, 2000; MorgamA&ison VanVoorhis, 2007).
Dependent Variable Descriptive Statistics

The dependent variable was “Respondents’ who wosdédthe NT\Product Quality
ManagemenBalanced Scorecard as an NTV project-level managbe scorecard comprised
the elements included in this study: perspectigen&work, objectives, key performance
indicators (KPI's), displays of KPI's and aggregaterecard, as well as the display of the

strategy map with links. Figure 47 depicts the oesfents’ responses on a 6-point Likert scale.

Figure 47.NTV Managers Who Would Use Scorecard
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Table 56 depicts the descriptive statistics fordapendent variable.

Table 56 (Dependent Variable) NTV Managers Who Would UseeSaod

# Answer Response

1 Strongly Disagree

2 Mostly Disagree 7 5%

3 Slightly Disagree 17 11%

4 Slightly Agree 43 28%

5 Mostly Agree 56 37%

6 Strongly Agree 28 19%
Total 151 100%

Min Value 2

Max Value 6

Mean 4.54

Variance 1.13

Standard Deviation 1.06

Total Responses 151

Cronbach’s Alpha — Full-Scale Study

The 54-item scorecard evaluation and usability&(SE survey instrument was once
again analyzed to re-establish its internal coesist. The measure of internal consistency is
Cronbach alpha; the closer this value is to 1gtleater the internal consistency. This full-scale
(n=151) study’s results indicate excellent interr@sistency with Cronbach alpha values that

range from 0.9280 to 0.9465 as indicated in Table 5
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Table 57 Cronbach Alpha Results — Full-Scale Study (n = 151)

Construct Perspective Objectives Key Display — KPI's Display -
Framework Performance  and Aggregate Strategy Map
Indicators with Links
(KPI's)
Cronbach’s
Alpha = 0.9465 0.9411 0.9280 0.9451 0.9327

Factor Analysis

Factor analysis can be performed to summarizeldkee covariance structure into a
smaller number of dimensions. This test determimbith of the 53 variables in the present
study that could be reduced based on factor loadmgxplain a significant percentage (exg.,
60%) of the data’s variability.

The theoretical factors in this study were estedaising summed-item scales also
known as Likert scales. As with the dependent Weidescribed in the previous section, the
Likert scale comprised 1 = Strong Disagree; 2 =tld3isagree; 3 = Slightly Disagree; 4 =
Slightly Agree; 5 = Mostly Agree; and 6 = Strondlgree. Unidimensionality is demonstrated by
a single factor solution identified during factoradysis. The guideline for an item to be included
in this final factor solution is a loading of 0.60greater (Nunnally, 1978). In addition,
Cronbach’s alpha was used to assess reliabilitgh{&zur & Schmelkin, 1991); each factor (or
construct) had a Cronbach’s alpha of greater th@nThe scales used in this study met these

criteria of unidimensionality and reliability. THiactor analyses are summarized herein.
Factor Analysis Using Minitab

Convergence, sometimes denoted@svergent validityis accepted when factorial loads

are higher than 0.50 in the final iteration of tacinalysis (Nunnally, 1978). Factor analysis was
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done iteratively using the 0.5 guideline. One fagtas eliminated since no items loaded onto it.
A total of fourteen items were deleted until thérenfactor loading exceeded 0.50. This process
established that the remaining 38 items have tilityaio strongly relate to other variables.
Therefore, the final four factors are all measusoge aspect of the same construct. The second
and last iteration provided a final unique solutsah of items that explain 65.4% of data
variation.

Unidimensionality, sometimes denoteddescriminant validity is demonstrated by a
single factor solution identified during factor &mss. This was established and is demonstrated
by the final unique solution’s sorted rotated fadt@dings and communalities table. Therefore,
each of the final factors is measuring is measugingique aspect of that construct.

An additional condition ofonstruct validityis statistical significance. P-values < 0.05
indicate statistical significance. P-values werewidel from multivariate statistical analyses.
Multiple linear regression was used to compute I[pesof the original five constructs that
comprised the model’s independent variables. Thaltees were computed for: (1) perspective
framework; (2) strategic views, (3) key performanudicators (KPI's), and (4) displays of KPI's
were 0.044, 0.027, 0.035, and 0.0001, respectivdigse values were all < 0.05; these findings
along with the factor analysis results establist@ustruct validity (Netemeyer et al., 2003;

Desselle, 2005)

Criterion Validity

Criterion validity determines the extent to whichiastrument estimates present
performance or predicts future performance (Nuyna®78). Examining the coefficients of
determination for the five factors and the depenganable, usability assessed criterion validity
of the instrument. Usability was determined bydleeision of respondents to actually use the

scorecard under examination. For example, it waethesized that if an experienced NTV
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manager respondent strongly agreed to use thecsedrehen this would indicate a strong
degree of scorecard usability. Multiple regressesults on the 151 respondents (n=151)
revealed that the critical factors of the NPvoduct Quality Managemesicorecard
significantly impacted the dependent variable @406, p-value <.0001). The corresponding
coefficient of determination or unadjustea\ﬁas 62.3%; and 60.8% for the more conservative
measure, adjustec?RThese results indicate that the instrument Hagtadegree of criterion

validity.

Reliability

Each construct’s Cronbach alpha coefficient waslue assess reliability since it is the
most frequently used tool for this purpose (Pedh&z8chmelkin, 1991). The guideline for this
test is the coefficient must be above 0.7 to ewstialbhe instrument’s reliability (Nunnally, 1978).
In this case, the Cronbach alpha values for: (i9pective framework, (2) objectives, (3) key
performance indicators (KPI's), display of KPI'sidastrategy map with links—were computed

to be 0.9465, 0.9411, 0.9280, 0.9451, and 0.9%&pectively.

PCA Factor Analysis Results

The goals of factor analysis are to first deteemrhich factors are not so highly
correlated as to prevent items uniquely loading amte factor. Second, establish which items do
have a common core strongly associated with onéyadrthe remaining factors. Lastly, identify
each common core by iteratively examining the satdaictor analysis matrices (Netemeyer et
al., 2003; Desselle, 2005).

To determine which factors were not so highly elated as to prevent items uniquely

loading onto one factor, the initial factor anadysiatrix, Table 58 was examined. This table was
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computed using PCA factor analysis with Varimayatian. It was examined for factors and
items that could be deleted using guidelines tak#ish construct validity. Justified deletions
were made when (1) factors did not have items todd it; (2) items did not have loadings >
0.50 on a single factor (>.50); and (3) items thatled with >0.50 on more than one factor.
Items with loadings >0.50 on more than one facterraferred to as too complex (Netemeyer et
al., 2003; Desselle, 2005).

The examination of the initial factor analysis mafTable 58) revealed no items loaded
onto factor 5 (objectives)—so it is justifiablyminated; in so doing only 0.027 or 2.7% of the
variance was lost. The second iteration of fact@dysis was then run with only four factors.
This revealed unigue and strong (>0.50) factorilogglon the remaining four factors.
Additionally, items with weak loadings (<0.50) aibeins deemed too complex were deleted. The
final factor analysis matrix (Table 59) depicts atnx strongly evidenced to establish construct
validity with item convergence and items that aneque measures. In sum, the four factors are
all measuring some aspect of the same constructécgence), but are also measuring a unique
aspect of that construct (discriminant validity).

The remaining items are depicted categorically whttir factor loadings that correspond
to the final factor matrix results depicted in T@bB. Tables 60, 61, 62, and 63 depict the
resultant thirty-eight items. These items togettmmprise the valid and reliable survey entitled,

NTV product quality management scorecard evaluaiwhusability instrument (SE & Ul).



Table 58Initial Factor Analysis Matrix

Initial Factor Analysis Matrix

Components

Factor 1: Perspective Framework

Factor 2: Strategy Map with Links

Factor 3: Key Performance
Indicators
(KPI's)

Factor 4: Display of KPI's

Factor 5: Objectives

Sorted Rotated Factor Loadings and Communalities

Iltem Factorl Factor2 Factor3 Factor4 Fac@uBimunality
C3 0.809 0.196 0.151 0.087 0.053 0.726
C6 0.792 0.222 0.196 0.093 0.081 0.730
C15 0.774 0.088 0.295 0.189 0.075 0.736
C5 0.770 0.162 0.152 0.163 0.050 0.671
C2 0.769 0.202 0.263 0.141 -0.087 0.728
c4 0.763 0.183 0.147 0.086 -0.173 0.675
C10 0.757 0.183 0.166 0.128 -0.049 0.652
Cc8 0.755 0.165 0.279 0.124 0.111 0.703
C9 0.748 0.172 0.142 0.096 -0.327 0.726
C13 0.743 0.105 0.260 0.116 -0.052 0.647
Cc7 0.733 0.170 0.216 0.127 -0.278 0.707
C12 0.719 0.099 0.291 0.159 0.053 0.639
C11 0.704 0.117 0.296 0.195 0.062 0.638
C1 0.698 0.168 0.075 0.264 0.144 0.612
Cl4  0.627 0.100 0.397 0.260 -0.292 0.713
C24 0.568 0.320 0.378 0.015 -0.242 0.627
C50 0.163 0.786 0.178 0.166 -0.124 0.719
C48 0.220 0.775 0.134 0.187 -0.172 0.731
C45 0.2250.772 0.215 0.265 0.002 0.764
C47 0.0950.761 0.139 0.339 -0.132 0.741
C51 0.187 0.747 0.209 0.293 -0.202 0.763
C46 0.1330.739 0.151 0.272 0.050 0.664
C52 0.263 0.736 0.200 0.202 -0.230 0.744
C49 0.172 0.732 0.166 0.305 -0.168 0.713
C53 0.124 0.727 0.344 0.200 0.054 0.706
C44 0.192 0.685 0.045 0.167 0.200 0.576
C43 0.199 0.611 0.214 0.178 0.086 0.498
C32 0.211 0.542 0.257 0.284 0.134 0.503
C26 0.334 0.1580.709 0.208 0.128 0.699
c21 0.384 0.2470.705 0.195 0.067 0.748
c27 0.340 0.1970.701 0.083 -0.063 0.656
C29 0.362 0.2320.646 0.204 -0.080 0.651
c22 0.434 0.3730.598 0.083 0.188 0.727
Cc28 0.180 0.2870.595 0.288 -0.403 0.714
C30 0.245 0.1910.590 0.331 -0.309 0.650
C20 0.541 0.2430.573 0.006 -0.048 0.682
C16 0.518 0.2650.562 0.194 0.058 0.695
C25 0.449 0.2480.554 0.148 -0.076 0.598
C17 0.515 0.2350.548 0.140 0.011 0.640
C18 0.486 0.1890.545 0.164 -0.166 0.624
c23 0.417 0.316 0.382 0.233 28.3 0.582
C19 0.498 0.304 0.366 0.157 408.2 0.559
C41 0.102 0.234 0.08D.780 -0.013 0.680
C35 0.234 0.235 0.078®.758 -0.147 0.711
C42 0.176 0.190 0.11®.755 -0.018 0.651
C39 0.061 0.436 0.049.688 -0.312 0.767
C36 0.103 0.368 0.21®.684 0.096 0.670
C37 0.116 0.282 0.348®.670 0.091 0.671
C33 0.140 0.343 0.25@.610 -0.211 0.616
C40 0.278 0.442 0.20@.581 0.035 0.651
C34 0.326 0.452 0.029.513 0.134 0.594
C31 0.336 0.447 0.19D.511 -0.039 0.615
C38 0.293 0.353 0.311 0.429 86.1 0.526

Variance 12.074 9.036 6.693 6.176 50.4 35.430
% Var 0.228 0.170 0.126 0.117.020

0.668

211
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Table 59 Final Factor Analysis Matrix

Components
Iltem Perspective Strategic Key Performance Dispy
Framework Views IndicatorgKPI's)  of KPI's
Perspective Framework 3 0.811 0.196 0.137 0.079
6 0.796 0.222 0.188 0.081
5 0.771 0.161 0.147 0.668
2 0.768 0.206 0.270 0.133
4 0.761 0.190 0.163 0.087
8 0.759 0.164 0.257 0.110
10 0.757 0.185 0.169 0.128
9 0.742 0.182 0.180 0.111
7 0.730 0.181 0.252 0.127
1 0.703 0.168 0.058 0.586
Strategic Views 50 0.160 0.789 0.192 0.166
48 0.217 0.780 0.151 0.187
45 0.227 0.774 0.214 0.254
47 0.093 0.765 0.155 0.343
51 0.183 0.752 0.235 0.296
52 0.258 0.742 0.233 0.296
46 0.136 0.737 0.137 0.269
53 0.128 0.726 0.336 0.191
44 0.197 0.680 0.025 0.153
43 0.202 0.609 0.199 0.168
Key Performance Indicators
(KPI's) 27 0.342 0.200 0.708 0.074
26 0.341 0.155 0.695 0.189
21 0.391 0.248 0.692 0.176
29 0.365 0.236 0.661 0.193
28 0.176 0.300 0.641 0.292
30 0.243 0.200 0.635 0.337
22 0.442 0.368 0.562 0.068
25 0.450 0.252 0.557 0.140
Display of KPI's 41 0.104 0.233 0.085 0.788
35 0.232 0.238 0.103 0.771
42 0.178 0.192 0.129 0.754
39 0.057 0.445 0.096 0.701
36 0.108 0.366 0.197 0.678
37 0.123 0.283 0.337 0.651
33 0.142 0.354 0.273 0.601
40 0.282 0.443 0.199 0.574
31 0.338 0.450 0.194 0.509
34 0.331 0.451 0.014 0.500

No items loaded onto the Objectives’ Construct.rixation of the Objectives’ Construct Pearson
Correlation Coefficient (0.841) and VIF (7.456)ther substantiated its elimination from the modet tb
concerns of multicollinearity.

*The Aggregate View of KPI's was originally hypoties as part of Display of KPI's; analysis revealed
this item loaded with strategic views.



Table 60.Perspective Framework Items Listed by Factor Logslin
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Perspective Framework

Item

Factor Loading

3.
6.

NTV Process Management is important

Customer Focus is useful

5. The Perspective Framework in its entirety isont@nt

2.
4,
8.
10
9.
7.
1.

Employee Training is important

Management Commitment is important

NTV Process Management is useful

. The Perspective Framework in its entirety efuls
Management Commitment is useful

Employee Training is useful

Customer Focus is important

0.811
0.796
0.771
0.768
0.761
0.759
0.757
0.742
0.730
0.703

...to effectively manage NTV Product Quality

Table 61 Key Performance Indicators’ Items Listed by Fadtoadings

Key Performance Indicators

Item

Factor Loading

27

. Savings Due to Quality Initiatives as a % otiBeted Engineering Design

Rework

26
21
29
28
30
22
25

. NTV Process Reuse Planned and Actual

. Surveys Planned and Administered is

. Quality Initiatives Approved and Implemented

. Competitors’ Processes benchmarked as a ¥Yanhed
. Approved NTV Staffing Requisitions and Staffét

. Customer Requirements Traced and Used as Bastsoduct Development

. Cost of Quality Training as a % of Reductioesign Rework Costs

0.708

0.695
0.692
0.661
0.641
0.635
0.562
0.557

...Iis useful to effectively manage NTV Product Qualit




Table 62 Strategic Views’ Items Listed by Factor Loadings
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Strategic Views that
Item

Factor Loading

50. Show how project-level objectives impact prddyality is useful
48. Specify the relationships among key measurisgertant

45. Show cause-and-effect relationships betweelNhé project manager’s
actions and the project’s performance measuremeobmes is important

47. Specify the NTV project management'’s role ihiexing the larger objective
is important

51. Show cause-and-effect relationships betweelNhé project manager’s
actions and the project’s performance measuremeobmes is useful

52. Specify the NTV project management’s role ihieging the larger objective
is useful

46. Show cause-and-effect relationships betweelNhé project manager’s
actions and the project’s performance measuremeobmes is important

53. Specify the relationships among key measuresegul

44. Provide measures that relate to project-lexgdmizational strategy is
important

43. and the BSC’s Aggregate View of Data Displéysisable

0.789
0.780
0.774

0.765

0.762

0.742

0.737

0.726
0.680

0.609

...to effectively manage NTV Product Quality

Table 63 Display of KPI Items Listed by Factor Loadings

Display of KPI's
ltem

Factor Loading

41. Top Management Approved Staffing Requisitioms &taff Hired
35. Cost of Quality Training as a % of Planned flirag Costs

42. Approved NTV Staffing Requisitions as a % Rexjed by NTV
Manager

39. Competitors’ Processes Benchmarked as a ¥%aahBd
36. Cost of Quality Training as a % of Reductiomesign Rework Costs
37. NTV Process Reuse Planned and Actual

33. Cost of Customer Traceability Program as a %ast of Returns
40 Quiality Initiatives Approved and Implemented

31. Surveys Planned and Administered

34. Quality Training Planned and Implemented

0.788
0.771
0.754

0.701
0.678
0.651
0.601
o5
0.509
0.500

... is a usable display to effectively manage NTVdeict Quality
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Interactions

The test for interactions was run to determireny of the predictor variables influenced

other variables in a statistically significant mannThe results are reported in Table 64.

Interaction Results

The interaction results indicate there are nasstedlly significant interactions among
the five independent variables: (1) perspectivenéwaork, (2) objectives, (3) key performance
indicators (KPI's), (4) displays of KPI's, and (&yategic Views. No statistically significant
interactions exist as evidenced by a calculatedl&evfor interactions of 1.256 that is less than

the critical F-value for interactions of 2.378.

Examination of Regression Diagnostic Output

Table 65 provides the regression diagnostic oufifu¢ variance inflation factors
(VIF’'s) were examined for each of the original fisenstructs or factors to further evaluate the
appropriateness of eliminating factor 5 (objectjiesm the model. The VIF was computed
when determining the regression relationship amtkEcted in Table 65. The VIF values for
(1) perspective framework, (2) objectives, (3) keyformance indicators (KPI's), (4) display of
KPI's, and (5) strategy map with links were 3.50%t56; 3.215; 3.201; and 4.914, respectively.
The construct, objectives, with a VIF of 7.456 ighty correlated with other factors and was

justifiably removed from the model.



Table 64 ANOVA: Two-Factor with Replication to Check fordractions
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SUMMARY Value Response Total

Perspective

Framework 1

Count 151 151 302

Sum 714.5 687.52 1402.02

Average 4.73 4.55 4.64

Variance 0.70 0.57 0.64

Objectives 2

Count 151 151 302

Sum 710.1 687.52 1397.62

Average 4.70 4.56 4.63

Variance 0.62 0.56 0.59

KPI's 3

Count 151 151 302

Sum 689 687.52 1376.52

Average 4.56 4.55 4.56

Variance 0.81 0.57 0.69

Displays-KPI 4

Count 151 151 302

Sum 679.91 687.52 1367.43

Average 4.50 4.55 4.53

Variance 0.54 0.57 0.56

Strategic Views 5

Count 151 151 302

Sum 687.52 687.52 1375.04

Average 4.55 4.55 4.55

Variance 0.56 0.57 0.56

Total

Count 755 755

Sum 3481.03 3437.6

Average 4.61 4.55

Variance 0.65 0.56
ANOVA

F P- F

Source of Variation SS df MS calculated value critical
Sample 3.049 4 0.762 1.256 0.285 2.378
Columns 1.25 1 1.25 2.058 0.152 3.848
Interaction 3.05 4 0.71 1.256 0.285 2.378
Within 910.07 1500 0.60

Total 917.41 1509
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Table 65 Analysis of Variance with T, P, and VIF Values -dsAll Five Key Elements

Analysis of Variance for Multiple Linear Regression

Source DF SS MSF P
Regression 5 102.251 20.45006140.000
Residual Error 145 67.299 0.464

Total 150 169.550

Coef SE Coef T P VIF

Predictor Constant 0.5800 0.3781 1.53 0.127

Perspective Framework PF 0.1967 0.1248 -1.58 0.017 3.505
Objectives OBJ -0.3658 3491.89 0.061 7.456
Key Performance Indicators (KPI's) KPI 0.12945 0.09993 1.30 0.04 3.215
Display of KPI's DIS -0.376P.1346 -2.80 0.006 3.201
Strategic Views SVIEWS 1.6904 (39610.32 0.000 4.914

S=0.681272 R-Sq=62.3% R-Sq(adj) = 60.8%

Examination of Pearson Correlation Coefficients

The Pearson correlation coefficients and p-valwe® run on the five original constructs
using the basic descriptive statistics feature initdb”®. The results appear in the first table
below. A second set of Pearson coefficients andlpes were run without the construct,

objectives. Both sets of results (with and withobiectives) are depicted in Tables 66 and 67.
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Table 66.Pearson Correlation Coefficients and P-Values v@thjectives Prior to Deletion

Perspective  Objectives Key Performance Display of Strategic
Framework Indicators (KPI's) KPI's Views
Perspective 1.0000
Framework
Objectives 0.841 1.0000
0.001
Key Performance | 0.658 0.826 1.0000
Indicators 0.001 0.001
Display of KPI's 0.580 0.667 0.576 1.000
0.001 0.001 0.001
Strategic Views 0.708 0.798 0.657 0.828 1.00
0.001 0.001 0.001 0.001

Table 67 Pearson Correlation Coefficients and P-Values withObjectives (after Deletion)

Perspective  Strategic Key Performance Display of
Framework Views Indicators (KPI's) KPI's

Perspective 1.0000

Framework

Strategic Views 0.708 1.0000
0.0001

Key Performance | 0.658 0.657 1.000

Indicators 0.0001 0.0001

Display of KPI's 0.580 0.828 0.576 1.00
0.0001 0.0001 0.0001

The Pearson correlation test revealed that dh@tonstructs had a relatively high level
of correlation. In other words, all of the constauare somewhat inter-related. This was to be
expected due to the holistic nature of productiguedanagement. The construct, objectives,
however, had the highest Pearson correlation ciefii of 0.841 and failed to have items load
onto it. Construct, key performance indicators, adekarson correlation of 0.828—while high,
was sufficiently low enough for the factor analytgist to identify items that strongly and

uniquely loaded onto this construct. The model authobjectives constitutes the final model.



219

All Pearson correlations were found to be statidty significant at a level of 0.05. All of
the correlations are positive. This high correlatanong factors indicates a high degree of
interdependence among the factors, which suppuetprevailing view that a holistic approach
to quality management is appropriate in many bssisectors (Saraph et al., 1989; Joseph et al.,
1999; Sureschandar et al., 2001; Issac et al.,)2008 holistic quality management approach
was reflected in the NTYroduct Quality Manageme®@alanced Scorecard examined in this
study. Nevertheless, once the construct “objectives removed from the model, the remaining
constructs were successful in establishing stramgtcuct validity that exhibited item

convergence, as well as, unique loadings that @ekildiscriminant validity.

Final Model Discussion

Factor analysis, regression analysis, and Peawoelation examination indicate the
elimination of “objectives” from the model. No itemstrongly and uniquely loaded onto this
construct (factor analysis); p-value of 0.061 iladis there is no statistically significance
(regression analysis); and the Pearson correlatibre of 0.841 are each values that justify the

elimination of “objectives.” The final model’s reggsion results are reported in Table 68.

Table 68 Final Model's Regression Results

Independentindependent Variables Beta Coefficients, t-statistics
Variables and p-values

PF Perspective Framework H1 i =0.210

=2.03

=.044

195

SVIEWS |[Strategic Views H3 =
=1.58

(KPI's)

DIS-KPI Displays of KPI's H5

t
p
R
t
p
KPI Key Performance Indicators H4 )
t
p
R
t
p
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Mean Differences in Responses of Job Rank Varidxespared

It was of interest to know if the mean responsebié NTV PQMI varied by job rank.

Descriptive statistics for job rank are providedaible 69.

Table 69.Job Rank in the New Technology Development Depattme

The following questions are regarding your expergewith new technology development: "My rank in the
new technology development department is/was:"

n Answer 1 Response %

1 Top Manager - 14 9%
2 Middle Manager _ 54 36%
3 Lead Engineer _ 31 21%
4 Non—mar.mager (e.g., _ 38 25%
engineer)
5 Other - 14 9%
Total | 151 100%

Paired t-Tests

The repeated measures or paired t-test was cardlantthe demographic job rank
measures. This test analyzes the difference bettteemeans of two groups when the sample
data are obtained from populations that are rejatben results of the first group are not
independent of the second group. This “dependecita’acteristic of the two groups occurs
either because the items or individuals are pdmethatched) according to some characteristic
or because repeated measurements are obtainethigagame set of items or individuals. It is
this latter scenario that is indicative of the prasstudy. Note that in either case, the variable o
interest is the difference between the values ®btiservations. Recall the demographic
measures that were compared using the paired intdst present study wergda Job Rank at

the time the respondent was engaged in the newmaéadyy venture under study. Four job
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rankings were identified plus an “other” categoriiese were top manager = 1; middle manager
= 2; lead engineer = 3; non-manager = 4; and ctter

The t-test for the mean difference in related dampas the following hypothesis:

Ho:p =0 where JUp = M- [y
Hp = M- H2
Hp = M- H3
Mo = H-Hsg
Mo = H-Hs
Ha o # 0

For means comparisons by job rank measures 142,add 5 with P-value > .05 indicate
there is no statistically significant differenceble 70 depicts the results of the paired t-tests

mean responses compared to five job rank subsets:

Table 70 Mean Responses Compared to Mean Responses of dkb Ra

t-Test: Paired Two Sample for Means
by Job Rank

variable means Top Manager
Mean 5.33 4.88
Variance 0.62 0.50
Observations 57.00 57.00
Pearson Correlation 0.62
Hypothesized Mean Difference 0.00
df 56.00
t Stat 5.25
P(T<=t) one-tall 0.00
t Critical one-tall 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00




Table 70—Continued

t-Test: Paired Two Sample for Means

by Job Rank

variable means Middle Mgr
Mean 5.33 4.18
Variance 0.62 2.15
Observations 57.00 57.00
Pearson Correlation 0.09
Hypothesized Mean Difference 0.00
df 56.00
t Stat 5.46
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

variable means Lead Eng
Mean 5.33 3.81
Variance 0.62 1.87
Observations 57.00 57.00
Pearson Correlation 0.24
Hypothesized Mean Difference 0.00
df 56.00
t Stat 8.21
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

variable means non-Mgr
Mean 5.33 4.23
Variance 0.62 1.14
Observations 57.00 57.00
Pearson Correlation 0.35
Hypothesized Mean Difference 0.00
df 56.00
t Stat 7.72
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00




223

Table 70—Continued

t-Test: Paired Two Sample for Means
by Job Rank

variable means other
Mean 5.33 4.28
Variance 0.62 0.88
Observations 57.00 57.00
Pearson Correlation 0.50
Hypothesized Mean Difference 0.00
df 56.00
t Stat 9.09
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

The results for the means comparisons pairedd-tegicate significant differences in

the mean responses by job rank.

Mean of “Experienced As” Variables Compared

It was of interest to know if the mean responsebtié NTV PQMI varied by the level of
experience respondents had. Descriptive statifstidevel of experience are depicted in Table

71.

Table 71 Experience Levels of Respondents

“I am experienced in the following positions duriting time covered by this survey:”

H Reszons %
1 Upper Management 17 11%

2 | Project Management 53 35%

3 | Quality Management 24 16%
4 Quality Engineer 26 17%

5 Other 31 21%
Total 151 100%




224
A second set of paired t-tests was conducted ubmgiean responses compared to the
responses by “experienced as.” The demographicunesghat were compared using the paired
t-test were “experienced as” at the time the redpohwas engaged in the new technology
venture under study. Four job rankings plus anédtlategory were: upper manager = 1,
project manager = 2; quality manager = 3; qualityieeer = 4; and other = 5.

The t-test for the mean difference in related dampas the following hypothesis:

Ho:p =0 where Up = W -y
Hp = M- H2
Hp = M- H3
HMp = M -Hs
Mo = M- Hs

Ha: Hb # 0
For means compared to the experienced as jobmaakures 1, 2, 3, 4, and 5; a P-value
> .05 indicates there is no statistically signifitdifference. Table 72 depicts the results of the

paired t-tests for mean responses compared to fiexped as.”

Table 72 Mean Responses Compared to Responses of “Expediéste

t-Test: Paired Two Sample for Means
by “Experienced As”

variable means Upper Mgt
Mean 4.30 4.58
Variance 1.14 0.82
Observations 57.00 57.00
Pearson Correlation 0.04
Hypothesized Mean Difference 0.00
df 56.00
t Stat -1.54
P(T<=t) one-tall 0.06
t Critical one-tail 1.67
P(T<=t) two-tail 0.13
t Critical two-tall 2.00




Table 72—Continued
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t-Test: Paired Two Sample for Means
by “Experienced As”

variable means Project Mgt
Mean 4.30 5.18
Variance 1.14 0.61
Observations 57.00 57.00
Pearson Correlation 0.17
Hypothesized Mean Difference 0.00
df 56.00
t Stat -5.47
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

variable means Quality Mgt
Mean 4.30 2.25
Variance 1.14 0.47
Observations 57.00 57.00
Pearson Correlation -0.20
Hypothesized Mean Difference 0.00
df 56.00
t Stat 11.22
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

variable means Quality Engr
Mean 4.30 4.88
Variance 1.14 0.50
Observations 57.00 57.00
Pearson Correlation 0.26
Hypothesized Mean Difference 0.00
df 56.00
t Stat -3.91
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00
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Table 72—Continued

t-Test: Paired Two Sample for Means
by “Experienced As”

variable means other
Mean 4.30 4.28
Variance 1.14 0.88
Observations 57.00 57.00
Pearson Correlation 0.11
Hypothesized Mean Difference 0.00
df 56.00
t Stat 0.10
P(T<=t) one-tall 0.46
t Critical one-tail 1.67
P(T<=t) two-tail 0.92
t Critical two-tail 2.00

The results for the means comparisons pairedd-tedicate significant differences in

the mean responses by experience.

Mean Responses Compared to Mean Responses byoY &xyzerience

It was of interest to know if the mean responsesié NTV PQMI varied by years of

experience. Descriptive statistics for job rankdepicted in Table 73.

Table 73 Respondents’ Number of Years of Experience

"l have the following total number of years of espace in new technology venture arenas."

Response %
3to 5 years 58 38%
2 5to 10 years 43 28%
3 | More than 10 years 50 33%
Total ‘ 151 100%

The repeated measures or paired t-test was cawontthe demographic years of
experience measures. The demographic measuresdtetompared using the paired t-test is

the number of years of experience at the timed¢lpondent was engaged in the new technology
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venture under study. Three years of experienceyoaes were delineated. These were 3t0 5
years = 1; 5 to 10 years = 2; More than 10 ye&8s =

The test was conducted using the mean responsgsoednito the years of experience

subset under examination. The t-test for the mééereince in related samples has the following

hypothesis:

Ho:p =0 where JUp = - [y
Hp = M- H2
Hp = M- H3

Ha o # 0

For means comparisons of years of experience mesagu®, and 3, a P-value >.05
indicates no statistically significant differenae the paired t-test.

Table 74 provides the results for the means coisyas paired t-tests. These tests
indicate there are no significant differences i tiiean responses by years of experience for the
3 to 5 year category, and there is a statisticdpificant difference for both of the remaining

categories, 5 to 10 years and more than 10 years.

Table 74 Mean Responses Compared to Mean Responses byoY &xygerience

t-Test: Paired Two Sample for Means
by Years of Experience

variable means 3-5 years
Mean 4.88 4.68
Variance 1.00 1.43
Observations 57.00 57.00
Pearson Correlation 0.58
Hypothesized Mean Difference 0.00
df 56.00
t Stat 1.42
P(T<=t) one-talil 0.08
t Critical one-tall 1.67
P(T<=t) two-tail 0.16
t Critical two-tail 2.00




Table 74—Continued

t-Test: Paired Two Sample for Means

by Years of Experience

variable means 5-10 years
Mean 4.88 5.30
Variance 1.00 1.03
Observations 57.00 57.00
Pearson Correlation 0.70
Hypothesized Mean Difference 0.00
df 56.00
t Stat -4.09
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.00

. More Than
variable means
10 yrs

Mean 4.88 4.54
Variance 1.00 1.36
Observations 57.00 57.00
Pearson Correlation 0.53
Hypothesized Mean Difference 0.00
df 56.00
t Stat 2.38
P(T<=t) one-talil 0.01
t Critical one-talil 1.67
P(T<=t) two-tail 0.02
t Critical two-tail 2.00

Interpretation of Statistical Differences in Means
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The paired t-tests indicate responses by job feugk, top manager, middle manager,

lead engineer, non-engineer, and “other”), anddxpérienced as” (e.g., experienced as upper
manager, project manager, quality manager, quahigineer and “other”), as well as by years of
experience (e.g., 3 to 5 years, 5 to 10 yearsp@ore than 10 years) indicated statistically

significant differences in means. This is likelyedio the criteria established by former research

experts and followed in the present study. In paldr, the extensive experience requirement.
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Only those NTV managers with at least three yehexperience within the last five years were
asked to complete the survey. Additionally, theetypf industries included in this research were
purposefully broad and diverse. These criteria veerentegral part of the research objectives; to
determine if this highly heterogeneous sector wo@dertheless confirm a common core of
product quality management practices (O’Connor &\xtino, 2006; O’'Connor et al., 2008;
Kelley, 2009). If so, then these product qualitynagement practices would be incorporated into
a scorecard.

In addition, evidence supports the nature of raskology venture organizations as
managed by highly experienced, well-trained persboharged with making rapid-fire decisions
of weighty importance (Sathe, 1989; Peters, 198hman & O’Reilly, 1997; Antonicic &
Hirsch 2001, 2004; Morris & Kuratko, 2002). With amerage number of years of NTV
experience of nearly 8 years, such personnel ehdve high levels of education and
specialized training. Therefore, it is anticipatedt these NTV managers have broad levels of
quality training and undergone CPI indoctrinationmany years that was industry-specific.

The above schema used to examine the first theemgraphics—by job rank,
“experienced by,” and years of experience—will Bedito examine the remaining ones. These
are by industry, size of entire firm, size of NT¥hrtment, start-up or spin-off; gross annual
sales of entire firm, annual budget of NTV deparitne

Descriptive statistics for by industry, size ofiemfirm, size of NTV department, gross
annual sales of entire firm, annual budget of NBpatment, and start-up or spin-off are
tabularized in Tables 75, 77, 79, 81, 83, and &pectively. The paired t-test results for these

same categories are provided in Tables 76, 782834, and 86, respectively



By Industry

Table 75NTV Departments by Industry

"The NTV department that | used to complete thiveyis best described by the following industriggck all that apply):

230

Answer Response
1 Automotive, Aviation and 16 11%
Aerospace
) Blotec'hnology, Me.dlcal 4 3%
Devices, Genomics
3 Pharmaceuticals 4 3%
4 Chemicals and Materials 7 5%
5 Manufacturing 36 24%
6 Computer Hard.ware and 19 13%
Networking
7 Computer Software 21 14%
E-Commerce and o
8 Information Technology 5 10%
9 Consumer Goods 1 1%
10 Other 28 19%
Total ‘ 151 100%

Table 76 Mean Responses Compared to Means of Industry Respon

t-Test: Paired Two Sample for Means

t Critical two-tail

by Industry
Automotive,
variable means Aviation,
Aerospace
Mean 4.60 4.69
Variance 0.03 0.21
Observations 54.00 54.00
Pearson Correlation 0.91
Hypothesized Mean Difference 0.00
df 53.00
t Stat -2.13
P(T<=t) one-tall 0.02
t Critical one-tail 1.67
P(T<=t) two-tail 0.04

2.01




Table 76—Continued

t-Test: Paired Two Sample for Means
by Industry

Biotech, Medical

variable means Devices,
Genomics

Mean 4.60 4.86
Variance 0.03 0.18
Observations 54.00 54.00
Pearson Correlation 0.42
Hypothesized Mean Difference 0.00
df 53.00
t Stat -5.01
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

variable means

Pharmaceutica

Mean 4.60 4.15
Variance 0.03 0.07
Observations 54.00 54.00
Pearson Correlation -0.08
Hypothesized Mean Difference 0.00
df 53.00
t Stat 10.21
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

variable means Chem|cals &

Materials

Mean 4.60 4.56
Variance 0.03 0.09
Observations 54.00 54.00
Pearson Correlation 0.56
Hypothesized Mean Difference 0.00
df 53.00
t Stat 1.19
P(T<=t) one-tall 0.12
t Critical one-tail 1.67
P(T<=t) two-tail 0.24
t Critical two-tail 2.01
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Table 76—Continued

t-Test: Paired Two Sample for Means

by Industry
variable means Manufacturing
Mean 4.60 4.54
Variance 0.03 0.03
Observations 54.00 54.00
Pearson Correlation 0.86
Hypothesized Mean Difference 0.00
df 53.00
t Stat 5.14
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01
. Computer
variable means
Hardware
Mean 4.60 4.55
Variance 0.03 0.03
Observations 54.00 54.00
Pearson Correlation 0.31
Hypothesized Mean Difference 0.00
df 53.00
t Stat 1.76
P(T<=t) one-tall 0.04
t Critical one-tail 1.67
variable means Other
Mean 4.60 4.55
Variance 0.03 0.03
Observations 54.00 54.00
Pearson Correlation 0.85
Hypothesized Mean Difference 0.00
df 53.00
t Stat 3.88
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01
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Interpretation by Industry

The paired t-tests indicate responses by indstgy, Automotive, Aviation and
Aerospace; Biotechnology, Medical Devices, and Gaos; Pharmaceuticals; Chemicals and
Materials; Manufacturing; Computer Hardware andwdgking; Computer Software; E-
Commerce and Information Technology; Consumer Goaas “other”), all but the Chemicals
and Materials category indicated statistically gigant differences in mean responses when
compared to mean responses. This is likely dukdatiteria established by former research
experts and followed in the present study wherebsoad and diverse group was invited to
participate in the study (O’Connor & De Martino,@&) O’Connor et al., 2008; Kelley, 2009).
This was done for the expressed purpose of detergiiha common core of product quality
management practices could be delineated from awlitrerse group—which is the primary
purpose of this research.

In addition, only experienced NTV managers whomagmaging the launch of new
venture that offers significant benefits and/ongigant reductions in cost—were invited to
complete the survey (O’Connor & De Martino, 2006C@nnor et al., 2008; Kelley, 2009).
Evidence supports the nature of new technologywerdrganizations as characterized by
distributed controls, with personnel from globahsdn and with multidisciplinary expertise;
integrated decision-making with a flat organizasibstructure; staff with distributed
responsibilities that are milestone driven and tmaye direct financial incentives. This is
indicative of strong core communalities. Howeveithvan average number of years of NTV
experience of nearly 8 years, such personnel ehdve high levels of education and
specialized training. Therefore, it is anticipatedt these NTV managers have broad levels of
quality training and have undergone CPI indoctrarafor many years that was industry-specific

(Sathe, 1989; Peters, 1994; Tushman & O’Reilly,71¥ntonicic & Hirsch 2001, 2004; Morris
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& Kuratko, 2002; Jackson & Lloyd, 2006). Thus, themired t-test results provide statistical

evidence that is consistent with the literature.

By Size of Entire Firm

Table 77 Size of Entire Firm (Number of Employees Worldwide)

The following questions are regarding the size @atire of your firm and NTV department: The sizéhef entire firm (number of

employees worldwide) is:

Answer Response %

#
1 Less than 100 _ 31 21%
2 101 to 1,000 _ 25 17%
3 1,001 to 5,000 _ 33 22%
4 | 5,001 to 10,000 - 18 12%
5 | 10,001 to 25,000 . 9 6%
6 | 25,001 to 50,000 - 12 8%
Greater than o
7 B _ 19 13%
8 Other . 4 3%
Total \ 151 100%

Table 78 Mean Responses Compared to Mean Responses by BigecCompany

(Number of Employees Worldwide)

Less than 100

t-Test: Paired Two Sample for Means
by Size of Company (Employees Worldwide)

Variable means
Mean 4.60
Variance 0.03
Observations 54.00
Pearson Correlation 0.64
Hypothesized Mean Difference 0.00
df 53.00
t Stat 5.09
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

4.50
0.04
54.00




Table 78—Continued

t-Test: Paired Two Sample for Means

by Size of Company (Employees Worldwide)

Variable means 101-1000
Mean 4.60 4.50
Variance 0.03 0.04
Observations 54.00 54.00
Pearson Correlation 0.64
Hypothesized Mean Difference 0.00
df 53.00
t Stat 5.09
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

Variable means 1001-5000
Mean 4.60 4.65
Variance 0.03 0.04
Observations 54.00 54.00
Pearson Correlation 0.83
Hypothesized Mean Difference 0.00
df 53.00
t Stat -3.06
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

Variable means 5000-10K
Mean 4.60 4.58
Variance 0.03 0.03
Observations 54.00 54.00
Pearson Correlation 0.46
Hypothesized Mean Difference 0.00
df 53.00
t Stat 0.93
P(T<=t) one-talil 0.18
t Critical one-talil 1.67
P(T<=t) two-tail 0.35




Table 78—Continued

t-Test: Paired Two Sample for Means

by Size of Company (Employees Worldwide)

Variable means 10001-25K
Mean 4.60 4.56
Variance 0.03 0.08
Observations 54.00 54.00
Pearson Correlation 0.63
Hypothesized Mean Difference 0.00
df 53.00
t Stat 1.28
P(T<=t) one-talil 0.10
t Critical one-talil 1.67
P(T<=t) two-tail 0.21
t Critical two-tail 2.01
Variable means 25001-50K
Mean 4.60 4.56
Variance 0.03 0.08
Observations 54.00 54.00
Pearson Correlation 0.63
Hypothesized Mean Difference 0.00
df 53.00
t Stat 1.28
P(T<=t) one-talil 0.10
t Critical one-talil 1.67
P(T<=t) two-tail 0.21
t Critical two-tail 2.01
Variable means >50K
Mean 4.60 4.56
Variance 0.03 0.08
Observations 54.00 54.00
Pearson Correlation 0.63
Hypothesized Mean Difference 0.00
df 53.00
t Stat 1.28
P(T<=t) one-talil 0.10
t Critical one-talil 1.67
P(T<=t) two-tail 0.21
t Critical two-tail 2.01

236



237

Table 78—Continued

t-Test: Paired Two Sample for Means
by Size of Company (Employees Worldwide)

Variable means Other
Mean 4.60 4.44
Variance 0.03 0.21
Observations 54.00 54.00
Pearson Correlation 0.57
Hypothesized Mean Difference 0.00
df 53.00
t Stat 3.13
P(T<=t) one-talil 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

Interpretation of Statistical Differences in MeamsCompany Size

The paired t-tests indicate responses by sizeeo€dmpany as measured by the number
of employees worldwide (e.g., less than 100; 101,&0; 1,001 to 5,000; 10,001 to 25,000;
25,001 to 50,000; and “other”), indicated thatit the “other” category had no statistically
significant differences in mean responses when eoatpto mean responses. This is likely due
to the criteria established by former research eg@nd followed in the present study whereby a
broad and diverse group was invited to participathe study. In fact, care was taken to include
a wide range of company sizes as an integral panecdesign of experiment (O’'Connor &
De Martino, 2006; O’Connor et al., 2008; Kelley02). This was done for the expressed
purpose of determining if a common core of prodpelity management practices could be
delineated from such a diverse group—which is timary purpose of this research.

In addition, only experienced NTV managers whomagaging the launch of new
venture that offers significant benefits and/ongigant reductions in cost—were invited to

complete the survey (O’Connor & De Martino, 2006C@nnor et al., 2008; Kelley, 2009).
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Evidence supports the nature of new technologywerdrganizations as characterized by
distributed controls, with personnel from globahsdn and with multidisciplinary expertise;
integrated decision-making with a flat organizasibstructure; staff with distributed
responsibilities that are milestone driven and tmaye direct financial incentives. This is
indicative of strong core communalities. Howeveithvan average number of years of NTV
experience of nearly 8 years, such personnel ehdve high levels of education and
specialized training. Therefore, it is anticipatedt these NTV managers have broad levels of
quality training and have undergone CPI indoctrarafor many years that is industry-specific
(Sathe, 1989; Peters, 1994; Tushman & O’Reilly,71¥ntonicic & Hirsch 2001, 2004; Morris
& Kuratko, 2002; Jackson & Lloyd, 2006). Thus, themired t-test results provide statistical
evidence that is consistent with the literature.

These paired t-test results provide statisticalence that is consistent with the
literature; NTV’'s are managed distinctly as a setttat transcends the size of the firm. The one
exception is respondents in firms with well overdD people worldwide; a statistically
significant difference was computed for this catggaf responses, which were was the largest
sized firm. It may be hypothesized that once a fiets so large, its NTV departments evolve
differently from those in smaller firms. In partlay, standardized operating procedures may be

more firmly in place in larger firms. This would bensistent with the literature.



Size of NTV Department

Table 79.Size of Entire NTV Department (Number of Employéeddwide)

The size of the entire NTV department (number opleyees worldwide) is:

# Answer Response %

1 01-10 30 20%

2 11-25 22 15%

3 26 - 100 34 23%

4 | 101-500 40 26%

5 15’%;(') 25 17%
Total 151 100%

Table 80 Mean Responses Compared by Number of NTV Membeicdwide

t-Test: Paired Two Sample for Means
by Size of NTV Department (Number of Team MembeisrMivide)

Variable means 1-10
Mean 4.60 4.46
Variance 0.03 0.03
Observations 54.00 54.00
Pearson Correlation 0.82
Hypothesized Mean Difference 0.00
df 53.00
t Stat 9.89
P(T<=t) one-tail 0.00
t Critical one-talil 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

Variable means 11-25
Mean 4.60 4.67
Variance 0.03 0.14
Observations 54.00 54.00
Pearson Correlation 0.82
Hypothesized Mean Difference 0.00
df 53.00
t Stat -2.02
P(T<=t) one-tail 0.02
t Critical one-tail 1.67
P(T<=t) two-tail 0.05
t Critical two-tail 2.01
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Table 80—Continued

t-Test: Paired Two Sample for Means

by Size of NTV Department (Number of Team MembeisrMivide)

Variable means 26-100

Mean 4.60 4.62
Variance 0.03 0.04
Observations 54.00 54.00
Pearson Correlation 0.75
Hypothesized Mean Difference 0.00
df 53.00
t Stat -1.20
P(T<=t) one-talil 0.12
t Critical one-talil 1.67
P(T<=t) two-tail 0.23
t Critical two-tail 2.01

Variable means 101-500
Mean 4.60 4.65
Variance 0.03 0.03
Observations 54.00 54.00
Pearson Correlation 0.48
Hypothesized Mean Difference 0.00
df 53.00
t Stat -2.06
P(T<=t) one-talil 0.02
t Critical one-talil 1.67
P(T<=t) two-tail 0.04
t Critical two-tail 2.01

Variable means 501-1000+
Mean 4.60 4.60
Variance 0.03 0.06
Observations 54.00 54.00
Pearson Correlation 0.85
Hypothesized Mean Difference 0.00
df 53.00
t Stat 0.22
P(T<=t) one-talil 0.41
t Critical one-talil 1.67
P(T<=t) two-tail 0.83
t Critical two-tail 2.01
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Interpretation of Statistical Difference in Meang bepartment Size

The paired t-tests indicate responses by sizeeoNTTV department as measured by the
number of employees worldwide (e.g., 1 to 10; 125p26 to 100; 101 to 500; and 501 to 1,000
or more), indicated statistically significant difémces in mean responses when compared to
mean responses for the smallest (1 to 10) andtoeke largest (101 to 500) size NTV
department. This is likely due to the criteria wdtmr a broad and diverse group was invited to
participate in the study. In fact, care was talkeimtlude a wide range of NTV department sizes
as an integral part of the design of experimenC@inor & De Martino, 2006; O’Connor et al.,
2008; Kelley, 2009). This was done for the exprégaapose of determining if a common core
of product quality management practices could beegted from such a diverse group—which
is the primary purpose of this research.

The two exceptions computed from this data seewmose respondents with NTV
departments with 10 or less and those with overt@a@D0O people worldwide. No statistically
significant differences were computed for thesegaties of responses, which was the second to
largest sized department category. It may be hygsitkd that once an NTV department gets so
large, its management practices evolve differeintign smaller departments. In particular, these
practices become more standardized. And convertbatiniest of NTV departments may run
more on an ad hoc basis. There is evidence intdrature to support each of these suppositions.
However, prudence would dictate that more evidesoeeded to make any additional

generalizations from these results.
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Gross Annual Sales of Entire Firm

Table 81.Gross Annual Sales of Entire Firm Worldwide

Gross annual sales of the entire firm worldwide is:

# Answer Response %
1 Less than $1 million 15 10%
2 $1 million - $5 million 21 14%
3 $6 million - $50 million 24 16%
4 $51 million - $100 million 8 5%
5 $101 million - $500 million 16 11%
6 $501 million - $1 billion 13 9%
7 Over $1 billion 21 14%
8 Other/Don't Know 33 22%
Total ‘ 151 100%

Table 82 Mean Responses Compared by Size of Gross Anneal &dEntire Firm

t-Test: Paired Two Sample for Means
by Gross Annual Sales of Entire Firm Worldwide

Variable means ;ffﬂsi"tigin
Mean 4.60 4,51
Variance 0.03 0.03
Observations 54.00 54.00
Pearson Correlation 0.65
Hypothesized Mean Difference 0.00
df 53.00
t Stat 4,96
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01




Table 82—Continued

t-Test: Paired Two Sample for Means

by Gross Annual Sales of Entire Firm Worldwide

Variable means $1M-$5M
Mean 4.60 4.84
Variance 0.03 0.04
Observations 54.00 54.00
Pearson Correlation 0.71
Hypothesized Mean Difference 0.00
df 53.00
t Stat -12.32
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01
Variable means gggﬂm

Mean 4.60 4.57
Variance 0.03 0.04
Observations 54.00 54.00
Pearson Correlation 0.73
Hypothesized Mean Difference 0.00
df 53.00
t Stat 1.65
P(T<=t) one-tall 0.05
t Critical one-tail 1.67
P(T<=t) two-tail 0.11
t Critical two-tail 2.01

Variable means $51M-$100M
Mean 4.60 4.50
Variance 0.03 0.05
Observations 54.00 54.00
Pearson Correlation 0.63
Hypothesized Mean Difference 0.00
df 53.00
t Stat 4.18
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01




Table 82—Continued

t-Test: Paired Two Sample for Means

by Gross Annual Sales of Entire Firm Worldwide

Variable means

$101M-$500N

Mean 4.60 4.66
Variance 0.03 0.19
Observations 54.00 54.00
Pearson Correlation 0.81
Hypothesized Mean Difference 0.00
df 53.00
t Stat -1.32
P(T<=t) one-tall 0.10
t Critical one-tail 1.67
P(T<=t) two-tail 0.19
t Critical two-tail 2.01

Variable means $501M-$1B
Mean 4.60 4.61
Variance 0.03 0.06
Observations 54.00 54.00
Pearson Correlation 0.69
Hypothesized Mean Difference 0.00
df 53.00
t Stat -0.52
P(T<=t) one-tall 0.30
t Critical one-tail 1.67
P(T<=t) two-tail 0.60
t Critical two-tail 2.01

Variable means

Greater than

$1Billion

Mean 4.60 4.61
Variance 0.03 0.06
Observations 54.00 54.00
Pearson Correlation 0.69

Hypothesized Mean Difference 0.00

df 53.00

t Stat -0.52

P(T<=t) one-tall 0.30

t Critical one-tail 1.67

P(T<=t) two-tail 0.60

t Critical two-tail 2.01
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Table 82—Continued

t-Test: Paired Two Sample for Means
by Gross Annual Sales of Entire Firm Worldwide

variable means don't know
Mean 4.60 4.43
Variance 0.03 0.20
Observations 54.00 54.00
Pearson Correlation 0.56
Hypothesized Mean Difference 0.00
df 53.00
t Stat 3.34
P(T<=t) one-tall 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

Interpretation of Statistical Differences in MednsGross Annual Sales

The paired t-tests indicate responses by sizeassgannual sales of entire firm
worldwide (e.g., less than $1 million; $1 milliom $5 million; $6 million to $50 million; $51
million to $100 million; $101 million to $500 mibhin; $501 million to $1billion; and over $1
billion), indicated four of the categories had istatally significant differences when compared
to mean responses; and half did not. These da& eegtured purely as descriptive statistics so,
generalizations prove difficult due to the factttha data were captured to sufficiently
characterize each firm through proper segmentafionexample, how much was spent on R&D
compared to the firm’'s core revenue generatingnass; and when are NTV departments
expected to provide a ROI; what is the net probitrf sales by department, and so on? These and
many more questions would have to be answeredeguadely explain these data. And, the time
required by survey respondents would disallow thgootunity to test systematic assessment of
the NTV environment due to survey time-out concermdich is the primary purpose of this

research. A maximum of thirty minutes duration wsesguideline used for this electronic
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survey. After that time, respondents tend to dnofp(De Leeuw, 2005; Dillman et al., 2009).
Therefore, it was decided that the bulk of the tspent by respondents would be devoted to
responding to the first 57 questions. It was thresponses that captured data to achieve the
primary objectives of this study.

Questions relating to ROI, and business segmentaind the like were not included as
they were outside the scope of the study. It thensbkes interpretation of this demographic data
difficult. In point of fact, the size of gross aratsales of entire firm worldwide was captured
and provided purely as a descriptive statisticsTiconsistent with the literature (Sousa et al.,
2006; Cooper et al., 2007; Vitharana & Mone 200&ppoulos & Psomas, 2009). Sousa,
Fotopoulos, Vitharana, and Cooper along with theiresearchers conducted performance
management practice research with sample size3, df(&, 125, and 161, respectively. Study
one of this research had a sample size of 100y $tum 151—which is consistent with the

literature. In each case, this type of data wasucag for purely descriptive statistics purposes.

Annual Budget of NTV Department

Table 83 Annual Budget of NTV Department

Annual Budget of NTV Department:

# Answer Response
1 Less than $500,000 52 34%
2 $500,000 - $1 million 42 28%
3 | $1 million - $5 million 40 26%
A Greate.r .than S5 17 1%
million
Total 151 100%




Table 84 Mean Responses Compared by Annual Budget of NTafrDemt

t-Test: Paired Two Sample for Means
by Annual Budget of NTV Department

Variable means Less than
<$500K

Mean 4.60 4.56
Variance 0.03 0.03
Observations 54.00 54.00
Pearson Correlation 0.91
Hypothesized Mean Difference 0.00
df 53.00
t Stat 4.60
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

Variable means ﬁiﬂﬁgn
Mean 4.60 4.71
Variance 0.03 0.04
Observations 54.00 54.00
Pearson Correlation 0.88
Hypothesized Mean Difference 0.00
df 53.00
t Stat -7.72
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

Variable means $1M-$5M
Mean 4.60 4.58
Variance 0.03 0.05
Observations 54.00 54.00
Pearson Correlation 0.90
Hypothesized Mean Difference 0.00
df 53.00
t Stat 1.30
P(T<=t) one-tail 0.10
t Critical one-tail 1.67
P(T<=t) two-tail 0.20

t Critical two-tail

2.01
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Table 84—Continued

t-Test: Paired Two Sample for Means
by Annual Budget of NTV Department

Variable means More than
>$5M
Mean 4.60 4,51
Variance 0.03 0.03
Observations 54.00 54.00
Pearson Correlation 0.51
Hypothesized Mean Difference 0.00
df 53.00
t Stat 3.74
P(T<=t) one-tail 0.00
t Critical one-tail 1.67
P(T<=t) two-tail 0.00
t Critical two-tail 2.01

Interpretation of Statistical Differences in MeamsDepartment Budget

The paired t-tests indicate responses by sizemia budget of NTV department (e.g.,
less than $500,000; $500,001 to $1 million; $1iomllto $5 million; greater than $5million),
indicated statistically significant differences wiheompared to mean responses with the
exception of the $1 million to $5 million categoihese data were captured purely as
descriptive statistics so, generalizations prov¥icdit due to the fact that no data were captured
to sufficiently characterize each firm through popegmentation. For example, how much was
spent on R&D compared to the firm’s core revenugegating business; and when are NTV
departments expected to provide a ROI; what isiéigrofit from sales by department, and so
on? These and many more questions would have aodeered to adequately explain these data.
And, the time required by survey respondents wdigdllow the opportunity to test systematic
assessment of the NTV environment due to surveg-tat concerns—which is the primary

purpose of this research. A maximum of thirty mesutluration was the guideline used for this
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electronic survey. After that time, respondentsitendrop out (De Leeuw, 2005; Dillman et al.,
2009). Therefore, it was decided that the bullheftime spent by respondents would be devoted
to responding to the first 57 questions. It waséhesponses that captured data to achieve the
primary objectives of this study.

Questions relating to ROI, and business segmentaind the like were not included as
they were outside the scope of the study. It themsttkes interpretation of this demographic data
difficult. In point of fact, the size of annual et of the NTV department was captured and
provided purely as a descriptive statistic. Thisaasistent with the literature (Sousa et al., 2006
Cooper et al., 2007; Vitharana & Mone 2008; Fotdps& Psomas., 2009). Sousa, Fotopoulos,
Vitharana, and Cooper along with their co-reseaschenducted performance management
practice research with sample sizes of 52, 107, 42& 161, respectively. Study one of this
research had a sample size of 100; study two, 15iehws consistent with the literature. In

each case, this type of data was captured for ypdescriptive statistics purposes.
By Start-Up or Spin-Off

Table 85 Number of NTV Departments that Are/Were Start-UdSpin-Offs

Your NTV is best characterized as a start-up (breewl firm) or a spin-off (part of a an existingnfiy?

Start-up 26 25%
Spin-off 99 75%

\Total | \ 151 |100%

1
2




Table 86 Response Means Compared to Type of NTV; Start-Uppis-Off

t-Test: Paired Two Sample for Means

by Start-up and Spin-Off

Variable means Start-up
Mean 4.60 4.62
Variance 0.03 0.04
Observations 54.00 54.00
Pearson Correlation 0.94
Hypothesized Mean Difference 0.00
df 53.00
t Stat -2.04
P(T<=t) one-tail 0.02
t Critical one-tail 1.67
P(T<=t) two-tail 0.05
t Critical two-tail 2.01
Variable means Spin-off
Mean 4.60 4.62
Variance 0.03 0.04
Observations 54.00 54.00
Pearson Correlation 0.94
Hypothesized Mean Difference 0.00
df 53.00
t Stat -2.04
P(T<=t) one-tail 0.02
t Critical one-tail 1.67
P(T<=t) two-tail 0.05
t Critical two-tail 2.01

Interpretation of No Statistical Difference in Mesalpy Type of NTV
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The paired t-tests indicate responses by stavisuppin-off, indicated both categories

had p-values of 0.05 which is less than the 0.@alopoint to distinguish statistically significant

differences. This indicates weak statistical evigethat there is a difference in response means

compared to the type of NTV. It may be hypothesithed start-ups and spin-offs evolve to

different types of organizations; organizationswdtfferent perspectives on how best to manage

product quality decisions. However, as mentioneearlier sections, determining such fine

distinctions is beyond the scope of this study.drtgmtly, this study purposefully incorporated

both start-ups and spin-offs in an attempt to aeite if a common core of product quality
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management practices could be delineated—giversiamiarities or differences that exist
between these two categories. Significantly, tlueda were captured purely as descriptive
statistics so, generalizations prove difficult do¢he fact that no data were captured to
sufficiently characterize each firm through propegmentation. For example, how much was
spent on R&D compared to the firm’s core revenugegating business; and when are NTV
departments expected to provide a ROI; what isiéigrofit from sales by department, and so
on? These and many more questions would have aodeered to adequately explain these data.
And, the time required by survey respondents wdigdllow the opportunity to test systematic
assessment of the NTV environment due to surveg-tot concerns—which is the primary
purpose of this research. A maximum of thirty mesutluration was the guideline used for this
electronic survey. After that time, respondentsitendrop out (De Leeuw, 2005; Dillman et al.,
2009). Therefore, it was decided that the bulkeftime spent by respondents would be devoted
to responding to the first 53 questions. It waséhesponses that captured data to achieve the
primary objectives of this study.

Questions relating to ROI, and business segmentatiad the like were not included as
they were outside the scope of the study. It thensbkes interpretation of this demographic data
difficult. In point of fact, the size of gross aratsales of entire firm worldwide was captured
and provided purely as a descriptive statisticsT#iconsistent with the literature (Sousa et al.,
2006; Cooper et al., 2007; Vitharana & Mone 200&ppoulos & Psomas, 2009). Sousa,
Fotopoulos, Vitharana, and Cooper along with theiresearchers conducted performance
management practice research with sample size3, df(&, 125, and 161, respectively. Study
one of this research had a sample size of 100y $tvml 151—which is consistent with the
literature. In each case, this type of data wasucag for purely descriptive statistics purposes.
Future research may be employed to obtain evidenftether characterize the NTV sector and

its actors.
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Conclusions

This study’s hypothesized relationships were teagng multiple linear regression.
Since the construct, objectives—independent vagialith corresponding hypothesis H2—was
justifiably eliminated from the model, the resutis the remaining hypotheses are reported. The
final model resulted in a strong linear relatiops{# = 53.25; p = .0001) with a coefficient of
determination Rvalue of 59.3% and the more conservative measdjested R value of 58.2%.
A positive, significant relationship (p = 0.044)igs between perspective framework and
usability. Managers who perceived a stronger liekmgen the firm’s strategy and the measures
within the scorecard also reported higher levelssatbility (p = 0.027). The relationship
between managers’ perceived importance/ usefubrfdesy performance indicators and usability
had a significant positive relationship with usapi(p = 0.035). Lastly, the relationship between
managers’ perceived usefulness of the key performardicators’ displays was positive and
significant (p = 0.0001).

The scorecard evaluation results indicate a stpmsgfive correlation exists between the
importance and usefulness of the scorecard eleraedta manager’s decision to use the
scorecard. Experienced NTV managers have founddtwecard a useable tool to aid in making

effective decisions that impact product quality.



CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS

Summary

The goal of this research project was to desigalanced scorecard that could be used
by project-level new technology venture (NTV) magi@gto make better product quality
management decisions. The survey instrument usedke the assessment of this new scorecard
was analyzed. This research determined the susvayeliable and valid instrument to evaluate
such a scorecard. This instrument was used tceiexiperienced NTV managers to evaluate the
NTV Product Quality Managememalanced Scorecard. The scorecard was deemedeativef
and usable scorecard—capable of enabling NTV masagettain project-level product quality
goals.

This scorecard was designed as a template fagendus modification and can be
rapidly incorporated into a variety of face-pacebM\environments. Now, engineering managers
charged with launching technologically advancedpots to the market for the first time can
take guidance from the NTRroduct Quality Managememalanced Scorecard. This
measurement system designed to aid engineeringgeenaith making more effective process
improvement decisions that impact product quasityg significant advancement. Once adopted,
NTV departments may project:

An increased likelihood that engineering desiganges would be made when

1. Ease of change is highest;

2. Cost of change is lowest; and

3. The likelihood of confounding design errors dueomplexity is lowest.
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In addition,

4. Strong product quality goal congruency wouldilelsetween the NTV department

level manager and top management that would rasult

5. Enhanced product quality, and

6. Increased successful launch rates.

The scorecard was designed for quick incorporatitma variety of new technology
product development environments so NTV manageskidmegin to guide their teams toward
higher quality products. As indicated in the libbge, these leadership endeavors guided by the
scorecard may have a positive influence on lauatdsrof technologically advanced products

since superior product quality has been positicelyelated with launch success.

Research Significance

An effective balanced scorecard that new technoédyepreneurs and managers can
confidently use to enhance product quality is amowation. It is an innovation because
conventional wisdom dictates new technology ven&umaronments rely on ad hoc
manufacturing design processes and heroic manageffierts to push a new technology into
the market place even if it sacrifices product guaNow, statistically evidence support the
notion that new technology managers can invesicserfit up-front time to improve product
quality while the cost to make design changes@mest and least compounded. Significantly,
the newly devised NTV scorecard provides manageefiable tool that they can be easily
incorporated as a day-today management tool tHeamdiin justifying making better process
improvement decisions that they need to keep tieir technology venture thriving in any
competitive environment. The NTV scorecard providesccessible, easy to use, and
interpretable data display that makes straightfodviar the NTV manager to improve their

process management decisions; particularly in thasathat support product quality.
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Recognize the isomorphic connection between thespace industry and the many
fundamental shared characteristics it has witmthwe technology venture sector. This
connection provided this researcher with the inteitnsight to test the NTV PQMI instrument
in the NTV sector. The NTV PQMI survey instrumesgpresents a step forward for those
seeking to better understand the NTV environmentill be an advancement because it provides
a fast, inexpensive, and easy to administer sunsgument method of evaluation as compared
to the slow, expensive, and arduous case studyoah@thevaluation, which is now the dominate
research tool in this sector. The ability to stadyg characterize the NTV environment will be
enabled with this tool. Consequently, more expansdgearch may be conducted that may better
characterize this arena. In turn, this will be#quip practitioners with the capability to
systematically launch newly commercialized techgmlal products of higher quality.

In sum, this study is significant because (1)etsults provide researchers and
practitioners a new technology development produelity management model and success
conformance imperatives that lead to replicableltesand thereby (2) may assist practitioners
with improving the quality of first- or early- geragion new technology products. This, in turn,
may lead to the systematic increase of successintch rates for new technologies. In addition,
since this research doestrely on the time-consuming case study method asigad uses an
efficient instrument to measure responses—(3)ritggn efficacy makes expansive research of
the NTV sector possible.

The importance of such research was underscoraddport tittednnovation
Measurement; Tracking the State of Innovation eAlmerican Economyssued by the United
States Secretary of Commerce, January 2008 andneepy The Advisory Committee on
Measuring Innovation in the 2LCentury Economy (Schramm, 2008). This report aldied
how critical it is for America’s business leadersldegislators to obtain a better understanding

of the factors that influence America’s successfobvation including the critical factors that
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drive radically innovative product quality as de&fthin this research project. Authored by
America’s leading industrialists, they issued d tahction for researchers to examine the
critical factors that drive radically innovativeqaluct quality so as to assist in the identification
and assessment of radical innovation outcomesgirthject level, as well as, develop effective
and efficient innovation management measures. fEsisarch provides evidence in response to

these imperatives.

Limitations and Further Research

Survey methodology has advantages such as systeasaessment of large samples.
However, it also has limitations: (1) samples maynepresent the entire population making
generalizations difficult, and (2) the potential fmn-response bias may influence results. In
addition, future research is needed that studieg’'\Tbefore and after” scorecard usage to
actually affirm the new scorecard’s actual effestigss.

Another limitation is the use of a cross-sectis@hple that may not represent the entire
population. As such, survey results may not be iggizable across populations.

As noted earlier, while consistent with the litera, subjective measures were chosen
due to the diversity in size and type of the fisosveyed. The use of these subjective measures
as surrogates for product quality performance, vewecan prove problematic.

Finally, as with any other research, findings dtidae replicated b considering time
sensitive items; product quality management prasttbat may change over time. More research
is required to verify and further support the fimgis, and the quantitative findings may be

complimented with qualitative research.

Notwithstanding the limitations, this research Haseloped a methodology that enables

researchers to conduct additional systematic assedsat numerous levels.
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Because this research demonstrated the feasibilitging the systematic assessment
method to evaluate the diverse NTV sector in the#ddrStates, this may enable future research
to explore NTV's outside of this country. The imfaorce of gaining an understanding the global
industrial stage is becoming ever more signifidardll players in the economy; consumers,
industrialists, new tech entrepreneurs, among&rstiparticularly as it relates to the
development of technologically advanced produdie Weapons race and the development of
new energy sources are two arenas that are franteater stage. This type of research has the
capability to provide a better understanding of Himst to innovate successfully.

In addition, future researchers may wish to exgptbe use of the schema devised in this
research to assess a business sector, corpowditicaion, or department. In addition,
organizations such as non-profits, colleges, amdeusities where CMMI/TQM initiatives are
applicable may be assessed. Once the assessrdentisresearchers in their respective
environments can then devise a balanced scoremaddinally assess the scorecard’s usability.
These steps make contributions. However, it woel@ Isignificant contribution to take the next
steps; to implement the newly devised scorecardafiied a period of time, evaluate the
scorecard’s actual impact on product quality.

Researchers could also extend this research metlxtploration of other BSC
operational environments including the general psepsoftware, Microsoft Excel as well as

specialized applications designed for the exprepsegose of making BSC’s operational.

Rapid BSC Ramp-Up in NTV'’s

The newly devised NTV Product Quality ManagemeataBced Scorecard was
evaluated by 151 experienced managers and deerablk wsol. Given the importance of
innovation, and the fact that managing the qualitpew technologically advanced products is

essential to the success of each new venture—¢ityrdevised business sector scorecard may
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have many applications. Because this scorecarelsigided as a template for indigenous
modification, it may be quickly incorporated intwetfast-paced new technology product
development arena. NTV managers grounded in camisiprocess improvement practices can
now confidently incorporate this tool to guide thielams toward higher quality products. This,
in turn, may have a positive influence on the sssfié launch rates of technologically advanced
products since superior product quality has beaesitigely correlated with launch success. And
significantly, this scorecard may be used with @erice since its potential value has been

established in this study.

Potential for Broad Use

This research project builds on process or capambiaturity theory and is comprised of
two studies. The first study determined criticaitéas that drive product quality in the NTV
environment. In fact, this instrument may be rediaad used in a number of environments
where CMMI/TQM continuous process improvement atities can be applied. Study one
indicates that even diverse business sectors magfibéfom using this systematic assessment
tool.

In addition to business sectors, individual firthat wish to devise their own indigenous
BSC may start the process using the systematissiseat tool used in study one—to derive
their own company-specific product quality perfono@ management practices. These practices
can then be readily converted to key performandeators, as well as, the other key scorecard
elements—using the precise (or a modified) scotedavelopment schema investigated,

utilized, and proven in this research.
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Conclusions

This research has demonstrated the efficacy wkastep process to improve product
quality in the NTV environment. It has shown thedguct quality management practices was
systematically

1. Identified, and

2. Incorporated into a balanced scorecard.

This scorecard was

3. Developed for speedy and accurate interpretation.
In addition, the scorecard was

4. Made operational for immediate use,

5. Evaluated and deemed a usable tool.

Importantly, this five-step process may be tegteather environments. In addition,
further research may be done to extend this metbhggdor a business unit or an entire business
sector. In particular, this extension could inclasheevaluation of a business sector’s product
quality performance before and after the balancedegard’s implementation to substantiate the
anticipated product quality improvements.

This research expanded the applicability of theabé¢ and valid CMMI/TQM based
instrument devised by Vitharana and Mone (2008addition, a new valid and reliable survey
instrument to measure the effectiveness of NTV B&thents was developed. And lastly, this
research culminated in the development of a udaldaess sector NTWroduct Quality
ManagemenBalanced Scorecard. This scorecard was deemefieative tool for managers to

improve the product quality management decisiongein technology venture departments.



Appendix A
Study One—New Technology Venture Product Quality

Management Survey Instrument (NTV PQMI)
Sequentially Numbered Survey
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NTV Product Quality Management Instrument (NTV PQMI)

An Instrument for Measuring the Critical Factord\dfV Product Quality Management

The initial 54 items used for measuring criticadttas of NTV Process quality management.
The items noted with an asterisk (*) were subsetjyieleleted from the instrument. For each
item, a response on a 5-point Likert scale (1 =rigjly Disagree; 2 = Disagree; 3 = Neutral; 4 =

Agree;

5 = Strongly Agree) was solicited.

Process Management
»Managing the process in developing NTV Process

ogkhwnE

™~

9.

10.
11.
12.

13.
14.

NTV processes are documented.

NTV processes utilized in practice are comparedagadeal processes.

NTV processes of other organizations (e.g., cortgrs)i are benchmarked.

NTV processes are continuously improved.

Top management emphasizes process quality inaeladiproduct quality.

Configuration management techniques are utilizedudhout the NTV development
process.

Inspections and reviews are utilized in verifyirgrious NTV Process documents (e.g.,
requirements specification, design specificatiaue; etc.).

A comprehensive testing program is utilized todatle the NTV Process.

Statistical methods (e.g., control charts, varra@malysis, etc.) are used to control the
NTV Process.

Computer-aided NTV Process engineering (CASE) tamis utilized in the NTV
development process.

Defect prevention is emphasized over defect detecti

NTV Process defects are thoroughly analyzed.

NTV Process reuse is emphasized.

NTV process is emphasized over expediency.

Top NTV Management Commitment
»Top New Technology Venture (NTV) management corentitim developing NTV Process

15.
16.
17.
18.
19.
20.

21.
22.
23.

Top NTV management assumes responsibility for gupkrformance.

Top NTV management is evaluated on quality perforrea

Top NTV management links quality to the succeshefNTV function.

Top NTV management participates in quality improeatrefforts.

Quality issues are discussed during top NTV managémeetings.

Top NTV management participates in quality-relajgdnning (e.g., quality goals,
guidelines, metrics, etc.).

Top NTV management emphasizes quality in relatiocost and schedule objectives.
Top NTV management allocates necessary persors@lnees for quality improvement.
Top NTV management provides the leadership to eraatoverall quality culture.
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Education and Training

» Qual

24
25
26
27

28
29

ity-related education and training for NTV pensiel and NTV management

. Specific work-skills training are provided for NTpérsonnel.

. Quality-related training is provided for NTV persa.

. Quality-related training is provided for NTV managent.

. Statistical techniques (e.g., control charts, emmanalysis, etc.) are emphasized in
quality-related educational programs.

. Quality metrics are emphasized in quality-relatédoational programs.

. Necessary non-personnel resources (e.g., finaweipital) are provided for quality-
related education and training.

Customer Focus
» Focusing on customers who are any internal or exbconstituents for whom the NTV
Process is developed

30.
31.
32.

33.

34.
35.

36

Customer requirements are strongly elicited in tgiag NTV Process.

Customer requirements are fully incorporated in®NTV development process.
Customer requirements are traced and referred tmadkroughout the NTV Process
development process.

Customer requirements are maintained flexible duiNTV development in order to
handle possible changes in customer needs.

Surveys are employed to assess customer satisfaeitlo the new technology product.
Customer feedback is incorporated into the newrtelciyy development process.

. Customers are involved throughout the new teclgyottevelopment process.

Quality Metrics
»Using quality-related metrics in developing NTV &ess

37.
38.
39.
40.
41.

42.
43.
44,
45,

NTV Process quality metrics are available.

NTV Process quality metrics are utilized.

Data regarding quality are collected.

Data regarding quality are analyzed.

Statistical techniques (e.g., control charts, temmanalysis, etc.) are used in analyzing
data regarding quality.

Quality metrics are tightly coupled with the NTVwvédopment process.

NTV management value quality metrics for improvii§V Process quality.

NTV personnel value quality metrics in improving WProcess quality.

Collecting data regarding quality is emphasized expediency.

Employee Responsibility

»Empl

46.
47.
48.
49.
50.
51.

52

oyee responsibility is defined for developifig/NProcess.

NTV personnel are held responsible for quality perfance.

NTV personnel are evaluated on quality performance.

NTV personnel are rewarded for quality performance.

NTV personnel link quality to the success of theMNflinction.

NTV personnel are involved in NTV Process qualibyprovement efforts.

NTV personnel participate in quality-related plami(e.g., quality goals, guidelines,
metrics, etc.).

. Quality teams are implemented in the NTV department



53. NTV personnel emphasize quality in relation to skthie objectives.
54. NTV personnel provide feedback on quality to NTVmagement.
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PM MC ET CF QM ER
Process Mgt | Mgt Employee Customer Quality Employee
Commitment| Training Focus Metrics Responsibility
Question# | 1-14 15-23 24 - 29 30-36 37-45 | 6-84




Appendix B
Study One—Minitab Detailed Results:

Stepwise Regression Output and
Cronbach’s Alpha Output

264



Stepwise Regression: 55 = Q1 versus 1, 2, ...

Alpha-to-Enter: 0.15 Alpha-to-Remove: 0.15

Response is 55 on 54 predictors, with N = 102

Step 1 2 3 4
Constant  0.9201 0.1240 -0.1825 -0.4542 -0.

43 0.721 0.533 0.429 0.382 O
T-Value 8.81 6.47 514 458
P-Value 0.000 0.000 0.000 0.000 O

38 0.385 0.282 0.259 0
T-Value 5.03 3.63 3.38
P-Value 0.000 0.000 0.001 O
30 0.286 0.258 0
T-Value 354 3.26
P-Value 0.001 0.002 O
3 0.166 0
T-Value 2.46
P-Value 0.016 O
50 0
T-Value

P-Value 0

11

T-Value

P-Value

S 0.671 0.601 0569 0.555 0

R-Sq 4369 5515 60.24 6258 6
R-Sq(adj) 43.12 54.24 59.03 61.04 6
Mallows Cp 60.9 30.6 182 13.6

PRESS 46.8819 37.7328 34.5154 34.4491 32.

R-Sq(pred) 41.29 52.75 56.78 56.86 5

Step 7 8 9 10
Constant -0.7910 -0.7904 -0.8783 -0.8385 -0.

43 0.282 0.257 0.243 0.246 O
T-Value 3.09 284 274 283
P-Value 0.003 0.006 0.007 0.006 O

38 0.303 0.342 0.373 0402 O
T-Value 3.89 433 475 515
P-Value 0.000 0.000 0.000 0.000 O

30 0.222 0.261 0.289 0.295 O
T-Value 283 328 366 3.81
P-Value 0.006 0.001 0.000 0.000 O

3 0.192 0.197 0.216 0.307 O
T-Value 3.02 314 348 418
P-Value 0.003 0.002 0.001 0.000 O

50 0.224 0.271 0.395 0.463 O
T-Value 271 321 395 452
P-Value 0.008 0.002 0.000 0.000 O

11 -0.203 -0.220 -0.218 -0.217 -0
T-Value -245 -2.68 -2.72 -2.75 -
P-Value 0.016 0.009 0.008 0.007 O

25 0.136 0.181 0.233 0.280 O
T-Value 209 267 331 387
P-Value 0.040 0.009 0.001 0.000 O

5 6
7478 -0.6405

.326  0.361
3.86 4.27
.000 0.000

.227 0.281
2.99 3.59
.004 0.001

.206 0.234
257 293
.012 0.004

.178 0.183
270 2.82
.008 0.006

.203 0.239
243 2.86
.017 0.005

-0.182
-2.18
0.032

.541 0.531
476 66.43
292 64.31
95 6.7
9558 32.1781
8.73 59.70

11 12
8189 -0.7533

.237 0.290
2.79 3.23
.006 0.002

.340 0.356
422 443
.000 0.000

.288 0.287
3.81 3.83
.000 0.000

.338 0.348
464 481
.000 0.000

431 0.424
427 4.24
.000 0.000

.228 -0.234
297 -3.07
.004 0.003

.268 0.296
3.80 4.12
.000 0.000
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46 -0.135 -0.176 -0.204 -0
T-Value -2.03 -2.60 -3.03 -
P-Value 0.045 0.0112 0.003 O
51 -0.181 -0.234 -0
T-Value 221 279 -
P-Value 0.030 0.006 O
4 -0.176 -0
T-Value -2.22 -
P-Value 0.029 0
36 0
T-Value

P-Value 0

49

T-Value

P-Value

S 0.522 0514 0503 0493 0
R-Sq 67.92 69.28 70.83 7233 7
R-Sg(adj) 65.53 66.64 67.98 69.29 7
MallowsCp 45 27 03 -1.9
PRESS 31.3667 30.9739 30.4248 29.3439 28.
R-Sq(pred) 60.72 61.21 61.90 63.25 6
Step 13 14 15

Constant -0.7644 -0.6794 -0.6566

43 0.278 0.311 0.290

T-Value 3.12 342 321

P-Value 0.002 0.001 0.002

38 0.358 0.344 0.344

T-Value 451 434 4.40

P-Value 0.000 0.000 0.000

30 0.278 0.277 0.301

T-Value 3.75 378 4.08

P-Value 0.000 0.000 0.000

3 0.326 0.321 0.312

T-Value 449 445 439

P-Value 0.000 0.000 0.000

50 0.432 0.420 0.404

T-Value 437 427 4.15

P-Value 0.000 0.000 0.000

11 -0.242 -0.240 -0.273

T-Value -3.21 -3.21 -3.59

P-Value 0.002 0.002 0.001

25 0.253 0.236 0.220

T-Value 339 315 296

P-Value 0.001 0.002 0.004

46 -0.218 -0.208 -0.199

T-Value -3.34 -3.19 -3.09

P-Value 0.001 0.002 0.003

51 -0.250 -0.223 -0.220

T-Value -3.11 -2.73 -2.73

P-Value 0.003 0.008 0.008

4 -0.232 -0.248 -0.270

T-Value -2.97 -3.17 -3.46

P-Value

0.004 0.002 0.001

227
3.42
.001

.228
2.79
.006

218
2.74
.007

163
2.37
.020

481
3.95
0.76
-4.5

1741 28.1239

4.72

-0.215
-3.26
0.002

-0.234
-2.89
0.005

-0.219
-2.78
0.007

0.190
2.71
0.008

-0.136
-1.70
0.093

0.476
74.76
71.36
-4.8

64.78
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36 0.185 0.195 0.192
T-Value 2.68 282 282
P-Value 0.009 0.006 0.006

49 -0.151 -0.129 -0.145
T-Value -1.90 -1.61 -1.83
P-Value 0.061 0.111 0.071

24 0.140 0.188 0.181
T-Value 179 226 219
P-Value 0.076 0.027 0.031

15 -0.110 -0.136
T-Value -1.54 -1.88
P-Value 0.128 0.063
23 0.130
T-Value 1.84
P-Value 0.070

S 0.470 0.466 0.460

R-Sq 75.65 76.30 77.19
R-Sq(adj) 72.06 72.48 73.21
MallowsCp -53 -5.1 -5.6
PRESS 27.8441 27.3328 27.3925
R-Sq(pred) 65.13 65.77 65.70
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Regression Analysis: 55 = Q1 versus 43, 38, ...

The regression equation is

55 =-0.657 + 0.290 43 + 0.344 38 + 0.301 30 + 0.3
+0.22025-0.19946 - 0.22051-0.2704 +0
-0.136 15 + 0.130 23

Predictor Coef SE Coef T P VIF
Constant -0.6566 0.3174 -2.07 0.042

43 0.28995 0.09036 3.21 0.002 2.584
38 0.34372 0.07814 4.40 0.000 2.248
30 0.30050 0.07356 4.08 0.000 1.977

3 0.31216 0.07117 4.39 0.000 2.027
50 0.40441 0.09747 4.15 0.000 2.827
11 -0.27251 0.07591 -3.59 0.001 1.955
25 0.22005 0.07446 2.96 0.004 2.479
46 -0.19904 0.06450 -3.09 0.003 2.045
51 -0.22014 0.08075 -2.73 0.008 2.796
4 -0.27037 0.07809 -3.46 0.001 2.218
36 0.19163 0.06802 2.82 0.006 2.061
49 -0.14547 0.07966 -1.83 0.071 2.240
24 0.18084 0.08250 2.19 0.031 2.448
15 -0.13563 0.07210 -1.88 0.063 2.113

23 0.13014 0.07086 1.84 0.070 2.043

S =0.460189 R-Sq=77.2% R-Sq(adj)=73.2%
PRESS = 27.3925 R-Sq(pred) = 65.70%
Analysis of Variance

Source DF SS MS F P
Regression 15 61.6404 4.1094 19.40 0.000

Residual Error 86 18.2126 0.2118
Total 101 79.8529

Residual Plots for 55 = Q1

123 +0.40450-0.273 11
.192 36 - 0.145 49 + 0.181 24

Residual Plots for 55 = Q1 w 15 Indep Variables w .15 alpha Stepw
Normal Probability Plot Versus Fits

9.9
99,

dual

90 o LY \ ) \
50 5\ E : J

=il 0 1 2 3

Residual Fitted Value

Histogram Versus Order

Fequency

-2 -08 -04 00 04 08

1 10 20 30 40 50 60 70 80 90 100
Residual Observation Order
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The product performance regression equation is

55 =-0.657 + 0.290 43 + 0.344 38 + 0.301 30 + 0.3 123 +0.40450-0.273 11
+0.220 25-0.199 46 - 0.22051 -0.2704 + 0 .192 36 - 0.14549 + 0.181 24
-0.136 15 + 0.130 23
PM MC ET CF QM ER
Process Mgt Mgt Employee Customer Focug Quality Metrics | Employee
Commitment | Training Responsibility
Question#| 1-14 15-23 24 - 29 30-36 37-45| 6-84

Product Performance

Q1= -0.657 + 0.29 QM + 0.344 QMg+ 0.301 Chp + 0.312 PM + 0.404 ER, - 0.273 PM;
+ 0.220 EPs- .199 ERg— 0.220 ER; - 0.270 PM + 0.192 Chs - 0.145 ERg + 0.181 E}4
- 0.135 MGs+ 0.130 MG;

Grouping Constructs the product performance regres®n equation is:

Q1= -0.657+ 0.312 PM 0.270 PM- 0.273 PM;- 0.135 MGs + 0.130 MGz+ 0.181 Ep4
+ 0.220 ETs + 0.301 Chyt 0.192 Chs + 0.344 QMg+ 0.29 QM- .199 ERg- 0.145 ERq
+ 0.404 ERy— 0.220 ER;

Best Subsets Regression: 55 versus 43, 38, ...

Response is 55

Mallows 433 5 1245 34212

Vars R-Sq R-Sq(ad) Cp S 38030 1561469453

1437 431 114.3 0.67058 X

1387 381 133.2 0.69979 X

2 551 542 73.1 0.60147 X X

2549 540 74.0 0.60311 X X

3602 59.0 559 0.56915 X X X

3591 57.8 604 057758 X X X

4626 611 49.0 055477 X XX X

4626 61.0 49.1 0.55503 X X X X

5648 62.9 42.9 054145 X X X X X

5644 625 44.2 054415 X X X X X

6 66.4 643 38.6 0.53119 X X X X X X

6 659 63.7 40.7 0.53558 X X X X X X

7 679 655 35.0 0.52207 X X X X X X X

7 678 654 356 0.52339 X X X X X X X

8 69.3 66.6 31.8 0.51357 X X X X X X X X

8 68.9 66.3 33.1 0.51647 X X X X X X X X

9 70.8 68.0 28.0 0.50317 X X X X X X X X X

9 705 67.6 29.4 0.50637 X X X X X XXX X

10 723 69.3 24.3 0.49278 X X X X X X X X X X

10 71.8  68.7 26.4 0.49765 X X X X X XX XX X

11 739  70.8 20.2 0.48080 X X X X X X X X X X X

11 732 69.9 23.2 0.48791 X X X X X XXXXX X

12 748 714 19.2 0.47584 X X X X X XX X X X X X

12 747 712 19.6 0.47683 X X X X X XXXXXX X

13 757 721 17.8 0.47002 X X X X X XXX X X XX X

13 756  72.0 18.0 0.47064 X X X X X XXXXXX XX

14 763 725 17.3 0.46632 X X X X X XXXXXX XXX

14 763 725 17.4 0.46642 X X X X X XX XX XXX XX

15 77.2 73.2 16.0 0.46019 X X X X X XXXXXXXXXX




Scree Plot of 3, ..., 51 IV’'s of 55 = Q1

(<)}

wv

Scree Plot of 3, ..., 51 for 55 = Q1

[N} w b

jury

4 5 6 7 8 9 10 11
Component Number

12

13

14 15

Eigenanalysis of the Correlation Matrix

Eigenvalue 6.8582 1.2697 1.1864 0.8765 0.7672
Proportion 0.457 0.085 0.079 0.058 0.051
Cumulative 0.457 0.542 0.621 0.679 0.731

Eigenvalue 0.4826 0.4328 0.3298 0.3195 0.2953
Proportion 0.032 0.029 0.022 0.021 0.020
Cumulative 0.881 0.910 0.932 0.953 0.973

3, 4,11, 15, and 23 account for 73.1% of model

PC2 PC3 PC4 PCS5

0.193 0.491 -0.409 0.126 -0.300 O
0.225 0.441 -0.354 -0.066 -0.088 -0

-0.176 0.169 0.386 O
0.375 0.088 0.067 O
0.139 0.075 0.404 -0
0.232 0.029 -0.177 0O
0.448 -0.106 -0.213 -0
-0.207 0.052 -0.300 O
-0.144 -0.365 0.244 -0
-0.379 -0.156 0.259 0
0.127 0.019 0.128 O
-0.007 -0.405 -0.490 -0
0.174 -0.391 0.121 O
-0.064 0.335 -0.106 -0
0.068 0.580 -0.103 -0

Variable PC10 PC11 PC12 PC13 PC14
0.279 0.028 -0.292 -0.300 -0.225 -
-0.267 0.101 0.158 0.134 0.503

Variable PC1

3

4

11 0.265 -0.127
15 0.254 0.029
23 0.267 0.253
24 0.284 0.233
25 0.247 0.083
30 0.265 -0.204
36 0.261 -0.229
38 0.256 -0.216
43 0.299 0.138
46 0.233 -0.316
49 0.280 0.084
50 0.265 -0.332
51 0.262 -0.214
3

4

11 -0.047 0.400
15 -0.194 0.137
23 -0.024 -0.578
24 0.003 0.148
25 0.181 -0.106
30 -0.534 -0.458
36 -0.213 -0.061
38 0.479 -0.114
43 -0.143 0.313
46 0.154 0.077
49 0.191 0.026
50 -0.130 0.266
51 0.347 -0.204

-0.349 -0.024 0.099
0.007 -0.197 0.443 -
0.091 0.049 -0.139
0.162 0.431 -0.457
0.003 -0.276 0.187 -
-0.056 0.107 0.011 -
-0.228 -0.404 -0.308
0.481 0.113 0.160 -
0.436 -0.303 -0.259
0.085 -0.093 0.041
-0.474 0.462 0.087
0.051 0.279 -0.136 -
-0.151 -0.098 0.108

0.6960 0.5742 0.5050
0.046 0.038 0.034
0.777 0.815 0.849

0.2627 0.1440
0.018 0.010
0.990 1.000

PC6 PC7 PC8 PC9
.208 -0.091 0.001 -0.150
.394 -0.118 -0.020 0.142
.020 0.560 -0.284 -0.102
1491 -0.396 -0.245 -0.061
.191 -0.017 -0.194 -0.486
.119 0.029 -0.425 0.358
.373 0.400 0.039 0.240
.328 0.305 0.165 0.096
.211 -0.346 -0.115 0.360
.223 0.022 -0.026 0.186
.120 0.126 0.545 -0.113
.047 0.021 -0.247 -0.474
.109 -0.102 0.457 -0.039
.369 -0.286 0.119 -0.239
.072 -0.155 0.125 0.228

PC15
0.264
0.224
0.076
0.170
0.032
0.113
0.402
0.081
0.027
0.236
0.225
0.326
0.041
0.466
0.481
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Stepwise Regression: 56 versus 1, 2, ...

Alpha-to-Enter: 0.15 Alpha-to-Remove: 0.15
Response is 56 on 54 predictors, with N = 102

Step 1 2 3 4
Constant 1.45229 0.84459 0.21883 -0.08907 -0

42 0.635 0.437 0.341 0.260
T-Value 7.62 442 343 256
P-Value 0.000 0.000 0.001 0.012

39 0.355 0.346 0.342
T-Value 3.36 342 348
P-Value 0.001 0.001 0.001
3 0.261 0.244
T-Value 3.15 3.02
P-Value 0.002 0.003
34 0.178
T-Value 2.61
P-Value 0.011
52

T-Value

P-Value

S 0.770 0.734 0.703 0.683

R-Sq 36.73 4322 4844 5181
R-Sq(adj) 36.10 42.07 46.86 49.82
Mallows Cp 50.9 37.6 27.3 214
PRESS  61.6346 56.3712 53.0349 50.6295 4
R-Sq(pred) 34.30 39.91 43.47 46.03

Step 7 8 9 10

Constant -0.3326 -0.2870 -0.5858 -0.8760 -0.
42

T-Value

P-Value

39 0.289 0.341 0.290 0.264 O

T-Value 3.05 357 3.09 283
P-Value 0.003 0.001 0.003 0.006 O

3 0.218 0.235 0.212 0.219 O
T-Value 276 3.03 282 295
P-Value 0.007 0.003 0.006 0.004 O

34 0.190 0.255 0.208 0.214 O
T-Value 293 367 301 314
P-Value 0.004 0.000 0.003 0.002 O

52 0.225 0.232 0.237 0.221 O
T-Value 243 256 271 255
P-Value 0.017 0.012 0.008 0.012 O

22 0.170 0.227 0.207 0.193 O
T-Value 227 293 276 260
P-Value 0.025 0.004 0.007 0.011 O

27 -0.213 -0.302 -0.306 -0
T-Value -2.30 -3.19 -3.27 -
P-Value 0.024 0.002 0.002 O
12 0.287 0.284 O
T-Value 284 284

P-Value 0.006 0.006 O

5
12412

0.153
1.35
0.180

0.298
3.00
0.003

0.215
2.65
0.009

0.162
2.41
0.018

0.208
2.00
0.048

0.672
53.74
51.34
18.8
9.7845
46.93

11
8050 -

.261
2.83
.006

.220
3.00
.003

.224
3.33
.001

.224
2.62
.010

197
2.70
.008

6
-0.10804

0.345
3.68
0.000

0.231
2.87
0.005

0.182
2.75
0.007

0.274
2.98
0.004

0.675
52.87
50.92
18.9
49.7056
47.02

12
0.8376

0.246
2.70
0.008

0.231
3.18
0.002

0.233
3.49
0.001

0.203
2.38
0.019

0.197
2.73
0.008

.240 -0.264

2.44
017

.310
3.13
.002

-2.69
0.008

0.297
3.02
0.003

271



272

53 0.130 0 159 0.112
T-Value 1.91 231 1.55
P-Value 0.059 0 .023 0.124
47 -0 .1563 -0.191
T-Value - 1.94 -2.38
P-Value 0 .055 0.020
13 0.149
T-Value 1.84
P-Value 0.069
S 0.661 0.647 0.624 0.615 O .606 0.599
R-Sq 55.27 57.63 60.97 62.45 6 3.93 65.22
R-Sq(adj) 52.94 5495 58.06 59.22 6 0.40 61.40
Mallows Cp 153 11.7 58 4.4 29 18
PRESS 47.7106 46.7190 43.9544 43.4155 42. 8123 42.1107
R-Sq(pred) 49.14 50.20 53.15 53.72 5 4.36 55.11
Step 13 14 15 16 17 18
Constant -0.7929 -0.8957 -0.8315 -0.6974 -0. 7176 -0.6159
42

T-Value

P-Value

39 0.301 0.297 0.266 0.216 O 243 0.248
T-Value 319 319 285 222 2.48 2.56
P-Value 0.002 0.002 0.006 0.029 0 .015 0.012
3 0.243 0.221 0.220 0.233 O .248 0.249
T-Value 3.38 3.08 311 3.30 3.53 3.56
P-Value 0.001 0.003 0.003 0.001 O .001 0.001
34 0.281 0.294 0.295 0.273 0 .282 0.276
T-Value 400 421 428 3.92 408 4.04
P-Value 0.000 0.000 0.000 0.000 O .000 0.000
52 0.234 0.223 0.252 0.249 O 244 0.246
T-Value 275 263 297 295 292 297
P-Value 0.007 0.010 0.004 0.004 O .004 0.004
22 0.171 0.119 0.153 0.143 0 171 0.185
T-Value 237 154 195 184 217 2.36
P-Value 0.020 0.127 0.054 0.069 O .033 0.021
27 -0.21 -0.24 -0.21 -0.23 - 0.25 -0.25
T-Value -2.07 -239 -2.06 -225 - 2.44 -2.48
P-Value 0.041 0.019 0.042 0.027 O .017 0.015
12 0.322 0.284 0.332 0315 O 322 0.332
T-Value 329 288 329 314 3.24 3.36
P-Value 0.001 0.005 0.001 0.002 0 .002 0.001
53 0.126 0.119 0.147 0.141 O 167 0.148
T-Value 1.75 1.68 2.06 1.98 232 2.04
P-Value 0.083 0.096 0.043 0.051 O .023 0.044
47 -0.181 -0.184 -0.168 -0.211 -0 .209 -0.208
T-Value -2.28 -2.35 -2.16 -258 - 259 -2.59
P-Value 0.025 0.021 0.033 0.011 O .011 0.011
13 0.161 0.163 0.162 0.179 0 .202 0.201
T-Value 201 205 207 229 257 2.58
P-Value 0.048 0.043 0.041 0.024 O .012 0.011
41 -0.24 -0.27 -0.26 -0.28 - 0.25 -0.23
T-Value -1.94 -2.13 -2.11 -2.26 - 2.09 -1.90

P-Value 0.056 0.036 0.038 0.026 O .039 0.061



40 020 022 021
T-Value 183 202 197
P-Value 0.070 0.046 0.052 0

21 -0.19 -0.22 -
T-Value -1.83 -2.05 -
P-Value 0.071 0.043 O

28 0.154 0
T-Value 1.61
P-Value 0.110 O

51 -0
T-Value -
P-Value 0

11
T-Value
P-Value

S 0.590 0.582 0.575 0570 O
R-Sq 66.62 67.83 69.01 69.91 7
R-Sq(adj) 62.54 63.49 64.43 65.06 6
MallowsCp 0.6 -0.3 -1.1 -1.2

PRESS 41.8874 42.2403 41.3388 40.9447 40.

R-Sq(pred) 55.35 54.97 55.94 56.36 5

0.22 0.26
211 242
.038 0.018

0.24 -0.22
225 -2.05
.027 0.043

174 0.191
184 2.02
.070 0.047

142 -0.128
1.74 -1.56
.086 0.123

-0.146
-1.54
0.127

563 0.559
092 7171
5.85 66.39
-1.6 -14
1008 40.2651
7.25 57.08

273



Regression Analysis: Question 56 = Q2 versus 39, 3,

The regression equation is

56 =-0.616 + 0.248 39 + 0.249 3 + 0.276 34 + 0.24
+0.332 12 +0.148 53 - 0.208 47 + 0.201 13 -
-0.216 21 +0.19128-0.128 51 - 0.146 11

Predictor Coef SE Coef T P VIF
Constant -0.6159 0.4032 -1.53 0.130

39 0.24809 0.09705 2.56 0.012 2.256
3 0.24855 0.06988 3.56 0.001 1.326
34 0.27645 0.06851 4.04 0.000 1.842
52 0.24608 0.08274 2.97 0.004 2.006
22 0.18514 0.07851 2.36 0.021 2.039
27 -0.24741 0.09964 -2.48 0.015 2.820
12 0.33212 0.09881 3.36 0.001 2.150
53 0.14801 0.07240 2.04 0.044 1.544

47 -0.20767 0.08003 -2.59 0.011 2.023
13 0.20086 0.07774 2.58 0.011 1.885
41 -0.2306 0.1215 -1.90 0.061 3.158
40 0.2601 0.1074 2.42 0.018 2.437
21 -0.2159 0.1051 -2.05 0.043 2.477
28 0.19116 0.09485 2.02 0.047 3.072
51 -0.12762 0.08193 -1.56 0.123 1.952
11 -0.14615 0.09477 -1.54 0.127 2.067

S =0.558733 R-Sq=71.7% R-Sq(adj) =66.4%
PRESS =40.2651 R-Sq(pred) =57.08%
Analysis of Variance

Source DF SS MS F P
Regression 16 67.2782 4.2049 13.47 0.000

Residual Error 85 26.5355 0.3122
Total 101 93.8137

652 +0.185 22 - 0.247 27
0.231 41 + 0.260 40

Normal Probability Plot

Residual Plots for 56 (16 indep variables & .15 alpha w stepw)

Versus Fits

99.9 N )
99; 4 1, . .
0% 058 o . %% \
% 0_0.%%
-0.5 *e ~ ® LY L]
20 \. LY L]
q -1.0 ° .
[
01+ r r r r r
2 =il 0 1 2 3 4 5 6
Residual Fitted Value
Histogram Versus Order

20

15

Frequency

10

Residual

-1.0 -0.5 0.0 0.5 1.0 1 10 20 30 40 50 60 70 80 90 100

Observation Order
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The organi zati onal

per f or mance regression equation is

56 =-0.616 + 0.248 39 + 0.249 3 + 0.276 34 + 0.24
+0.33212 + 0.148 53 - 0.208 47 + 0.201 13 -

275

652 +0.185 22 - 0.247 27
0.231 41 + 0.260 40

-0.216 21 +0.191 28 - 0.128 51 - 0.146 11

PM MC ET CF QM ER
Process Mgt Mgt Employee Customer Focug Quality Metrics | Employee
Commitment | Training Responsibility
Question#| 1-14 15-23 24 - 29 30-36 37-45| 6-84

Organizational Performance

Q= -0.6159 + 0.248% + 0.249%+ 0.276%,4 + 0.246%;, + 0.185%, + 0.25%;
+ 0.332%, + .148%3 — 0.208%; + 0.201%3— 0.23x%; + 0.26%,
—0.22%; + .191%5—.128%; — .146%,

Grouping Constructs:

Q2= -0.6159 + 0.249 PM- 0.146 PM;+ 0.332 PM.+ 0.201 PM3+ 0.185 MG,— 0.22 MG,
+ 0.25 ER7+ 0.191 ETst+0.276 Chs+ 0.248 QMg+ 0.26 QMp— 0.23 QM4
+ 0.246 ER,+ 0.148 ER3;— 0.208 ER; — 0.128ER;

Best Subsets Regression: 56 versus 39, 3, ...

Response is 56

Mallows 3 352 21541442251
Vars R-Sq R-Sq(adj) Cp S 93422 72373101811
1365 358 929 077192 X
1320 31.3 106.4 0.79873 X
2 467 456 64.2 0.71080 X X
2 444 433 711 072590 X X
3 50.3 488 55.3 0.68975 X X X
3 499 483 56.6 0.69266 X X X
4536 51.6 47.6 0.67022 XX X X
4529 509 49.6 0.67517 XX XX
5553 52.9 44.4 0.66115 X X X X X
5552 529 44.6 0.66157 X XX X X
6 58.1 554 38.0 0.64355 X X X X X X
6 580 554 38.2 0.64386 X X X X X X
7 61.0 581 31.3 0.62411 X X X X X X X
7 605 57.6 32.7 0.62780 X X X X XX X
8 624 59.2 28.8 0.61546 X X X X X X X X
8 624 59.2 29.0 0.61578 X X X X X XX X
9 643 60.8 25.3 0.60331 X X X X X XX XX
9 642 607 25.6 0.60434 X X X X XXX XX
10 65.8  62.0 22.8 0.59375 X X X X XX X XXX
10 655  61.7 23.7 0.59658 X X X X X XX XXX
11 67.0 63.0 21.2 0.58648 X X X X X XX XX X X
11 67.0 62.9 21.2 0.58673 X X X X XX X X X X X
12 68.1  63.7 20.0 0.58031 X X X X X XX XXXX X
12 67.9 63.6 20.4 0.58135 X X X X XX XXXX X X
13 69.1 645 18.8 0.57383 X X X X X XX XXXX X X
13 69.0 64.4 19.1 0.57482 X X X X X XX X X X XX X
14 69.9 651 18.4 0.56966 X X X X X XX XX XXX XX
14 69.9 651 185 0.56973 X X X X X XX XXXXXX X
15 709 659 17.4 0.56319 X X X X X XXX XXX XXX X
15 70.9  65.8 17.4 0.56335 X X X X X XXXXXXXXX X
16 71.7 66.4 17.0 0.55873 X X X X X XX XXX XXX XXX




Scree Plot of 3, ..., 51 for 56 = Q2

Scree Plot of 3, ..., 51 for 56 = Q2

T

T T

5 6 7 8 9

T T

10 11 12 13 14 15 16

Component Number

T

T

Principal Component Analysis: 3, 11, 12, 13, 21, 22
56 = Q2

Eigenanalysis of the Correlation Matrix

Eigenvalue 7.4707 1.3026 1.1108 0.9396 0.7764
Proportion 0.467 0.081 0.069 0.059 0.049
Cumulative 0.467 0.548 0.618 0.676 0.725

Eigenvalue 0.4869 0.4508 0.4046 0.3339 0.3091
Proportion 0.030 0.028 0.025 0.021 0.019
Cumulative 0.861 0.890 0.915 0.936 0.955

3, 11, 12, 13, and 21 account for 72.5% of Model

Variable PC1 PC2 PC3 PC4 PC5
3 0.160 -0.228 -0.366 -0.479 -0.613 0
11 0.264 -0.100 -0.248 0.185 0.188 0
12 0.269 -0.205 0.074 0.161 -0.039 0
i3 0.226 0.394 0.261 -0.029 -0.158 0
21 0.276 0.030 -0.054 0.291 -0.275 -0
22 0.231 0.189 -0.457 0.280 0.084 -0
27 0.292 -0.162 0.109 0.212 -0.063 0
28 0.299 -0.079 0.149 0.097 0.210 O
34 0.201 -0.434 0.387 -0.164 0.012 -0
39 0.255 0.102 -0.085 -0.290 0.508 0
40 0.277 -0.001 -0.328 0.174 -0.062 O
41 0.293 -0.173 0.220 -0.226 0.104 -0
52 0.252 -0.023 -0.165 -0.375 0.030 -0
53 0.151 0.617 0.202 -0.171 -0.216 -0
47 0.247 0.049 0.320 0.256 -0.261 O
51 0.249 0.243 -0.033 -0.256 0.205 0
Variable PC10 PC11 PC12 PC13 PC14
3 -0.035 -0.001 0.189 0.170 -0.094
11 0.745 -0.010 0.188 0.260 0.117
12 -0.281 -0.449 -0.225 0.111 0.289
13 -0.087 -0.074 0.102 0.206 -0.313
21 0.083 -0.282 0.337 -0.318 -0.280 -
22 -0.396 -0.009 0.131 0.330 0.280 -
27 -0.257 0.443 0.353 -0.276 0.157
28 0.057 -0.103 0.016 0.052 -0.493
34 -0.113 0.067 -0.081 0.370 -0.138 -
39 -0.173 0.029 0.114 0.228 -0.106 -
40 -0.021 0.461 -0.628 -0.129 -0.315 -
41 0.116 0.310 0.130 -0.216 0.330 -
52 0.138 -0.251 -0.308 -0.202 0.171
53 0.138 0.239 -0.037 0.197 0.183
a7 0.147 -0.128 -0.292 0.042 0.264 -
51 -0.090 -0.235 0.018 -0.475 0.003

0.6092 0.5751 0.5118
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, 27, 28, 34, 39, 40, 41, 52 ... For

0.038 0.036 0.032
0.763 0.799 0.831

0.2613 0.2393 0.2180

0.016 0.015 0.014
0.971 0.986 1.000

PC6
.285
151
117
.143
412
.170
.041
.024
274
.096
.048
.032
.507
.250
.326
.385

PC7

0.009
0.092
0.167
-0.390
0.088
0.065
-0.173
0.040
0.354
-0.266
0.077
-0.039
-0.388
0.368
-0.271
0.453

PC8

-0.022
0.076
0.595
0.129
0.122

-0.377
0.002

-0.181

-0.266
0.201
0.152
0.138

-0.146
0.155

-0.409

-0.260

PC15 PC16

0.021
0.133
0.162
0.025
0.389
0.095
0.470
0.359
0.094
0.293
0.129
0.405
0.288
0.173
0.237
0.023

0.048

-0.122

0.062
0.136

-0.165

0.248

-0.297

0.468

-0.252
-0.387
-0.035

0.551

-0.048
-0.058
-0.169
-0.111

PC9
-0.156
0.218
-0.015
0.573
-0.098
0.091
0.001
-0.430
0.268
-0.334
0.096
0.050
0.085
-0.273
-0.272
0.215



277

Stepwise Regression: 57 versus 1, 2, ...

Alpha-to-Enter: 0.15 Alpha-to-Remove: 0.15

Response is 57 on 54 predictors, with N = 102

Step 1 2 3 4 5 6
Constant 1.8845 1.1352 0.7575 0.4401 O. 5048 0.6940
32 0.529 0.419 0.308 0.266 O .261 0.294
T-Value 6.73 513 327 281 2.83 3.17
P-Value 0.000 0.000 0.001 0.006 O .006 0.002
9 0.295 0.281 0.232 0 321 0.331
T-Value 3.34 323 262 3.46 361
P-Value 0.001 0.002 0.010 O .001 0.000
17 0.221 0.228 0 277 0.313
T-Value 224 235 2.88 3.23
P-Value 0.027 0.021 O .005 0.002
3 0.163 0 .280 0.287
T-Value 2.03 311 322
P-Value 0.045 0 .002 0.002
4 - 0.27 -0.26
T-Value - 259 -2.58
P-Value 0 .011 0.012
29 -0.143
T-Value -1.90
P-Value 0.061
S 0.726 0.691 0.678 0.667 O .648 0.640
R-Sq 31.16 38.14 41.16 4356 4 7.26 49.18
R-Sq(adj) 30.47 36.89 39.36 41.23 4 451 45.97
Mallows Cp 53.8 404 357 324 26.3 24.1
PRESS 54.9871 50.3030 49.6506 49.5651 46. 6010 45.8107
R-Sq(pred) 28.14 34.26 35.11 3523 3 9.10 40.13
Step 7 8 9 10 11 12
Constant 0.6466 0.4185 0.5260 0.5389 O. 5549 0.6575
32 0.316 0.295 0.357 0.329 O .351 0.386
T-Value 349 332 395 3.63 391 4.23
P-Value 0.001 0.001 0.000 0.000 O .000 0.000
9 0.305 0.261 0.339 0.327 0 .348 0.358
T-Value 339 291 363 355 3.80 3.95
P-Value 0.001 0.004 0.000 0.001 O .000 0.000
17 0.251 0.232 0.227 0.227 O .286 0.266
T-Value 258 244 244 247 3.00 279
P-Value 0.012 0.017 0.017 0.015 © .004 0.006
3 0.262 0.237 0.264 0.304 O 313 0.318
T-Value 3.00 277 313 355 3.70 3.79
P-Value 0.003 0.007 0.002 0.001 O .000 0.000
4 -0.310 -0.284 -0.319 -0.367 -0 .383 -0.393
T-Value -3.05 -2.84 -3.24 -366 - 3.87 -4.00
P-Value 0.003 0.006 0.002 0.000 0 .000 0.000
29 -0.204 -0.262 -0.231 -0.238 -0 239 -0.217
T-Value -263 -3.31 -295 -3.08 - 3.13 -2.83

P-Value 0.010 0.001 0.004 0.003 O .002 0.006



23 0.212 0.208 0.208 0.188 0
T-Value 246 247 253 230
P-Value 0.016 0.015 0.013 0.024 O
39 0.205 0.284 0.241 O
T-Value 246 322 270
P-Value 0.016 0.002 0.008 0
41 -0.26 -0.30 -
T-Value -2.38 -2.72 -
P-Value 0.019 0.008 0
36 0.158 0
T-Value 1.92

P-Value 0.058 0

16 -0

T-Value -

P-Value 0

46

T-Value

P-Value

S 0.624 0.607 0.593 0.584 0
R-Sq 52.24 55.15 57.76 59.40 6
R-Sq(adj) 48.69 51.29 53.63 5494 5
Mallows Cp 19.3 149 111 95
PRESS 43.4196 42.2477 40.2096 39.9372 39.

R-Sq(pred) 43.26 44.79 47.45 4781 4

Step 13 14 15 16
Constant  0.5895 0.4683 0.4234 0.4589 0.
32 0.360 0.375 0.362 0.408 O
T-Value 398 4.17 406 4.39
P-Value 0.000 0.000 0.000 0.000 O
9 0.371 0.356 0.301 0.307 O
T-Value 417 401 323 3.32
P-Value 0.000 0.000 0.002 0.001 O
17 0.247 0.222 0.209 0.230 O
T-Value 263 236 224 246
P-Value 0.010 0.020 0.028 0.016 O
3 0.339 0.333 0.319 0.328 O
T-Value 410 4.07 392 4.06
P-Value 0.000 0.000 0.000 0.000 O
4 -0.406 -0.379 -0.377 -0.377 -0
T-Value -421 -391 -394 -3.97 -
P-Value 0.000 0.000 0.000 0.000 O
29 -0.212 -0.246 -0.269 -0.250 -0
T-Value -2.82 -3.18 -3.47 -321 -
P-Value 0.006 0.002 0.001 0.002 O
23 0.262 0.282 0.292 0.327 O
T-Value 3.04 327 342 374
P-Value 0.003 0.002 0.001 0.000 O
39 0.226 0.223 0.207 0.210 O
T-Value 259 259 242 248
P-Value 0.011 0.011 0.018 0.015 O
41 -0.33 -0.31 -0.30 -0.29 -
T-Value -3.03 -2.88 -2.83 -2.75 -

P-Value

0.003 0.005 0.006 0.007 O

.261 0.266
294 3.02
.004 0.003

.261 0.253
294 2.87
.004 0.005

0.30 -0.27
2.75 -2.54
.007 0.013

160 0.192
198 2.33
.051 0.022

188 -0.191
1.94 -1.99
.056 0.050

-0.118
-1.70
0.093

.576 0.570
1.03 62.25
6.26 57.16
79 7.2
4855 39.3318
8.40 48.60

17 18
5944 0.4543

392 0.346
428 3.70
.000 0.000

295 0.271
3.24 2098
.002 0.004

242 0.272
2.62 295
.010 0.004

312 0.335
3.89 4.20
.000 0.000

.380 -0.383
4.06 -4.16
.000 0.000

.248 -0.265
3.24 -3.49
.002 0.001

.347 0.343
4.00 4.02
.000 0.000

.165 0.151
190 1.76
.061 0.083

0.31 -0.36
297 -3.36
.004 0.001
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36 0.187 0.189 0.165 0.158 0
T-Value 231 235 206 1.98
P-Value 0.023 0.021 0.043 0.051 O

16 -0.197 -0.234 -0.293 -0.280 -0
T-Value -2.09 -244 -291 -2.80 -
P-Value 0.039 0.017 0.005 0.006 O

46 -0.154 -0.177 -0.183 -0.183 -0
T-Value -219 -250 -2.61 -2.63 -
P-Value 0.031 0.014 0.011 0.010 O

19 0.169 0.152 0.151 0.149 0
T-Value 218 197 198 1.97
P-Value 0.032 0.053 0.051 0.052 O

53 0.117 0.136 0.120 O
T-Value 162 1.89 167
P-Value 0.109 0.062 0.099 0

40 0.19 0.22
T-Value 1.75 1.98
P-Value 0.083 0.051 O

43 -0.17 -
T-Value -1.62 -
P-Value 0.109 0

42
T-Value
P-Value 0

35
T-Value
P-Value

S 0.558 0.553 0.546 0.541 0
R-Sq 64.19 65.23 66.44 67.44 6
R-Sq(adj) 58.90 59.64 60.58 61.32 6
MallowsCp 5.0 47 40 38

PRESS 38.0869 38.2317 38.3648 38.6413 37.

R-Sq(pred) 50.23 50.04 49.86 4950 5

Step 19 20 21
Constant 0.4266 0.4366 0.3582

32 0.347 0.355 0.338
T-Value 3.70 3.78 3.62
P-Value 0.000 0.000 0.001

9 0.265 0.252 0.238
T-Value 292 278 265
P-Value 0.004 0.007 0.010

17 0.279 0.293 0.303
T-Value 3.04 319 333
P-Value 0.003 0.002 0.001

3 0.316 0.308 0.305
T-Value 405 394 395
P-Value 0.000 0.000 0.000

4 -0.360 -0.352 -0.350
T-Value -4.00 -3.91 -3.93
P-Value 0.000 0.000 0.000

29 -0.268 -0.277 -0.305
T-Value -3.53 -3.64 -3.97
P-Value 0.001 0.000 0.000

128 0.091
1.60 1.12
113 0.267

.335 -0.381
3.26 -3.66
.002 0.000

.181 -0.166
2.64 -2.44
.010 0.017

138 0.102
184 1.35
.069 0.181

115 0.133
1.62 1.88
.108 0.064

0.24 031
222 274
.029 0.007

0.25 -0.27
221 -2.46
.030 0.016

0.19 0.20
1.90 2.00
.060 0.049

0.170
1.90
0.061

533 0.525
8.79 70.09
247 63.61
28 1.9
5625 37.3287
0.91 51.22
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23 0.355 0.359 0.364
T-Value 419 422 432
P-Value 0.000 0.000 0.000

39 0.163 0.172 0.199
T-Value 191 201 231
P-Value 0.059 0.047 0.023

41 -0.35 -0.33 -0.39
T-Value -3.30 -3.12 -3.56
P-Value 0.001 0.002 0.001

36
T-Value
P-Value

16 -0.40 -0.41 -0.43
T-Value -3.84 -394 -4.17
P-Value 0.000 0.000 0.000

46 -0.149 -0.130 -0.133
T-Value -225 -2.01 -2.06
P-Value 0.027 0.048 0.042

19 0.099
T-Value 1.30
P-Value 0.198

53 0.135 0.149 0.175
T-Value 191 212 247
P-Value 0.060 0.037 0.016

40 0.34 035 0.38
T-Value 3.12 3.23 3.50
P-Value 0.002 0.002 0.001

43 -0.29 -0.30 -0.31
T-Value -2.64 -272 -2.81
P-Value 0.010 0.008 0.006

42 0.224 0.234 0.233
T-Value 227 237 238
P-Value 0.026 0.020 0.020

35 0.195 0.222 0.192
T-Value 223 261 224
P-Value 0.028 0.011 0.028

34 0.114
T-Value 1.72
P-Value 0.089

S 0.526 0.528 0.522

R-Sq 69.64 69.03 70.09
R-Sq(adj) 63.50 63.21 64.03
MallowsCp 0.9 0.3 -0.0
PRESS 36.3573 36.5762 36.2564
R-Sq(pred) 52.49 52.20 52.62
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Regression Analysis: 57 versus 32, 9, ...

The regression equation is

57 =0.437 + 0.355 32 + 0.252 9 + 0.293 17 + 0.308 3-0.3524-0.277 29
+0.359 23 +0.17239- 0.326 41 - 0.130 46 - 0.407 16 + 0.149 53
+0.35140-0.30043 +0.234 42 + 0.222 35

Predictor Coef SECoef T P VIF
Constant 0.4366 0.3862 1.13 0.261
32 0.35461 0.09389 3.78 0.000 2.699

9 0.25205 0.09055 2.78 0.007 2.144
17 0.29264 0.09176 3.19 0.002 2.156
3 0.30787 0.07811 3.94 0.000 1.855
4 -0.35206 0.09000 -3.91 0.000 2.238
29 -0.27667 0.07597 -3.64 0.000 1.878
23 0.35908 0.08505 4.22 0.000 2.236
39 0.17191 0.08545 2.01 0.047 1.959
41 -0.3260 0.1046 -3.12 0.002 2.619

46 -0.13044 0.06505 -2.01 0.048 1.580
16 -0.4067 0.1033 -3.94 0.000 3.095

53 0.14903 0.07018 2.12 0.037 1.625
40 0.3507 0.1085 3.23 0.002 2.787

43 -0.2997 0.1101 -2.72 0.008 2.915

42 0.23448 0.09898 2.37 0.020 3.005
35 0.22164 0.08489 2.61 0.011 2.162

S$=0.527977 R-Sq=70.1% R-Sq(adj)=63.2%
PRESS = 36.5762 R-Sq(pred) = 52.20%

Analysis of Variance

Source DF SS MS F P
Regression 16 52.8250 3.3016 11.84 0.000
Residual Error 85 23.6946 0.2788

Total 101 76.5196

Residual Plots for 57

Residual Plots for 57
Normal Probability Plot Versus Fits
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The custoner satisfaction regression equation is

57 =0.437 +0.355 32 + 0.252 9 + 0.293 17 + 0.308

+0.359 23 + 0.172 39 - 0.326 41 - 0.130 46 -
+0.351 40 - 0.300 43 + 0.234 42 + 0.222 35

3-0.3524-0.277 29
0.407 16 + 0.149 53
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PM MC ET CF QM ER
Process Mgt Mgt Employee Customer Focug Quality Metrics | Employee
Commitment | Training Responsibility
Question#| 1-14 15-23 24 - 29 30-36 37-45| 6-84

Customer Satisfaction Performance
Q3= 0.437 + 0.355% + 0.252 % + 0.293 %7+ 0.308 % - 0.352 % - 0.277 %g
+ 0.359 %3+ 0.172 %9-0.326 %, - 0.130 %¢- 0.407 %6+ 0.149 %
+ 0.351 %5 - 0.300 %3+ 0.234 %, + 0.222 %5

Grouping Constructs:

Qs= 0.437 + 0.308 PM+ 0.352 PM + 0.252 PM - 0.407 MGg+ 0.293 MG, + 0.359 MGs
-0.277 ETo + 0.355 Ch, + 0.222 Chs+ 0.172 QMo + 0.351 QMg -0.326 QM
+0.234 QM - 0.300 QM3 - 0.130 ERs + 0.149 ERs

Best Subsets Regression: 57 versus 32, 9, ...

Response is 57

Mallows 31

Vars R-Sq R-Sq(adj)
1312 30.5
1259 251
2 38.1 36.9
2 373 36.0
3 41.2 394
3411 39.3
4 45.6 43.4
4439 416
5 48.3 45.6
5478 451
6 50.0 46.8
6 499  46.8
7 52.4 48.8
7 523 487
8 55.2 51.3
8 55.0 51.2
9 57.8 53.6
9 56.8 52.5
10 59.3 54.9
10 59.1 54.6
11 60.5 55.7
11 60.5 55.7
12 62.5 57.4
12 62.3 57.2
13 64.8 59.6
13 644  59.2
14 66.5 61.1
14 66.0 60.5
15 67.6 61.9
15 67.6 61.9
16 69.0 63.2

Cp
91.0 0.72580 X
105.5 0.75314

73.8 0.69147 X
76.1 0.69614 X
67.5 0.67781 X
67.6 0.67794 X
57.3 0.65495 X
62.1 0.66538 X
52.0 0.64211 X
53.2 0.64482 X
49.3 0.63462 X
49.4 0.63507 X
44.7 0.62267 X
45.0 0.62320 X
39.1 0.60747 X
0.60829 X
0.59273 X
0.59970 X

39.4
34.0
36.7
31.6
32.2
30.3
30.4
26.9
27.4
22,5
23.6
19.9
21.3
19.0
19.0
17.0

0.58630
0.57916
0.57945
0.56782
0.56914
0.55292
0.55606
0.54255
0.54677
0.53717
0.53725

S 29734

X

XX
X

X

XX

X

XX XX
X XX
XX XX
X XX
XX XX
XX XX

0.58475 X X X XX
XX XXX
XXXXX
XX XXX
XXXXX
XX XXX
XXXXX
XX XXX
XXXXX
XX XXX
XXXXX
XX XXX
0.52798 X X X X X

22344154443
93916630325

X
X

X

XXX

XX X
XXX
XXX X
XXX
XXX X

XX
XXX
XXX
XX XX
XX XX
XXX X
XXXX X
XX XX X
XXXX X X
XXXX X X
XXXX X X X
XXXX X XX

XX X X XXXX

XXXX X XX X

XXXX X XXXX
XX X XXXXXX
XXXX XXXXXX
XX XXXXXXXX
XXX XXXXXXXX




Scree Plot of 32, ..., 35 for 57 = Q3

Scree Plot of 32, ..., 35 for 57 = Q3

T T T T T T T T T T T T T T
1 2 3 4 5 6 7 8 9 10 11 12 13 14
Component Number

Principal Component Analysis: 32, 9, 17, 3, 4, 29,

Eigenanalysis of the Correlation Matrix

Eigenvalue 7.2132 1.4594 1.1352 0.9043 0.7709
Proportion 0.451 0.091 0.071 0.057 0.048
Cumulative 0.451 0.542 0.613 0.670 0.718

Eigenvalue 0.5183 0.4266 0.3809 0.3508 0.2784
Proportion 0.032 0.027 0.024 0.022 0.017
Cumulative 0.872 0.898 0.922 0.944 0.961

32,9, 17, 3, and 4 account for 71.8% of the model.

Variable PC1 PC2 PC3 PC4 PC5

32 0.279 -0.060 -0.061 0.189 -0.529 -0
9 0.242 0.238 -0.247 -0.136 -0.065 O
17 0.244 -0.079 0.433 0.193 -0.305 O
3 0.189 0.484 -0.112 -0.291 0.073 -0
4 0.214 0.525 0.009 -0.169 -0.037 -0
29 0.238 -0.254 0.116 -0.215 0.320 -0
23 0.246 0.157 0.365 -0.013 0.329 -0

39 0.239 -0.199 -0.264 0.075 0.500 O
41 0.275 -0.126 -0.407 0.072 0.060 O
46 0.206 -0.207 -0.269 -0.458 -0.364 -0
16 0.284 -0.029 0.361 0.091 0.072 O
53 0.165 -0.428 0.238 -0.536 -0.047 O
40 0.287 0.112 0.046 -0.041 -0.007 O
43 0.297 0.077 0.130 0.234 -0.080 -0
42 0.304 -0.042 -0.089 0.145 0.078 0
35 0.243 -0.175 -0.259 0.394 0.013 -0

23, 39, 41, 46, 16, 53, 40, ... for 57 = Q3

0.7056 0.6668 0.5722
0.044 0.042 0.036
0.762 0.803 0.839

0.2314 0.2162 0.1697
0.014 0.014 0.011
0.976 0.989 1.000

PC6 PC7 PC8 PC9
.152 -0.203 -0.006 -0.084
512 0.398 0.066 -0.216
.119 -0.218 0.027 -0.291
.226 -0.465 0.192 0.178
.083 0.037 0.229 -0.317
1402 0.040 -0.214 -0.555
.246 0.417 0.021 0.241
.177 -0.350 -0.105 0.003
.050 -0.012 0.044 -0.039
.280 0.241 -0.269 0.325
.209 0.088 0.099 0.394
.233 -0.121 0.443 -0.002
.360 0.043 -0.528 -0.048
.200 -0.028 -0.229 0.077
.047 -0.224 0.029 0.299
.198 0.320 0.486 -0.060

Variable PC10 PC11 PCl12 PC13 PC14

32 -0.078 -0.077 -0.214 -0.310 0.531 -
9 -0.164 0.094 0.237 -0.180 0.252
17 0.428 -0.153 0.314 0.110 -0.111
3 -0.172 -0.335 -0.036 -0.124 -0.050
4 0.322 0.333 -0.166 0.235 -0.152 -
29 -0.243 -0.002 -0.121 0.202 0.183
23 0.173 -0.160 0.257 -0.266 0.279 -
39 0.463 0.139 -0.060 -0.371 0.016
41 -0.062 -0.513 0.398 0.363 -0.104 -
46 0.356 0.085 0.005 0.065 -0.107
16 -0.025 -0.163 -0.356 0.305 0.039
53 -0.198 0.089 0.030 -0.192 -0.155 -
40 -0.112 -0.173 -0.414 -0.029 -0.231 -
43 -0.371 0.297 0.312 -0.281 -0.492 -
42 -0.162 0.520 0.136 0.428 0.292
35 -0.000 -0.027 -0.336 -0.101 -0.276

PC15
0.271
0.356
0.323
0.340
0.377
0.211
0.235
0.018
0.380
0.187
0.160
0.246
0.187
0.030
0.027
0.191

PC16
0.134
0.122
-0.188
-0.123
0.156
0.090
-0.233
0.196
0.125
0.029
0.532
-0.095
-0.431
0.287
-0.379
-0.266
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Cronbach Alpha

Item and Total Statistics

Total

Variable Count Mean StDev
102 4.049 0.958
102 3.990 0.990
102 3.951 0.916
102 3.902 0.873
102 4.108 0.964
102 3.843 0.793
102 4.020 0.832
102 3.892 0.900
102 3.971 0.850
10 102 3.951 1.028
11 102 3.961 0.843
12 102 4.049 0.825
13 102 3.745 0.982
14 102 3.588 1.066
Total 102 55.020 8.931

OCO~NOOUITRAWNPEP

Cronbach's Alpha = 0.9172 for PM

Omitted Item Statistics

Adj. Squared
Omitted Adj. Total Total Item-Adj. Multiple Cronbach's
Variable Mean StDev Total Corr  Corr Alpha
1 50.971 8.285 0.6424 0.6618 0.9111
2 51.029 8.201 0.7098 0.6767 0.9086
3 51.069 8.372 0.5763 0.6007 0.9134
4 51.118 8.298 0.6998 0.6448 0.9092
5 50.912 8.190 0.7451 0.6435 0.9072
6 51.176 8.293 0.7872 0.7201 0.9069
7 51.000 8.368 0.6497 0.5512 0.9110
8 51.127 8.301 0.6724 0.5381 0.9101
9 51.049 8.375 0.6249 0.5487 0.9118
10 51.069 8.167 0.7150 0.6263 0.9083
11 51.059 8.397 0.6029 0.5092 0.9125
12 50.971 8.408 0.6039 0.4346 0.9125
13 51.275 8.437 0.4591 0.4131 0.9180
14 51.431 8.373 0.4773 0.4651 0.9181

Item Analysis of 15, 16, 17, 18, 19, 20, 21, 22, 23

Correlation Matrix

15 16 17 18 19 20 21 22
16 0.676
17 0.624 0.595
18 0.607 0.593 0.644
19 0.365 0.384 0.395 0.467
20 0.422 0.527 0.483 0.521 0.526
21 0.589 0.652 0.479 0.520 0.407 0.481
22 0.488 0.576 0.399 0.550 0.233 0.401 0.536
23 0.495 0.629 0.442 0.376 0.294 0.371 0.537 0.523

Cell Contents: Pearson correlation
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Item and Total Statistics

Total
Variable Count Mean StDev
15 102 3.863 0.923
16 102 4.029 0.895
17 102 3.922 0.841
18 102 3.824 0.999
19 102 3.902 0.960
20 102 3.922 0.886
21 102 3.980 0.832
22 102 3.784 1.011
23 102 3.833 0.924

Total 102 35.059 6.129

Cronbach's Alpha = 0.8964 for MC

Omitted Item Statistics

Adj. Squared
Omitted Adj. Total Total Item-Adj. Multiple Cronbach's
Variable Mean StDev Total Corr  Corr Alpha
15 31.196 5.432 0.7182 0.5767 0.8802
16 31.029 5.398 0.7888 0.6604 0.8749
17 31.137 5.524 0.6825 0.5385 0.8834
18 31.235 5.368 0.7222 0.5963 0.8797
19 31.157 5,593 0.4991 0.3570 0.8976
20 31.137 5,538 0.6213 0.4431 0.8877
21 31.078 5.511 0.7084 0.5276 0.8817
22 31.275 5.454 0.6159 0.4753 0.8889
23 31.225 5,524 0.6071 0.4685 0.8889

Iltem Analysis of 24, 25, 26, 27, 28, 29

Correlation Matrix

24 25 26 27 28
25 0.595
26 0.729 0.563
27 0.481 0.269 0.454
28 0.388 0.264 0.414 0.653
29 0.343 0.504 0.336 0.498 0.534

Cell Contents: Pearson correlation
Item and Total Statistics
Total

Variable Count Mean StDev
24 102 3.833 0.868

25 102 3.794 0.968
26 102 3.892 0.831
27 102 3.794 0.937
28 102 3.882 1.027
29 102 3.794 0.948

Total 102 22.990 4.157

Cronbach's Alpha = 0.8379 for ET
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Omitted Item Statistics

Adj. Squared
Omitted Adj. Total Total Item-Adj. Multiple Cronbach's
Variable Mean StDev Total Corr  Corr Alpha
24 19.157 3.526 0.6683 0.6124 0.8015
25 19.196 3.535 0.5616 0.5163 0.8222
26 19.098 3.561 0.6590 0.5814 0.8043
27 19.196 3.504 0.6276 0.5233 0.8086
28 19.108 3.464 0.5935 0.5008 0.8168
29 19.196 3.527 0.5900 0.4683 0.8162

Iltem Analysis of 30, 31, 32, 33, 34, 35, 36

Correlation Matrix

30 31 32 33 34 35
31 0.688
32 0.615 0.618
33 0.584 0.482 0.526
34 0.292 0.258 0.451 0.515
35 0.529 0.462 0.547 0.564 0.549
36 0.443 0.531 0.473 0.506 0.466 0.533

Cell Contents: Pearson correlation

Item and Total Statistics

Total
Variable Count Mean StDev
30 102 3.922 0.875
31 102 4.010 0.873
32 102 3.873 0.919

33 102 3.902 0.896
34 102 3.931 1.101
35 102 3.941 0.910
36 102 3.725 0.966
Total 102 27.304 4.951

Cronbach's Alpha = 0.8739 for CF

Omitted Item Statistics

Adj. Squared
Omitted Adj. Total Total Item-Adj. Multiple Cronbach's
Variable Mean StDev Total Corr  Corr Alpha
30 23.382 4.317 0.6762 0.5967 0.8533
31 23.294 4339 0.6501 0.5806 0.8565
32 23.431 4.260 0.7044 0.5333 0.8492
33 23.402 4.285 0.6966 0.5067 0.8505
34 23.373 4.268 0.5405 0.4298 0.8747
35 23.363 4.270 0.7011 0.5077 0.8497

36 23.578 4.276  0.6402 0.4409 0.8577



Item Analysis of 37, 38, 39, 40, 41, 42, 43, 44, 45

Correlation Matrix

37 38 39 40 41 42 43 44
38 0.710
39 0.647 0.533
40 0.721 0.530 0.474
41 0.627 0.553 0.584 0.514
42 0.604 0.511 0.596 0.563 0.612
43 0.483 0.454 0.403 0.605 0.501 0.679
44 0.531 0.448 0.500 0.513 0.474 0.556 0.546
45 0.365 0.318 0.456 0.416 0.382 0.435 0.368 0.539

Cell Contents: Pearson correlation

Item and Total Statistics

Total
Variable Count Mean StDev
37 102 3.922 0.886
38 102 3.980 0.879
39 102 3.853 0.861
40 102 4.020 0.808
41 102 3.951 0.813
42 102 3.843 0.920
43 102 3.902 0.815
44 102 3.735 0.943
45 102 3.765 1.045

Total 102 34.971 6.021
Cronbach's Alpha = 0.9045 for QM

Omitted Item Statistics

Adj. Squared

Omitted Adj. Total Total Item-Adj. Multiple Cronbach's
Variable Mean StDev Total Corr  Corr Alpha
37 31.049 5.309 0.7729 0.7371 0.8867
38 30.990 5.405 0.6588 0.5353 0.8952
39 31.118 5.394 0.6906 0.5432 0.8929
40 30.951 5.418 0.7125 0.6196 0.8917
41 31.020 5.426 0.6960 0.5162 0.8928
42 31.127 5.298 0.7516 0.6271 0.8881
43 31.069 5.452 0.6592 0.5739 0.8952
44 31.235 5.342 0.6766 0.4923 0.8940
45 31.206 5.403 0.5276 0.3634 0.9075
Iltem Analysis of 46, 47, 48, 49, 50, 51, 52, 53, 54
Correlation Matrix

46 47 48 49 50 51 52 53

47 0.609
48 0.408 0.594
49 0.442 0.343 0.530

50 0.494 0.429 0.408 0.372

51 0.309 0.394 0.494 0.355 0.681
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52 0.372 0.335 0.280 0.327 0.423 0.419
53 0.365 0.297 0.366 0.307 0.327 0.408 0.251
54 0.333 0.483 0.476 0.515 0.496 0.476 0.356 0.337

Cell Contents: Pearson correlation

Item and Total Statistics

Total
Variable Count Mean StDev
46 102 3.804 1.015
47 102 3.882 0.988
48 102 3.716 0.989
49 102 3.951 0.860
50 102 3.902 0.790
51 102 3.853 0.948
52 102 3.814 0.952
53 102 3.686 0.954

54 102 3.971 0.802
Total 102 34.578 5.724

Cronbach's Alpha = 0.8604 for ER

Omitted Item Statistics

Adj. Squared
Omitted Adj. Total Total Item-Adj. Multiple Cronbach's
Variable Mean StDev Total Corr  Corr Alpha
46 30.775 5.056 0.6009 0.5343 0.8444
47 30.696 5.046 0.6342 0.5651 0.8408
48 30.863 5.037 0.6442 0.5268 0.8397
49 30.627 5.189 0.5703 0.4430 0.8472
50 30.676 5.173 0.6585 0.5776 0.8403
51 30.725 5.078 0.6311 0.5728 0.8411
52 30.765 5.201 0.4852 0.2691 0.8556
53 30.892 5.214 0.4688 0.2574 0.8572
54 30.608 5.190 0.6231 0.4601 0.8431
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tudy One: Raw Dat
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Q28 | Q29 | Q30

Q22 | Q23 | Q24 | Q25 | Q26 | Q27

Q18 | Q19 | Q20 | Q21

Ql6 | Q17
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Q28 | Q29 | Q30

Q22 | Q23 | Q24 | Q25 | Q26 | Q27

Q18 | Q19 | Q20 | Q21
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Q28 | Q29 | Q30
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Q42 | Q43 | Q44 | Q45

Q38 | Q39 | Q40 | Q41

Q32 | Q33 | Q34 | Q35 | Q36 | Q37

Q31
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Q42 | Q43 | Q44 | Q45

Q38 | Q39 | Q40 | Q41

Q32 | Q33 | Q34 | Q35 | Q36 | Q37
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Q42 | Q43 | Q44 | Q45

Q38 | Q39 | Q40 | Q41

Q32 | Q33 | Q34 | Q35 | Q36 | Q37
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Q58 | Q59 | Q60

Q52 | Q53 | Q54 | Q55 | Q56 | Q57

Q48 | Q49 | Q50 | Q51

Q46 | Q47
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Q58 | Q59 | Q60

Q52 | Q53 | Q54 | Q55 | Q56 | Q57

Q48 | Q49 | Q50 | Q51

Q46 | Q47
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Q58 | Q59 | Q60

Q52 | Q53 | Q54 | Q55 | Q56 | Q57

Q48 | Q49 | Q50 | Q51

Q46 | Q47

Note: Q55, Q56, and Q67 are the Dependent Variables

Q58 to Q63 are Demographic Q's
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Q61 | Q62 | Q63 | Q64 | Q65 | Q66

Note: Q55, Q56, and Q67 are the Dependent Variables

Q58 to Q63 are Demographic Q's



Appendix D

Study Two—Scorecard Design and User EvaluationSurv
(SD&UE) Instrument Development Documentation—
E-mail Sent to Panel of Experts Pre-Launch
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E-Mail Sent to
Scorecard Design & Evaluation Survey Panel of Exper  ts

Dear Sir/Madam,

Thank you for agreeing to assess my survey! | realize your time is very valuable. | think this may
take only twenty to twenty-five minutes.

The survey you are about to assess is designed for project level managers of new technology
ventures. It measures these managers’ perceptions of five aspects of the newly devised NTV
Product Quality Management Scorecard. These five aspects are: (1) perspective framework, (2)
objectives, (3) key performance indicators (KPI's), (4) displays of KPI's and aggregate view, and
(5) display of strategy map with links — and their relation to scorecard usability.

Attached you will find 4 items:

1) Assessment — this is what you will use to perform your assessment.
2) Survey — these are the 50 survey questions you will assess.
3) Scorecard & Strategy Map with Links — the first 40 survey questions refer to these.

4) Data Display — the last 10 survey questions refer to this.

Assessment Instructions:

1. Type your score in the far right column of the assessment.
2. When you are finished, save your responses as a PDF file, and
3. E-mail it back to me as an attachment.

Your score will provide a response for each item on a 6-point Likert scale as depicted below:

Score

1 1 3 4 3 ]
Completely Maostly Disagree Slightly Slightly Agree Muostly Agree Completely
Disagree Disagree Agree
Completely Mostly Irrelevant | Slightly Slightly Mostly Relevant | Completely
Irrelevant Irrelevant Relevant Relevant
Completely Mostly Slightly Slightly Mostly Completely
Unrepresentative | Unrepresentative | Unrepresentative | Representative | Representative | Representative

Again, thank you, for your assessment of the survey, scorecard, strategy map with links, and
data displays.

Zella Jackson Hannum, BSME, MBA, MSME, PhD Candidate
Industrial and Manufacturing Engineering
Western Michigan University



Background Synopsis

An effective balanced scorecard has been developed for use by new technology
entrepreneurs and managers in order to enhance product quality with confidence.
Conventional wisdom assumes that new technology venture* environments rely on ad hoc
manufacturing design processes and heroic management efforts in order to push a new
technology into the market place even if product quality is sacrificed. Now, using statistical
analysis, a balanced scorecard has been developed and its usability will be evaluated. This
newly developed NTV scorecard is a tool designed for project-level managers to improve
process management decisions that impact product quality.

*New Technology Venture (NTV) Definition

(Booz-Allen & Hamilton, Inc., 1982; Leifer et al., 2001; O'Connor & De Martino, 2006;
O’Connor, G. et al., 2008)

A new technology venture (NTV) may be a start-up or spin-off that generates first of its
kind products and technologies that have high impact on the market in terms of offering:
(1) Wholly new benefits; or

(2) Significant improvement (5 to 10 times) in known benefits; or

(3) Significant reduction (i.e., 30 to 50%) in cost.

Booz-Allen and Hamilton, Inc. (1982). New Product Management for the 1980’s. New York: Booz-Allen
and Hamilton.

Leifer, Richard, O’Connor, Gina Colarelli and Rice, Mark (2001). Implementing Radical Innovation in
Mature Firms: The Role of Hubs. Academy of Management Executive. 15(3); 102—-113.

O’Connor, G., and De Martino, R. (2006). Organizing for Radical Innovation: An Exploratory Study of
the Structural Aspects of Radical Innovation Management Systems in Large Established Firms. Journal
of Product Innovation Management, 23; 475-497.

O’Connor, G., Paulson, A., and De Martino, R. (2008). Organizational Approach to Building a Radical
Innovation Dynamic Capability, International Journal of Dynamic Technology Management, 44 (1/2),
179-204.
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NTV Product Quality Management
Balanced Scorecard Usability Survey Assessment

Appearance Score
» The survey’s appearance is
Completely Disagyre Completely
Agree
1. Clearly laid out 1 2 3 4 5 6
2. Readable 1 2 3 4 56
3. Interpretable 1 2 3 4 5 6

Perspective Framework

» How relevanis the Perspective Framework to Effectively Manbd® Product Quality?

Completely Irrelevant Completely
Relevant

1. Customer Focus, Employee Training,

NTV Process Management, Management Commitment 1 2 3 4 5 6

» How representatives the Perspective Framework to Effectively Manbid@® Product Quality?

Completely Unrepresentative Completely
Representative

2. Customer Focus, Employee Training,

NTV Process Management, Management Commitment 1 2 3 4 5 6

Objectives

M»How relevantare the Objectives to Effectively Manage NTV Pobdpuality?

Completely Irrelevant
Completely Relevant

1. Refer to scorecard 1 2 34 5 6

»How representativare the Objectives to Effectively Manage NTV Pobduality?

Completely Unrepresentative Completely
Representative

2. Refer to scorecard 1 2 34 5 6

Key Performance Indicators (KPI's)

»How relevantare the KPI's to Effectively Manage NTV Producta{iy?
Completely Irrelewa Completely Relatv

1. Refer to scorecard 1 2 34 5 6

Key Performance Indicators (KPI's)

»How representativare the KPI's to Effectively Manage NTV Product (iya

Completely Unregeatative Completely
Representative

2. Refer to scorecard 1 2 34 5 6

Strategy Map with Links

»How relevants the Strategy Map with Links to Effectively MgadNTV Product Quality?

Completely Irrelevant Completely Retgva

1. Refer to strategy map with links 1 2 3 4 5 6

Strategy Map with Links

»How representatives the Strategy Map with Links to Effectively Ma@a@gV Product Quality

Completely Unrepresentative Completely Representative

2. Refer to strategy map with links 1 2 3 4 5 6
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Data Display

»How representativés the Data Display to Effectively Manage NTV RrodQuality?

Completely Unrepresentative Completely
Representative

1. See Data Display — Aggregate View 1 2 4 5 6

3
2. See Data Display — KPI View 1 2 3 4 5 6




Appendix E

Study Two—Scorecard Design and User Evaluation &uhvstrument
Condensed Version
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Scorecard Design and User Evaluation Survey Instruent

This survey measures NTV managers’ perceptionvefdispects of the newly devised NTV
Product Quality scorecard designed for projectllevenagers. These five aspects are: (1)
perspective framework, (2) strategy map with link3) objectives, (4) key performance
indicators, and (5) data display — and their retato scorecard usability. A response on a 6-
point Likert scale was solicited for each item.

1= Strongly Disagree, 2= Mostly Disagree, 3= SligBtisagree, 4= Slightly Agree, 5= Mostly Agree, 8trongly
Agree.

Perspective Framework

» How important is the Category to Effectively MaadgiTV Product Quality
1. Customer Focus (CF)
2. Employee Training (ET)
3. NTV Process Management (PM)
4. Management Commitment (MC)
5. How important is the perspective framework edntirety (CF, ET, PM, MC)

» How Useful is the Category to Effectively Managd@/NProduct Quality
Customer Focus (CF)

Employee Training (ET)

NTV Process Management (PM)

Management Commitment (MC)

How useful is the perspective framework in itsirety (CF, ET, PM, MC)

S

Objectives
»How Important is the Objective to Effectively MaadgiTV Product Quality

CF: Institutionalize customer requirementseedulity procedures
ET: Provide NTV project personnel that are fyatained

PM: Institutionalize quality management initias

MC: Top management provides leadership for dveuality culture
MC: Top management allocates necessary persogsmirces.

Sl

»How Useful is the Objective to Effectively Manage/NProduct Quality

CF: Institutionalize customer requirementseedulity procedures
ET: Provide NTV project personnel that are fgyatained

PM: Institutionalize quality management initiat

MC: Top management provides leadership for dveuality culture
MC: Top management allocates necessary persogsmirces.

S N

Key Performance Indicators (KPI's)
»How Useful is the KPI to Effectively Manage NTV drct Quality

CF: Surveys Planned and Administered

CF: Customer Requirements Traced and Used as Bas$tsoduct Development
CF: Cost of Customer Traceability Program as & @aost of Returns

ET: Quality Training Planned and Implemented

ET: Cost of Quality Training as a % of ReductiarDesign Rework Costs

ET: Cost of Quality Training as a % Planned

PM: NTV Process Reuse Planned and Actual

PM: Savings Due to Quality Initiatives as a % ofdgeted Engineering Design Rework
PM: Competitors’ Processes Benchmarked as a %aahBd

10. MC: Quality Initiatives Approved and Implemented

11. MC: Approved NTV Staffing Requisitions and Stafiétl

12. MC: Approved NTV Staffing Requisitions as a % Resjied

oNOTR~LONE
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Strategy Map with Links
»How important is the Strategy Map with Links toe€Efively Manage NTV Product Quality

1. Provides measures that relate to project-levelrorgsional strategy

2. Shows how project-level objectives impact produgiliy

3. Shows cause-and-effect relationships between thé pNdject manager’s actions and the project’s
performance measurement outcomes

4. Specifies the NTV project management’s role in @cimg the larger objective

5. Specifies the relationships among key measures

»How useful is the Strategy Map with Links to Effety Manage NTV Product Quality

1. Provides measures that relate to project-levelrorgsional strategy

2. Shows how project-level objectives impact produgiliy

3. Shows cause-and-effect relationships between thé pNdject manager’s actions and the project’s
performance measurement outcomes

4. Specifies the NTV project management’s role in @cimg the larger objective

5. Specifies the relationships among key measures

Data Display
»How Usable is the Data Display to Effectively MaaagTV Product Quality

CF: Surveys Planned and Administered

CF: Customer Requirements Traced and Used as astsoduct Development
CF: Cost of Customer Traceability Program as & @ast of Returns

ET: Quality Training Planned and Implemented

ET: Cost of Quality Training as a % of ReductiarDesign Rework Costs

ET: Cost of Quality Training as a % Planned

PM: NTV Process Reuse Planned and Actual

PM: Savings Due to Quality Initiatives as a % ofdgeted Engineering Design Rework
. PM: Competitors’ Processes Benchmarked as a %aohBd

10. MC: Quality Initiatives Approved and Implemented

11. MC: Approved NTV Staffing Requisitions and Stafirét

12. MC: Approved NTV Staffing Requisitions as a % Resfied

CoNoTR~RONE
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Study Two—Scorecard Design and User Evaluation &uhvstrument
Quialtrics Version
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‘Scoracard for Product Cuaifty Maragameant In Mes Technoksgy Yenfues

Defsult Guestion Block

Comgank You =re irvilied o paricipats in & research project tied "The Development of 2 Mew Technology Venfune: Bslsnoed Soorscand Derfved Foomi
Critical Factors that Impact Product Quaslily”. This shedy |5 designed {0 snalyer managers” and engineers’ perceptions of how usabie he soorecand s io
aasist Bem in Thedr T qualily praciices in new Eechnology veniune depsrimenis.

A previos. shidy delemmined specific fartions. et sigeiicaniy Impact procuct quallty s nesy ischnology veniure oepanments. These Sariorns wers
Inooporaied Inlo the sconrecand you will assess.

Survey Purppss: To measune and defermine the usablity of he scorecand. The data will be wsed to assess ihe electiveness
af the scorecard 35 a ool to 3ld managers and englinesars In managing product quaiity practices In new technology vemture
departments.

Definttions

= New lechnology veniure depariments are defined as those engaging in preparing & technologically advanoed product for relesse o B firel consumer
for the frst e wilh & Nesto-sary peneralion produciion PRooEss.

= & Rew erhnoiogical product mey b softeare or handssee (= 0. g, machinerg, vehicks, =ic.}, 3 fomuistion (=g, chemical, phanmaoeutical, =ic ) or
diefivery mechanizm fe.g. Blustooth, infermet, cloud compuling, eic) and Is one that offers sholly ness Benefis

1. Significant improsemsent (S o 10 #mes) in known benelis; or
2 Signfcant psduchion (30 b SO% ) In cost.

This suréeey instrement is comprsed of 53 mulicle-choios gueslions. The survey should (ske sppeorimeisty 30 mimies o oomplete. Your reples will be
comprelely snomemous;, =0 oo mot put your reme smyswhere on i fomn. You moy choose: o not answer amy question and simpy e | bl
Pariicipaiion |s vohnbary. Compisiing S snvey Indicales: your corssnt for use of the anssers pos sepply.

Dr. Deveid Lyih and Gradunle Shudent, Zelia Jackson Hannem: fom Wesiem kichigan University, Depariment of indusirial & Manuiaciuring Engineering,
are conduciing the study. This resesech bs being conduckesd s part of e disserisfion reguirements for Zela Jackson Harmum.

Aespondants: Hase fhres OF MOE years Evperience in managing produrt gualty pracfices in new fechnoingy veniune depafments wilhin e iast fve
years. Mode: Cokor s used In ihe dispiays and respondents mssd be abile fo disoamn dSerences befween the coiors [l yellow, and G600

This res=arch project was submitied o fssism Mishioan Unersi's Human Subleol's insttufiomsl Revies Board for adminisirative redew and §
was detenmined ol a peddew wes. not needed sinos no personal daia s beng complled and all pesponses pemain anonymoes. [T you e any quesiions,
i may oonkact Or. Civdd Lyih ot 255-776-3353, Jelia Jackson Hannem af 6162251402, fhe Human Subjects insifislional Review Boand
[2E5-3H7T-E393) or the wioe president for research (265938702595

Insfnwiions: Plesse Indioie yor responss s=heciion by fing the appropeisie cnce.,

Do you weant o proceed with this sunvey™

Ea
L

es
el

I'l-._.-l' o

Cobr ks used In the displays and mmmmmw.mm

Are you color bilnd?
Y e

Ea
L

M
o, o

Do you have fhree ar more years experience In managing new technology vemtures In the past five years?

Py Yes
L
—~

H
sl ¢



The following questions refer to the NTV

depicted below:
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Product Quality Management Balanced Scorecard

NTV Product Quality Management
Balanced Scorecard

Perspective
Framework

Objectives

Key Performance Measures (KPI's)

Customer Focus

Employee Training

NTV Process Management

Management Commitment

1. Institutionalize Customer Requirements
Traceability (CRT) Program

2. Provide NTV Project Personnel that are
Quality Trained

3. Institutionalize Quality Management
Initiatives

4.1 Top management provides leadership
for overall quality culture

4.2 Top management allocates necessary
personnel resources

1.1 Surveys Planned and Surveys Administered

1.2 Cost of Customer Requirements Traced and Used as Basis
for Product Development

1.3 Cost of CRT Program as a % of Cost of Returns

2.1 Quality Training Planned and Implemented

2.2 Cost of Quality Training as a % of Savings Due to Quality
Training

2.3 Cost of Quality Training as a % of Planned Training Costs

3.1 NTV Process Reuse Planned and Actual

3.2 Savings Due To Quality Initiatives as a % of Budgeted
Engineering Design Rework

3.3 Competitors’ Processes Benchmarked as a % of Planned

4.1 Quality Initiatives Approved and Implemented
4.2.a Approved Staffing Requisitions and Staff Hired

4.2.b Staffing Requisitions Approved by Top Management as %
of Requested by NTV Project Manager
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The follicwing flve quesiions are regarding how Important the scorecand’s perepactive framawork categaries ane.
Parspeciive Framawork

Customer Focus

Empioyes Training

HTV Process Management

Management Commltment

@1 Customer Focus (CF) 16 an Important category In the perspeciive framework to effeciively manage NTWV product qualiy.

Sirongly Disagree  Mosily Dlsagree  Shighily Disagree  Siighity Agree Mostly Agree Sirongly Agree
& ) ) & & &

el St et ' el et

2 Employee Tralning (ET) i an important categorny in he perspective framewsork to eMectively manage NTV product quallty.
Strongly Disagree  Moslly Disagree Shighfly Disagree  Slighlly Agree Mostly Agres Strongly Agree
) £y ) ) ) '

L L et L L L

@3 NTV Process Management [PM) ks an important caiegory in fhe perspective framewark io efectively manage NTV product
quality.
STrongly Disagree  Mosily Clsagree  SHighdly Disagree Shighity Agree Mosthy Agres Shrongly Agree
) £ ) ) ) )

el St et ' el et

4 Managemest Commiimand MC) ks an important categony in the perspective framework to effectively manage NTV product
quality.

Strongly Disagree  Mosfly Disagree  Slighly Disagree Slighity Agree Mosty Agree Strongty Agree
) ) ) & ) )

St L ' St St d

35 The entire perspective framewaork (CF, ET, PM, MC) ks Important to efeciively manage NTV product qualty practices.
Strongly Disagree  Moslly Disagree  Siighlly Disagree  Slighlly Agree Mostly Agree Strongly Agree
& ) & & & &

el St et ' el et

The follcaing Tve quesiions are regarng how ugsiul the SConecanTs perapective Mamework calegones are.



HTV Process Managemant
Management Commitmend.

6 Custamer Foous (CF) 15 3 usahal categary In the perspeciive framework fo eSeciively manage NTV product qualty.
Sirongly isagree Moslly Disagree  Slighdly Disagree Siighily Agree Mosthy Agres Strangty Agree
& & & ) ) )

L L L L L st

G7 Employes Tralning (ET) ks 3 uestul category in the perspective framewark o effectively manage NTV product quaity.
Sirongly Nsagree  Mosdly Disagree  Slighfly Disagres Siighdly Agree Mostly Agree Sirongly Agres
& & & ) ) )

L L L L L L

@8 NTV Process Management (PM) ks a waseful caiegory in the perspective mmework to effectively manage NTV praduct
quaty.
Strongly Disagree  Mosily Disagree  SHighdly Disagree Shghily Agree Mosty Agres Strongly Agree
m m M & & )

L et L L L st

3 Management Commilment (MC) 5 3 useful calegory In the perspeciive famework o eSeciively manage NTV product

quaiity.
Sirongly Nsagree  Mosdly Disagree  Slighdly Disagree Shighdly Agree Mostly Agree Sirongly Agree
O O O O O O

@10 The enfire perspective framework (CF, ET, PM, MC) 5 usaful ip effectively manage NTV product qually practices.
Sirongly Nsagree  Mosily Disagree Shghily Disagree Shighily Agree Mostly Agree Siongly Agree
) ) ) ) ) )

' ' et et et St

The following Mve questions are reganding how imporiant the scorecard's objectives ane.

HTV Product Guality Management
Balanced Scorecand

Perspecitve Framework  Objaciives
Customer Focus 1. Instiutionallze Cusiomer

Requirements. Traceabliky

[CRT) Program
Employes Training 2. Provide NTV Project

Personnel that are

Guallty Trained
HTV Process Managemeni 3. insilufionalize Guality

Management Inftiatives
Management Commiiman 4.1 Top management

provides leadership

Tor owerall qualily cullure

4.2 Top managemend allocables

Necessary persanned

TEGOUICEE
@11 Customer Focus: Institutionalize customer requirements traceahiity procedures Is an Important objective to efMectively
manage NTV product quality.
Sirongly isagree Moslly Disagree  Slighdly Disagree Siighdty Agree Mostty Agres Strongty Agree

O O O O O O
312 Employee Training: Provide NTV project persanned that are quailty trained 15 an imporiant objective to eSecively manage
WTV product qualtty.
Sirongly isagree Moslly Disagree  Slighdly Disagree Siighdly Agree Mosthy Agres Strongty Agree
& & & ) ) )

L et L L L st
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@13 NTV Process Management: Insifulionaiize quality management inllatives Is an iImportant objective to eMectively manage
WTV product qualtty.

Sirongly sagree  Mosdly Disagree  Shighdly Disagree Shighdly Agres Mostly Agree Shongly Agres

et |

et |

et !

L !

st !

L

@14 Managemend Commitment: Top management provides leadership for overall quallly cufiure is an important objective i
efMectively manage NTV product quallty.

Sirongly Msagree  Mosdly Disagree  Shighdly Disagree Shighdly Agres Mostiy Agree Shongly Agree

The following Tve questions are reganding how useful the scorecand’s ob|ectives are.

HTY Producst Gualily Management
Balanosd Soorssand

= Obisot

Cusstomer Foous 1. Insiihiionaltz= Customer
Fequirements Trceabilty
(CHT) Program:

Empioysss Training 2. Frovide NTV Project
Personnel that ane

Gty Trained

MTV Proosss Management 3 InstSubonaibze OusiBy
Managemert Intates

Management Commifmend 4.1 Top management
provides leadership
for oversd quality cufune
4.2 Top management allocaies

RECETTATY [Ersonne
PESOUTES

Q@16 Customer Focus: Instiullonallze cusiomer requirements iraceabllity procedures 15 3 useful objective o effeciively
manage NTV product qualiy.
Stongly Disagree  Moslly Disagree  Shighlly Disagree  Slighity Agree Moty Agree Strongly Agree

L L

et |

L |

L |

L

Q17 Employee Training: Provide NTV project persanned that are quailty trained Is a3 wastul cbjective fo effeciively manage NTV
product quallty.
Sirongly isagree Moslly Disagree  Slighdly Disagree Silighdty Agree Mostty Agres Sirongly Agree
O O O O O O
Q18 NTV Process Management: Insifufionallze qualtty management inliatives 15 3 useful abjective o effiectively manage NTV
procuct quallty.

Stongly Disagree Moslly Disagree  Sughdly Disagree  Siighdty Agree Mostty Agrea Strongly Agres
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Stongly Disagree  Moslly Disagree  Shighlly Disagree  SighiyAgre=  MostiyAgree  Strongly Agree
O O O O O O

The following ten questions are reparding bow wsgfl the seorocard’s Ser Perfrmance [edicarors (8P s are,

NTV Produce (Quallty Menagesenr
Balanced Scorecard

2 Pedormance Indlcators (KFI'sk

1. Insllufanalien Gustnmer Reguiareals 1.1 S veps Plannesd ond Sures ys Adminisieed
Customer Focus Tacanbilly [CHT] Pragmm 1.2 Cunlomar Rage mments. Trace-d asd Use-d g Banin for
Prooaot Daveng men
1.3 Coetod CHRT Pogemas a % of Caed od Rolume

2. Prorecia HTY Projed MPeasarral thel sw 2.1 Sualily Taning Planned and imgle menied
Employee Training Eunfly Tained 2.2 Cod of ety Trabving ot 8 % ol Raduelion in Daskr
Heswork: Coale
2.3 Lo ol Duelly Training ot a %ol Parrad Tminhyg Cosk
1. Iresbibo b ramitem Coem by W ra e ik 11 WTY Proceas Meuss Panned and Adusl
NTV Procass Management ... 2.2 Brvirgs Dus To Dually nLialves 2a 8 ol Budgeted

Ergneamp Desgn Hesort
1.3 Conpalian’ Poossse BEndwmanked 54 6 % ol PEned

= 4.1 Top manspmon pasdes badkachip 4.1 Qually Infiokag Approssd end gk menkad
Management Commitment . Samidy cu oo

4.3 Top managa mesl ainales seoessany 4 2 @ Approwed KTW S@ffng Reguelions and Sial Hno
Do re | Wi FDES 4 2 b KTV Blading Reosslions &epoeed by Top Mansgemeni
an ¥ ol Regqueaied by KTV Popol Massgar

G Customer Focus KPE Surveys Planned and Administered |6 3 ueatul key performance (ndicator when managing NTV
Praduct Quallty.

Strongly Disagree  Mosty Disagree  Sighiy Disagree  SighiyAgree  MostyAgree  Strongly Agree
O O o o o o

e e m and Used 36
Slrongly Disagree Moslly Disagree  Shghdly Disagree  Slighity Agree Mostty Agres Strongly Agree
O O o o o o

Indicator when managing Hn.l' l:.‘p.nl;r.
Strongly Disagree  Moslly Disagree  SHgnhily Disagree Shighity Agree Mostly Agree Strongly Agres
O O o o o o

24 Employee Training KPI: Quallty Tralning Planned and implemented s 3 wastul key performance Indicator when managing

NTV Product Gusiiy.
Stongly Disagree  Moslly Disagree  Shghlly Disagree  ShghflyAgree  MostyAgree Stongly Agree

o o O O O O

25 Employee Tralning KPI: Cost of Training 35 3 % of Reduciion in Rework % Planned are wealul key
perfanmance indicaioms when managing NTV Product Gusiity.

Stongly Disagree  Moslly Disagree  Shghlly Disagree  SighilyAgree  MosiiyAgree  Siongly Agree

o o o o o O

26 NTV Process Management KPE NTV Process Reuse Planned and Actual is 3 useful key perfomance indicator when
managing NTV Product Guaity.

Sirongly isagree Moslly Disagree  Siighity Disagree Mosity Agre Mostly Agree Strongly Agree
$) $) o Q o Q

@27 NTV Process Management KPE Due to Initiatives a5 a % of Enginees| n Rework 16 3
useful key performance indicator when managing NTV Product Quality.

stongly Disagree  Moslly Disagree  Sighlly Disagree  SighilyAgree  MosiyAgree Stongly Agree
O O O O O O
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Indicator when managing NTV Product Gualiy:

Strongly Disagree  Moslly Disagree  Sighily Disagree  SighiyAgree  MostiyAgree  Sirongly Agree
o o @] o o o

u
HEIN S

o ks a usslul key performance

@29 Management Commitment KP1: Quaity InSlatives Approved and implemented ks a wasful key performance Indicalor when
managing MTV Product Guaiity.

Strongly Disagree  Moslly Disagree  Signy Disagree  Siighity Agree Mostly Agree  Strongly Agree

O O O O O O
&30 Management Committment KPL: Approved NTW Siaffing Reguistions and Staff Hired; % Requested are wasful key

performance indicaiors when managing NTV Product Quaiity.
Strongly iagree Mosily Disagree  Saghily Disagree Siignily Agres Mostly Agree Strongty Agres
O O o O o O

The follcwing twelve questions are regarding how usable the scarecard's twelve KP1 displays are.

L ]

Customer Focus -

Rl

=
i,
i

Survays Planned and Administared 2012

i
-
o - ) .
—
& o o o ¥ - 4 = -
& s o . - "

Coter WPl NTV | dan | Fen | Mar | apr | Mey[June] Juy | Avg [8ept] 0ot | How | Dec
2093 | 2013 | 3013 | 300 | N3 @ E | S1F | F1F | 2073|3013 | 003 | 3003

1.1.0. % Survs Fmaned Prant nem | rom | ram| | mn| e | sos | oss] ans
1.4 5. & Buniys Adminianed Prassi agu| sam| som | sax

@31 Cusiomer Focus KP1 Display: Surveys Planned and Administered ks 3 uaabls dsplay of the KP1 o effecively manage
HTV product quality.

strongly Disagree  Moslly Disagree  Sgnly Disagree  Siighity Agree Mostly Agree  Strongly Agree
O O O O O o
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Conatos - v

Cater P waay [Juma| July | Avg | Sest | 0ot | Mov | Des
2012 |20z | @z | mz| e |z |0 | ane
136 % Custenar Al ta Trassad 62% | Ava| Ban
130, % Cuslorner Regumants Usisd i gon | o] mii | sse| s | sme| wow| wiw
Buasis fit Prod o] Do v
@32 Customer Focus KP1 Display: Cusfomer Irements Traced and Lised 36 Basis for Praduct rllsalulﬂ

diaplay of the KP1 to effeciively manage NTV product quallty.
Strongly Disagree  Mosily Cisagree  Siighily Disagree Shignity Agree Mostly Agree Strongly Agree
o (& o o (& o

C Fi = T Frr s Fecrean

W e T

—
o .
i

Cost of Customer Raquirements Tracaability (CRT) Program as % of Cost of Returns 2012

1w

LY
1Y
1 1Y

1

LY

%

0

=

i - . . .

. . # & o . oF r

& o & N L F ra

1 2. Cast od Castomer Roguinmens
Tamabity Progmn as 8 % of
& Progowd Sooil of Reum

@33 Cusiomer Focus KP1 Display: Cost of Cusiomer Traceability Program as 4 % of Cost of Relums Is 3 u=able display of ihe
K to eSeciively manage NTV product quality.

Stongly Disagree  Moslly Disagree  Sighlly Disagree  SiighliyAgree  MostiyAgree  Strongly Agree
O 8 O O 8 O
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% Of NTV Stailf Quality Trainad Flanned and Implamented 2012

KFl

2.1.b % NTY Bt Cuilly
Planed Io b Traned

2.3 % N S Qusity

Tahied
1334 Empiloyee Tralning KPI Cisplay: Qualtty Training Manned and implemented s 3 usabie display of the KP| to efMectively
manage NTV product qualty.
Strongly Disagree  Moslly Disagree  Shighdly Disagres Sighity Agres Mostly Agres Strongly Agres
o o O o O O
Employee Tralning = Tt i P -

e W

Bl Ty, WP
o Y

Cost of Quality Training as % of Planned Training Costs 2012

i

-3, Cosi of Dualty Taining as a 5|
al

2.2 . Planasd Trening Cosly

(@35 Employee Tralning KPI Display: Cost of Quallty Tralning 25 & % of Planned Training Costs 5 3 usable display of the KP1
o effectively manage NTV proguct quallty.

StonglyDisagree  Moslly Disagree  Sighlly Disagree  SighyAgre=  MostiyAgree  Strongly Agree
O O 8 O O O
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Employee Training i — -

-,
o Puled: Dl
o]

il Pl . S
e e

Cast of Quality Training &s % of Redustion in Des ign Rewark Costs 2012

2.2 8 Cosl of Dually Taking as a %4

Casls

. 994, Ridustes in Didig Fimi

G35 Employee Training KP| Display: Cost of Training 35 3 % of Reduction in n Rework Costs Is 3 usabile dispilay
of ihe KP| io efecively manage MTV product quallby.

Strongly Disagree  MostyDisagree  SWghily Disagree  SWghdiyAgres  MostiyAgree  Stongly Agree
O O O O O O

NTV Process Management ™" PV

e ]
e 208
L R Y
el . BV

NTV Process Reuvse Planned and Actwal 2012

326 NTV Pacias Mok soa ool | Pl
A2 boAdus WTY Pesass Rauen Proind | 55% | 484

HHEL

@37 NTV Process Management KP1 Display: NTW Process Reuse Planned and Actual ks a wsabile display of the KPI to
effectively manage NTV product quallly.

Sirongly Disagree  Moslly Disagree  Signéy Disagree SighllyAgree MosiyAgree Sirongly Agree

o o O O O O
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NTV Process Management - o o -

Rewaork Savings Dua to Quality Initiatives as a 5% of Engineering Design Rework 2012

S

H
KM NTV | dam e Mar | Apr
HZ | M1 | M | M2
.20, Rewaork Savings ARSbuled 1o Qusity  [roec 45%( 52% | 55%) s0%
lafabhms me 0 % ol
5.1, Eaginearing Detign Ravos IPocpoa] 55 4% | a5 0w
38 NTV Process Management KP1 Display: Savings Due o Initiathes as a % of Rework Is a3

u=abie diaplay of the KP1 to effectively manage NTV product quaiity.
Strongly Disagree  Mosily Disagree  SNighdly Cisagree Shighity Agree Moty Agres Strongly Agree
O O O O O O

NTV Process Management = e P Pt e -

CLr TR
L]
Pl
e

Competitors’ Processes Benchmarked as % of Planned 2012

an
"
Y
(Y
n
]
. 7 . i’ o ; r r - 2 r
# F 4 r r 3

&

114 Cosealias” P shi
Beachmarked a5 W ol

1.0 Fanned Comaaliony Proosss)

B

{330 NTW Process Management KPH Display: Compesors' Processes Benchmarked 35 a % of Planned |s 3 usabds display of
fhe KP| ko effectively manage NTV product quailtty.

Strongly MMsagree  Nosily Disagree  Siighily Disagree  Siighily Agree Mostly Agree  Strongly Disagree

O O O o O o
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Management Commiiment - s b -

g
e

Quality Initiatives Approved and Implemented 2012

~ - i F
Kl Map
| 1oz
4.2 4. Ouaily Inisiees Agpread By Tos gl BN
e % al
4.2 ¢ Cually Wiathas Implamantad by BTV | Proisc! | Bp% | pIW
Proisc Manage:
@40 NTV Process Management KP1 Display: Quallty Initatives Approved and implemented is 3 usabie display of the KPI to
efMectively manage NTV product qualtty.
Strongly Dieagree Mosily Disagree  Shighily Cisagree  Siighify Agree Mostly Agres Strongly Agree
O O O O O O

Manapement COMMILAERL - v ro i

o

KFl

410, NTY Staffing Regusiion

Appvied by Toa Mgl
£ .1,0. % Hnd by NTY Proct
manE e
@41 NTV Process Management KP1 Display: Top Management Approved NTV Stailng Requisifions and Staff Hired s a

usabie display of the KP1 fo effectively manage NTV product quaiity.
Sirongly Disagree  Mosily Disagree  Slighlly Disagree Siighity Agres Mostly Agree Strongty Agree

o O (8] O O (&)




v T, Faricd s Faricmmans

Top Mgt Appraved NTW Staffing Requisilions as a % Requested By NTV Mgr 2012

I}l

W

d.1.a. Top kgl Approved KTV Staitng
Hpguistians s 8 % ol

.q.u;. oy slen s Miasaushed by NTV Manage:

@42 NTV Process Management KP1 Display: Top Ms

Manager s a usable dizplay of the mthmmnﬂdM

Sirongly Disagree  Moslly Dlsagree  Slighilly Disagree
O o O

Siightty Agree

Mostiy Agree  Strongly Agres

O O O

The folicraing quesiion |5 regarding the scorecant's dashbaard or aggregats view, which is depicted below:

NTY Prodict Quality Managesient Balanced Scorecarnd

A i

Smlan
ol ol CAT Prompraom o 8 o

el ol Batwes I:in Raguilrsrmrin Troced & Uesd

Qusiap Vomning Favat ard beplorerind

g l ":
Emglores Traiaing """""m

'iﬂ'mTl'l"Iﬂ %

Caat of Caal ity Tll]lh. lc I
of kefacoian s Dslan

T ';“.iiiiiiii]]ﬁi[ Wl i
il Tt

343 The scorecand’s dashboand or aggregale view 15 3 usable display.
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Strongly Disagree  Moslly Disagree  Siighlly Disagree Slighity Agree Mostly Agres Strangly Agree
0 0 0 0 0 0

L L

The folicdng quesiions nefier to the Scorecard's Sirategy Map with Links. Five quesiions ask how important they are; five
35K how washul.

NTV Product Qualiy Management Strategy Map with Links: [To Become The Leader in Product Qualin

Long-Term Be the New Technelogy Yenture Product Quality Leader

Customer Focus

Beoarmt VTV Herve: “Hest™ Satirmine
Praducs Qusliey Crme Ihain Miming from
Resder fo Ry ieoma s Crlemer Surys
S artar Traceabsiligy

CRT Prediis

b

T Viasapomie | Prasilion Rowaipms i Sappan

Suppan SEEpan —-‘\\
Managr ﬁunmn'.r'. sappar & Mansgs
Quslry WIW rhdl'lll’!.

Initintve Rmr-l-r-'mn Froeram:

Fadliem:
B

Management Commitment

NTV Process Managemant

Maivige

i ptines’
Fraiesscs

Employes Training A Capable, Mothvated, and Technolrgically Enstled N1V Snaff
Hezon Canlisl Infrrmation Canlisl
CRPLTOM “Botir, Fusizr,
Pramis Ingravnmaes Chimpar®; Frams
CapahiliEn I e
@44 The Strategy Map with Links:

Provites measures ihat retate to projeciHevel organizstional siraleqy, which ks iImporiant io effectively manage NTV Product
Cuziity.
Strongly Disagree Moslly Disagree  Saighlly Dicagres Slignity Agree Mostly Agres Strangly Agres

O O O O O O
Q45 The Stratagy Map with Links:
Shows how project-Jevel objectives Impact produed quatty, wiich ks Important in eSeciively manage NTV Product Qualiy.
Strongly DiEagree  Moslly Disagree  Slighfly Disagree Shighity Agree Mosty Agree Strongly Agree
O O O O O O

mmmhmmmnu I
Strongly Disagree  Mostly Disagree  Sighfly Disagree  Siighfty Agree Moty Agres Strongty Agree

O O O O O O
@47 The Strategy Map with Links:

‘Specifies the NTV project management's role In achieving the [arger abjective, which 15 important ko efectively manage NTV

Product Qualtty.
Strongly DiEagree  Moslly Disagree  Slighfly Disagree Shighity Agree Mosty Agree Strangly Agree

O O O O O O
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Q48 The Strategy Map with Links:

‘Specifies the relationships among key measures, which |5 iImpertant to effectively manage NTV Product Guality.
Strongly Neagree  Moslly Disagree  Siighfly Disagree  Siighity Agree Mostly Agree Strongly Agree
O O O O O O

@45 The Sirabegy Map with Links:

Provides measures that relate to projeciHievel organizational strateqy, which ks westul to effectively manage NTV Product

Guality.

Strongly Neagree  Moslly Disagree  Siighfly Disagree  Siighity Agree Mostly Agree Strongly Agree
O O O O O O

@50 The Strategy Map with Links:

pEives Impact prodecs gus

WS s WeE M L y, which ks wasful fo effectively manage NTV Product Gualiy.
Stongly Meagree  Moslly Disagree  Shghfly Disagree  Siighdty Agree Mostty Agree Sirongly Agree

Pt P

O L L L Lt L
@51 The Sirategy Map with Links:
Shows cause-and-effect bebaeen the NTV project aciions and the MESEITEment

oucomes, which Is uasful to effeciively manage NTV Product Guallty.
Strongly Neagree  Moslly Disagree  Siighfly Disagree  Siighity Agree Mostly Agree Strongly Agree

o P Pt

L Ly L Ly L~ L
@52 The Sirabegy Map with Links:
Specifies the NTV project management's role In achlesing the langer abjective, which |s useful to eSeciively manage NTV
Product Qualty
Sirongly Disagree  Moslly Clsagree  Siighlly Clsagree  Siighity Agres Mostly Agres Sirongly Agree
O O O O O O
@53 The Sirategy Map wiin Links:
Specifies the relationships among key measures, which |5 useful i effeciively manage NTV Product Gualtty
Sirongly Disagree  Moslly Disagree  Siighily Cisagree  Siighdly Agres Mostly Agres Sirongly Agree
O O O O O O

The folicedng questions are reganding your experence with new techmology develapmend:

3@ 54 "My rank In the new technology development depariment Isiwas:”
C, Top Manager
.:, Middie kianager

T
[

Lead
&, Enginesr

|: Wom-manager (= Q. engiseer

") Ciher
I\..-'

{355 "l am experienced In the fallowing postiions during the Bime covered by s sursey="
,: Upper Management
() Project Management
.:, Gually Management

.:, Zualty Engineer

O



@ 56 "1 have the following iofal mumber of years experience In new lechnalogy venlure arenas.”

G 310 5 years
S i0
O s 10yean

G More han 10 years

@57 “The NTV department that | used to complete this survey ks best described by the following industry (check all that applyl

G Aviomobive, Aviation and A=nospace

G Boischnology, Medical Devices, Genomics
G Phamaceusicals:

G Chemicals and Materals

G Manutacturing

G ‘Compuler Hardware and Metaorking

G Computer 5o

G E-Commerce and Informaiion Technology
G Consumer Goods

Gm

The following quesiions are regarding the size and nabure of your firm and NTV department:

@58 The size of he eslre firm (umber of employees worddwide) Is:
G Less ihan 400

G 101 to 1,000

G 1,00 b 5,000

() 5001 k= 12,000

G 10,001 b 25,000

G 25,00 ke 50,000

G Greater than 50,000

Gm

@58 Gross annual sales of the entire fiom warldwide Is:

G Less fhan §1 millon

G 51 millon - 5 million

G 56 millon - §50 milion
G 554 millan - $100 mlkn
G 104 milion - $500 millan
G 501 millon - 51 billon
G Creer §1 billan

DihenDaont Know
O

@60 The size of the entire NTV department (number of employess worndwide) 52
()oi-10
G M-
G.!E-HII
G 01 - 500

&
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501 - 1,000

@61 Annual Budget of NTV Department
G Less fhan $500,000
G §500,000 - §1 milion
G §1 millon - §5 million

G Greater than $5 millon

@52 Your NTV department Isiwas best characterized as a start-up (brand new firm) or as a spin-off jpart of an exising frm?
G Ertari-up (brand mevw fim )

G Epin-off (part of an exsting Snm)

In sum, the scorecard you have Just assessed I6 comprised of 1) Perspective Framewnri, 2) Objectives, 3) Key Perfarmance:
Indicatars (KPI's), 4) Displays of the KPI's and an Aggregate Wiew, a5 well 35 the 5) Display of a Strateqy Map with Links.

Please respand bo fhe Tallowing question regarding the NTV Product @ualily Management Balanced Scorecand In s entiredy.

1363 | would use this scorecard as an NTV manager af the project-level.
Strongly Disagree  Moslly Disagree  Sighfly Disagree  Slighlly Agree Mosthy Agree Strongly Agree
O O O O O O

354 |5 there any feedback you wish ko provide that may help clartly questions for the revision of this survey for fubure
respondents?

C‘l‘!‘l
© tmee

G Add your comments kere:
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Appendix G

Study Two—Scorecard Design and User Evaluation
Survey Instrument: Raw Data
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S
tudy Two: Raw Dat
a

Q12 | Q13 | Q14 | Q1
5

Q10 | Q11

Q9

Q8

Q7

Q6

Q5

Q4

Q3

Q2

Q1
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Q12
Q13
Q14
Q15

Q10 | Q11

Q9

Q8

Q7

Q6

Q5

Q4

Q3

Q2

Q1
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Q12
Q13
Q14
Q15

Q10 | Q11

Q9

Q8

Q7

Q6

Q5

Q4

Q3

Q2

Q1
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Q12
Q13
Q14
Q15

Q10 | Q11

Q9

Q8

Q7

Q6

Q5

Q4

Q3

Q2

Q1
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Q28 | Q29 | Q30

Q22 | Q23 | Q24 | Q25 | Q26 | Q27

Q18 | Q19 | Q20 | Q21

Ql6 | Q17
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Q28 | Q29 | Q30

Q22 | Q23 | Q24 | Q25 | Q26 | Q27

Q18 | Q19 | Q20 | Q21

Ql6 | Q17




338

Q28 | Q29 | Q30

Q22 | Q23 | Q24 | Q25 | Q26 | Q27

Q18 | Q19 | Q20 | Q21

Ql6 | Q17
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Q28 | Q29 | Q30

Q22 | Q23 | Q24 | Q25 | Q26 | Q27

Q18 | Q19 | Q20 | Q21

Ql6 | Q17
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Q42 | Q43 | Q44 | Q45

Q38 | Q39 | Q40 | Q41

Q32 | Q33 | Q34 | Q35 | Q36 | Q37

Q31
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Q42 | Q43 | Q44 | Q45

Q38 | Q39 | Q40 | Q41

Q32 | Q33 | Q34 | Q35 | Q36 | Q37

Q31
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Q42 | Q43 | Q44 | Q45

Q38 | Q39 | Q40 | Q41

Q32 | Q33 | Q34 | Q35 | Q36 | Q37

Q31
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Q42 | Q43 | Q44 | Q45

Q38 | Q39 | Q40 | Q41

Q32 | Q33 | Q34 | Q35 | Q36 | Q37

Q31
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Q58 | Q59 | Q60

10
10

10

10

10

10

10

10

10

10

Q52 | Q53 | Q54 | Q55 | Q56 | Q57

Q48 | Q49 | Q50 | Q51

Q46 | Q47
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Q58 | Q59 | Q60

10

10

10

10
10

10

10

10

Q52 | Q53 | Q54 | Q55 | Q56 | Q57

Q48 | Q49 | Q50 | Q51

Q46 | Q47
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Q58 | Q59 | Q60

10

10

10

10

10

10

Q52 | Q53 | Q54 | Q55 | Q56 | Q57

Q48 | Q49 | Q50 | Q51

Q46 | Q47
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Q58 | Q59 | Q60

10

10
10

10

Q52 | Q53 | Q54 | Q55 | Q56 | Q57

Q48 | Q49 | @50 | Q51

Q46 | Q47

Note: Q63 is the Dependent Variable
Q53 to Q62 are Demographic Q's
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Q61 | Q62 | Q63
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Q61 | Q62 | Q63
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Q61 | Q62 | Q63




351

Q61 | Q62 | Q63

Note: Q63 is the Dependent Variable
Q53 to Q62 are Demographic Q's
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Human Subjects Institutional Review Board

Date: March 24, 2010

To:  Zella Nora Daisy Jackson Hannum, Student Investigator

From: Amy Naugle, Ph.D., Ghair m/lg,f(\(a/%
Re:  Approval not needed

This letter will serve as confirmation that your project “The Impact of Process Maturity in New
Technology Product Quality for the Development of a Resource Allocation Decision-Making
Tool” has been reviewed by the Human Subjects Institutional Review Board (HSIRB). Based on
that review, the HISIRB has determined that approval is not required for you to conduct this
project because you are studying process quality management systems and you are not collecting
private information about individuals. Thank you for your concerns about protecting the rights

and welfare of human subjects.

A copy of your protocol and a copy of this letter will be maintained in the HSIRB files.

Walwood Hall, Kalamazoo, MI 49008-5456
PHONE: (269) 387-8293 FAX: (269) 387-8276
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Decision-Making Tool.” has been reviewed by the Human Subjects Institutional Review Board
(HSIRB). Based on that review, the HSIRB has determined that approval is not required for you
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CFR 46.102(f)) 2010). You are studying process quality management systems and not collecting
identifiable information about an individual. Thank you for your concerns about protecting the
rights and welfare of human subjects.

Human Subjects Institutional Review Board
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PHONE: (269) 387-8293 FAX: (269) 387-8276



BIBLIOGRAPHY

Achen, C.H. (1982)interpreting and Using Regressiadewbury Park, CA: Sage University
Papers.

Adams, R., Bessant, J., and Phelps, R. (2006)vatian Management Measurement: A Review.
International Journal of Management Revig®€l), 21-47.

Agostino, D., and Arnaboldi, M. (2012). Design Issun Balanced Scorecards: The “What” and
“How” of Control. European Management Journ&vailable online, March 6, 2012.

Ahire, S.L., Golhar, D.Y., and Waller, M.A. (199®&)evelopment and Validation of TQM
Implementation ConstructBecision Scienceg7, 23-56.

Ahn, H. (2001). Applying the Balanced Scorecard €amt: An Experience Repottong Range
Planning 34(4), 441-461.

Akkermans, H.A., and van Oorschot, K.E. (2005, AsiyjuRelevance Assumed: A Case Study of
Balanced Scorecard Development Using System Dyrsaioiarnal of the Operational
Research Societp, 931-941.

Aleamoni, L.M. (1976). The Relation of Sample Siaeghe Number of Variables in Using Factor
Analysis Technique€ducational and Psychological Measureme3, 879-883.

Amabile, T.M., Conti, R., Coon, H., Lazenby, J.daterron, M. (1996). Assessing the Work
Environment for CreativityAcademy of Management Journa9, 1154-1184.

Amaratunga, D., Sarshar, M., and Baldry, D. (2062pcess Improvement in Facilities
ManagementBusiness Process Management JourBéd), 318-338.

Anderson, N., and West, M.A. (1996). The Team Cleriaventory: Development of the TCI
and Its Applications in Teambuilding for Innovatness European Journal of Work and
Organizational Psychologyp, 53-66.

Anderson, N.R., and West, M.A. (1998). Measuringn@te for Work Group Innovation:
Development and Validation of the Team Climate hteey. Journal of Organizational
Behavior 19, 235-258.

Anderson-Sprecher, R. (1994). Model comparisonsRin@ihe American Statisticiad8(2),
113-117.

Anonymous. (1997, May/June). Core competences &l Research Technology
Management40(3), 60-61.

Ansoff, H. (1957). Strategies for Diversificatiddarvard Business Review5(5), 113-124.

355



356

Antonic, B., and Hirsch, R.D. (2001). Intraprenduips Construct Refinement and Cross-Cultural
Validation.Journal of Business Venturing6, 495-527.

Antonic, B., and Hirsch, R.D. (2004). Corporatergépteneurship Contingencies and
Organizational Wealth Creatiodournal of Management Developme2B(6), 518-550.

Aranda, C., and Arellano, J. (2010). Consensud.amdStructure in Strategic Performance
Measurement Systems: A Field Studgurnal of Management Accounting Resea&h
271-299.

Ashton, R. (1982). Human Information Processing@counting.American Accounting
Association Conference Proceedin§arasota, FL.

Baggaley, A.R. (1983). Deciding on the Ratio of Nhemof Subjects to Number of Variables in
Factor AnalysisMultivariate Experimental Clinical Research(2), 81-85.

Bailey, W. D., Bilke, T., Xia, J., Rodchua, S., &idn, J. W. (2006). Quality Model in Web-
Based Distance Learning: A Case Stuthurnal of Industrial Technology2(4), 19-34.

Baldridge. (1987), Department of Commerce, Natidnsiitute of Standards and Technology,
Federal Register74(93).

Bamford, R., and Deibler, W. (1993). Comparing, Casting ISO 9001 and the SEI Capability
Maturity Model.Computey 26(10), 68-70.

Barrett, P.T., and Kline, P. (1981). The ObservatmVariable Ratio in Factor Analysis.
Personality Study and Group Behayidr 23-33.

Beach, L., and Mitchell. (1978). A Contingency Mbtte the Selection of Decision Strategies,
Academy of Management Revj&y439-449.

Bentler, P.M., and Bonett, D.G. (1980). Significarieests and Goodness of Fit in the Analysis
of Covariance StructureBsychological Bulletin88, 588-606.

Bergeron, F., Raymond, L., and Rivard, S. (200#9al Patterns of Strategic Alignment and
Business Performanciformation & Management1, 1003-1020.

Bettman, J., and Kakkar, P. (1977). Effects of infation Presentation Format on Consumer
Information Acquisition Strategiedpurnal of Consumer Researd),233-240.

Blair, M. (1995).Ownership and Control: Rethinking Corporate Goveroa for the Twenty-
First Century Washington, D.C.: Brookings Institution.

Blaydon, C., Keogh, W., and Evans, G., (1999). Mgne| Skills in R&D Based New
Technology Based Firms Assisting Managers to Managernational Journal of
Entrepreneurial Behavior & Research(4), 173-181.

Bogananno, M. (2008, January/February). Why theuBa#d Scorecard Is Just as Effective for
Small and Medium-Sized FirmBalanced Scorecard Report



357

Bohrnstedt, G. (1983). MeasurementAlidandbook of Survey Researelds. P. Rossi, J.
Wright, and A. Anderson. San Diego, CA: AcademysBre

Booz-Allen and Hamilton, Inc. (1982)lew Product Management for the 1980&ew York:
Booz-Allen and Hamilton.

Bossidy, L., and Charan, R. (200Execution: The Discipline of Getting Things Dohew
York City: Crown Business.

Bourque, L. B., and Fielder, E. P. (1998pw to Conduct Self-administered and Mail Surveys
Thousand Oaks, CA: Sage Publications.

Bourque, L. B, Fielder, E. P., and Fink, A. (2003w to Conduct Telephone Surveys
Thousand Oaks, CA: Sage Publications.

Boyer, K., and McDermott, C. (1999). Strategic Garsus in Operations Strategpurnal of
Operations Managemerity, 289-305.

Brewer, P. (2002). Putting Strategy into the Baégh8corecardstrategic Finance83(7), 44-52.

Brooks, G.P., and Barcikowski, R.S. (1999). ThecRien Efficacy Analysis for Regression
Sample Size Methodmerican Educational Research Associatidpril 19-23, 1999.

Brown, M.G. (1996)Keeping Score: Using the Right Metrics to Drive WeClass
PerformanceNew York: Productivity Press.

Brun, E., and Saetre, A.S. (2008). Ambiguity Reducin New Product Development Projects.
International Journal of Innovation and Technoldggnagementl2, 573-596.

Bulkeley, W. (2010). Green Concrelieechnology Revievit13(3), 56.

Bullard, G.W. (2004). Using Consultation in Stratéyanning Review and Expositp80(4),
561-569.

Burgelman, R.A. (2002)trategy Is Destiny: How Strategy-Making Shapesm@any’s
Future New York: The Free Press.

Burgelman, R.A., and Sayles, L.R. (198@)ide Corporate InnovatiorNew York: Free Press.

Burgelman, R.A., and Valikangas, L. (2005). Mangdimernal Corporate Venturing Cycles.
MIT Sloan Management Revied§(4), 26-34.

Burney, L., and Swanson, N. (2010). The Relatignletween Balanced Scorecard
Characteristics and Managers’ Job Satisfactionrnal of Managerial Issueg2(2), 166-
181.

Butler, A., Letza, S.R., and Neale, B. (1997). lumikthe Balanced Scorecard to Stratdgyng
Range Planning30(2), 242-253.



358

Campbell, D.T., and Fiske, D.W. (1959, March). Gengent and Discriminant Validation by the
Multitrait-Multimethod Matrix.Psychological Bulletin56(2), 81-105.

Campbell, G. (1989). Abstraction-Based Reuse Réepiest Proceedings AIAA Computers in
Aerospace VII Conferenca68-373.

Carmines, E.G., and Zeller, R.A. (199Bkliability and Validity Assessmeiithousand Oaks,
CA: Sage Publications.

Cattell, R.B. (1966). The Scree Test for the NundidfactorsMultivariate Behavioral
Researchl, 629-637.

Chan, J.O. (2005). Enterprise Information Systetrat&yy and Planningournal ofAmerican
Academy of Business(2).

Chan, Y.E., Huff, S.L., Barclay, D.W., and CopelaBdG. (1997). Business Strategic
Orientation, Information Systems Strategic Oriantatand Strategic Alignment.
Information System Resear@{(2).

Chapman, R.L., O'Mara, C.E., Rouchi, S., and Co0(2001). Continuous Product
Innovation.Measuring Business Excellens€3), 16-23.

Chen, J., and Tong, L. (2004). The Knowledge Mamegg Mechanism in CoPS Innovation.
Proceedings of International Engineering Managen@omferencépp. 651-655), October
18-21, Singapore.

Cheng, Y.T., and Van de Ven, A.H. (1996). Learrtimg Innovation Journey: Order out of
Chaosrganization Sciencé,(6), 593-614.

Chenhall, R., and Langfield-Smith, K. (2007). Mpl& Perspectives of Performance Measures.
European Management Journ&5(4), 266-282.

Chenhall, R.H. (2005). Integrative Strategic Perfance Measurement Systems, Strategic
Alignment of Manufacturing, Learning, and Strate@ietcomes: An Exploratory Study.
Journal of Accounting, Organizations, and Soci&y(5), 395-422.

Chiesa, V., Coughlan, P., and Voss, A. (1996). Bmraent of a Technical Innovation Audit.
Journal of Product Innovation Managemgeh8, 105-136.

Chrissis, M., Konrad, M., and Shrum, S. (20@3)I1MI: Guidelines for Process Integration and
Product ImprovemeniNew York: Addison-Wesley.

Christensen, L. (2002). Introduction to Buildingiiaear Regression Modelhe Goodyear Tire
and Rubber Company White Papakron, Ohio.

Ciborra, C. (2000). From Control to Drift: the Dynis of Corporate Information
InfrastructuresOxford University Press

Ciborra, C., and Jelassi, T. (1998jrategic Information Systems: A European Perspedtiew
York: Wiley.



359

Clark, B. (2000). Quantifying the Effects on EffoftSoftware Process MaturitfEEE Software
Journal, 17(6), 65-70.

Coallier, F. (1994). How ISO 9001 Fits into the 3@fre World.IEEE Software11(1), 98-100.

Caobbold, I., and Lawrie, G. (2002). The Developmerthe Balanced Scorecard as a Strategic
Management TooPerformance Management Association.

Cohen, J. (1988ptatistical Power Analysis for the Behavior Scier{@” ed.). Hillsdale, NJ:
Erlbaum.

Cohen, J. (1992). A Power Prim&sychological Bulletin112, 155-159.

Cook, D., and Campbell, D. (197@Quasi-Experimentation: Design and Analysis Issoes f
Field SettingsChicago: Rand McNally.

Cooper, R. (1990). Stage-Gate Systems: A New TaraVianaging New ProductBusiness
Horizons 33(3), 44-54.

Cooper, R.G., Edgett, S.J., and Kleinschmidt, £0J04a). Benchmarking Best NPD Practices—
|. Research Technology Managemeit(1), 1-43.

Cooper, R.G., Edgett, S.J., and Kleinschmidt, 20J04b). Benchmarking Best NPD Practices—
Il. Research Technology Managemei(3), 50-59.

Cooper, R.G., Edgett, S.J., and Kleinschmidt, £0J04c). Benchmarking Best NPD Practices—
lll. Research Technology Managemeii(6), 43-55.

Cooper, R.G., Edgett, S.J., and Kleinschmidt, £J07). Winning Businesses in Product
Development: The Critical Success Fact&ssearch Technology Manageméiti(3), 52-
66.

Cortada, W. (1995)IQM for Information Systems Management: Qualityddces for
Continuous Improvementlew York: McGraw-Hill.

Cragg, P., King, M., and Hussin, H. (2002). IT Alrgent and Firm Performance in Small
Manufacturing FirmsJournal of Strategic Information Systerig, 109-132.

Cronbach, J. (1971). Test Validation. In R.L. Thiike (Ed.),Educational Measurementa™
ed.). Washington D.C.: American Council on Eduaatio

Cronbach, L.J. (1951). Coefficient Alpha and thieinal Structure of TestBsychometrikal6,
297-334.

Cronbach, L.J., Gleser, G., Nanda, H., and RajamajmMN. (1972)The Dependability of
Behavioral Measurements: Theory of GeneralizabftityScores and Profile®New York:
Wiley.

Crosby, P.B. (1979 uality Is Free New York: McGraw-Hill.



360

Croteau, A., and Bergeron, F. (2001). An Informafiechnology Trilogy: Business Strategy,
Technological Deployment and Organizational Pereoroe Journal of Strategic
Information Systemd.0, 77-99.

Crown Castle International. 2005. The Balanced &=nd Hall of Fame Profile Seridsarvard
Business School Publishing and Balanced Scorecatidl@rative 1.

Czaja, R., and Blair, J. (2009)esigning Surveys: A Guide to Decisions and Prooesi{2nd
ed.). Thousand Oaks, CA: Pine Forge Press.

Davenport, T., Harris, J.G., Delong, D.W., and dsom, A.L. (2001). Data to Knowledge to
Results: Building and Analytical Capabilitgalifornia Management Review3, 117-138.

Davenport, T., and Short, J. (1990). New Industritdrmation Technology and Business
Process RedesigBloan Management Reviedd (4), 11-27.

David, F. (2008)Strategic Management: Conceg1s"” ed.). Upper Saddle River, NJ: Prentice
Hall.

Davis, S., and Albright, T. (2004). An Investigatiof the Effect of Balanced Scorecard
ImplementationManagement Accounting Researth(2), 135-153.

de Leeuw, E.D. (1992). Data Quality in Mail, Teleple, and Face-to-face Surveys. Amsterdam:
TT-Publicaties.

de Leeuw, E.D. (2005). To Mix or Not to Mix Data lléation Modes in Survey3.he Journal of
Official Statistics21(2), 233-255.

DeCoster, J. (1998Dpverview of Factor Analysi®Retrieved January 12, 2011, from
http://www.stat-help.com/notes.html

DelLone, W., and McLean, E. (1992). Information $yss Success: The Quest for the
Dependent Variablénformation Systems Resear&{l), 60-95.

Delta Dental of Kansas. 2007. Balanced Scorecalidofieame Report 200Harvard Business
School Publishing and Balanced Scorecard Collaboeatl7.

Deming, W.E. (1982). Quality, Productivity, and Quetitive PositionMassachusetts Institute
of Technology Center for Advanced Engineering StGaynbridge, MA.

Deming, W.E. (1994)The New Economics: For Industry, Government, anacEtion.
Cambridge, MA: MIT Press.

Denscombe, M. (2006). Web-Based Questionnaireshenode Effect: An Evaluation Based
on Completion Rates and Data Contents of Near-icerfQuestionnaires Delivered in
Different ModesSocial Science Computer Revj&#(2), 246-254.

Desselle, S.P. (2005). Construction, Implementadioth Analysis of Summated Rating Attitude
ScalesAmerican Journal of Pharmaceutical Educati@®, 1-5.



361

Dillman, D.A., and Christian, L.M. (2003). Surveyoldle as a Source of Instability in Responses
Across Surveys. Revised version of a paper predextdhe Workshop on Stability of
Methods for Collecting, Analyzing and Managing Habata, American Academy of Arts
and Sciences, Cambridge, MA, March 27, 2003.

Dillman, D.A., Smyth, J., and Christian, L.M. (2Q0mternet, Mail, and Mixed Survey: The
Tailored Design Metho@®" ed.). Hoboken, NJ: John Wiley & Sons.

Dorf, R., and Byers, T. (2004)echnology Ventures: From Idea to Enterprisew York:
McGraw-Hill.

Doss, D.A., and Kamery, R. (2006). Adapting the &ality Maturity Model (CMM) to
Unrelated Industries as a Process Maturity Framlewidlied Academies International
Conference Proceeding&cademy of Educational Leadership.

Dougherty, D., Borrelli, L., Munir, K., and O’'Swian, A. (2000). Systems of Organizational
Sensemaking for Sustained Product Innovationrnal of Engineering and Technology
Managementl7, 321-355.

Dougherty, D. and Hardy, C. (1996). Sustained Pebthnovation in Large, Mature
Organizations: Overcoming Innovation-to-OrganizatitroblemsAcademy of
Management JournaB9(5), 1120-1153.

Easingwood, C., Moxey, S., and Capleton, H. (20Bénging High Technology to Market:
Successful Strategies Employed in the Worldwideviare IndustryJournal of Product
Innovation Managemeng3, 498-511.

Eccles, R.G., and Pyburn, P.J. (1992, Octobertitrg a Comprehensive System to Measure
PerformanceManagement Accountin@)S), pp. 41-44.

Editors. (2010). Fan Packechnology Review,13(3), 28.

Eggleton, I.R.C., Knipping, P., and McCulloch, B992).Schematic Faces and the
Communication of Multivariate Financial Informatiam a Bankruptcy Prediction Task.
Unpublished Working Paper, University of Westerrsfalia.

Esposito, J. L. (2002 Novembemteractive, Multiple-Method Questionnaire Evaluati
Research: A Case Studaper presented at the International Conferen@uestionnaire
Development, Evaluation, and Testing (QDET) Methd&isarleston, SC.

Executive Brief. (2008)Pairing CMMI and Six Sigma for Optimal ResuRetrieved June 10,
2010, from http://www.executivebrief.com

Farr, J.N., Jenkins, J.J., and Paterson, D. G.1(1®6tober). Simplification of Flesch Reading
Ease FormulaJournal of Applied Psycholog®5(5), 333-337.

Fast, N. (1981). Pitfalls of Corporate VenturiRpsearch Managemer4(2), 21-24.

Few, S. (2006)Information Dashboard Design: The Effective VisGaimmunication of Data
Sabastopol, CA: O'Reilly Media, Inc.



362

Fink, A. (2008) How to Conduct Surveys: A Step-by-Step Gde ed.). Thousand Oaks, CA:
Sage Publications.

Flesch, R. (1948). A New Readability Yardstidkurnal of Applied Psycholog®2, 221-233.

Fotopoulos, C., and Psomas, E. (2008). The Imdd&ait” and “Hard” TQM Elements on
Quality Management Resultsiternational Journal of Quality and Reliability
Management26(2), 150-163.

Fraser, M., and Vaishnavi, V. (1997, December).ofnkal Specifications Maturity Model.
Journal of Communications of the ACHD(12), 95-103.

Freeman, J., and Engel, J. (2007). Models of InnowaStart-ups and Mature Corporations,
Journal of California Management Revie¥{50), 21-111.

Gajalakshmi, V., Peto, R., Kanaka, T.S., and Jh&®3). Smoking and Mortality from
Tuberculosis and Other Diseases in India: RetrdseStudy of 43,000 Adult Male
Deaths and 35,000 Controlsancet,362, 507-515.

Garcia-Valderrama, T., Mulero-Mendigorri, E., aneMBelta-Bordoy, D. (2009, August 1).
Relating the Perspectives of the Balanced Scordoai®&D by Means of DEA.
European Journal of Operational Resear&l®6(3), 1177-1189.

Gliem, J.A., and Gliem, R.R. (2003}alculating, Interpreting, and Reporting Cronbacikpha
Reliability Coefficient for Likert-Type Scalddidwest Research-to-Practice Conference in
Adult, Continuing, and Community Education, The @Btate University, Columbus: OH.
Retrieved October 23, 2010, from https://scholaksaupui.edu/bitstream/handle/
1805/344/Gliem+&+Gliem.pdf?sequence=1

Glover, F., Kelly, J., and Laguna, J. (2000he Optquest Approach to Crystal Ball Simulation
Optimization.Bolder, CO: Graduate School of Business, UnivgigitColorado. Retrieved
November 10, 2010, from:http://www.citeseerx.ist.jpslu/viewdoc/download
?doi=10.1.1.127

Green, S.B. (1991). How Many Subjects Does It TiakBo a Regression Analysidfultivariate
Behavioral Researct?26, 499-510.

Greene, J., Speizer, H., and Witala, W. (2008, traty). Telephone and Web: Mixed-Mode
ChallengeHealth Service Research3(1, Pt.1), 230-248.

Griffin, A. (1997). PDMA Research on New Productv@l®pment Practices: Updating Trends
and Benchmarking Best Practicdsurnal of Product Innovation Managemed, 429-
458.

Griffin, B.W. (2005).Cronbach’s Alpha (Measure of Internal Consisten&dvanced
Educational ResearchRetrieved October 22, 2010, from http://www.bvfgricom/gsu/
courses/edur9131/content/cronbach/cronbachs_alphaamhtm



363

Griliches, Z. (1990). Patent Statistics as Econdmlecators: A SurveyJournal of Economic
Literature, 28, 1661-1707.

Groves, R.M. (1987). Research on Survey Data Qu&liiblic Opinion Quarterly51, 156-172.

Guadagnoli, E., and Velicer, W.F. (1988). Relatdrtsample Size to the Stability of Component
PatternsPsychological Bulletin103, 265-275.

Hair, J.F., Anderson, R.E., Tatham, R.L., and BJ&kC. (1992) Multivariate Data Analysis
(3% ed.). New York: Macmillan Publishing Company.

Hannum, Z., and Lyth, D. (2010). Is CMMI an Applta Framework that Can Be Used to
Improve New Technology Venture Processgational Consortium of Inventors and
Innovators Alliance 2010 Conference Proceedjr&mn Francisco, CA. Retrieved April 12,
2010, from http://nciia.org/sites/default/files/¢@d10papers/jackson.pdf

Harry, M., and Schroeder, R. (2008)x Sigma: The Breakthrough Management Strategy
Revolutionizing the World’s Top Corporatiori¢ew York: Doubleday Division of
Random House.

Harter, D., Krishnan, M., and Slaughter, S. (20@)ects of Process Maturity on Quality, Cycle
Time, and Effort in Software Developmehtformation Systems Reseaydit(4), 451-466.

Harter, D., and Slaughter, S. (2003). Quality Iny@rment and Infrastructure Activity Costs in
Software Developmenkanagement Sciencd9(6), 784-796.

Hatcher, L. (1994)A Step-by-Step Approach to Using the SAS(R) Systdractor Analysis
and Structural Equation Modelin@ary, NC: SAS Institute.

Havelka, D. (2003). A User-Oriented Model of Fasttirat Affect Information Requirements
Determination Process Qualitypformation Resources Managemeh®(4), 15-32.

Hayes, R. (1985, November/December). Strategicriigrorward in Reversélarvard
Business Revievpp. 139-143.

Henderson, J.C., and Venkatraman, N. (1999). $fiafdignment: Leveraging Information
Technology for Transforming OrganizatiomBM Systems JournaB8(1).

Hendricks, K., Menor, L., and Wiedman, C. (2004)eBalanced Scorecard: To Adopt or Not to
Adopt?lvey Business Journab9(2).

Higgins, J.M. (1995). Innovation: The Core CompeteRlanning Review23(6), 32-35.

Hill, R.C., and Levenhagen, M. (1995) Metaphors Btehtal Models: Sensemaking and
Sensegiving in Innovative and Entrepreneurial Agés. Journal of Managemen®1,
1057-1074.

Hitt, M., Keats, B., and DeMarie, S. (1998). Navigg in the New Competitive Landscape:
Building Strategic Flexibility and Competitive Advage in the Z1Century.The



364

Academy of Management Executive (now Academy caddament Perspectived)2(4),
22-42.

Hornsby, J.S., Kuratko, D.F., and Zahra, S.A. (Q08HEddle Managers’ Perception of the
Internal Environment for Corporate EntrepreneurshAgsessing a Measurement Scale.
Journal of Business Venturingy7, 253-273.

Hubbard, D. (2007)Xow to Measure Anything: Finding the Value of Irgdoles in Business
Hoboken, NJ: John Wiley & Sons.

Huselid, M. A., Becker, B. E., and Beatty, R. WO@8). The Workforce Scorecard: Managing
Human Capital to Execute Strateddoston: Harvard Business School Press.

Hutchinson, H. (2006). Mature Appraisadburnal ofMechanical Engineeringl,28(1), 9-10.

Industrial Research Institute. (2010). Member Li&trieved May 11, 2010, from
http://www.iriweb.org/Public_Site/Navigation/IRl_M&ership/Member_Company_Roste
r.aspx

Inmon, B. (2004). Measuring Time in the Data Wared®DM Review 14 (10).

Inmon, W.H., Welch, J.D., and Glassey, K.L. (199%&anaging the Data Warehousdoboken,
NJ: John Wiley & Sons, Inc.

loppolo,G., Saija,G., and Salomone, R. (2012). Iprag a Territory Balanced Scorecard
Approach to Manage Projects for Local Developmé&nto Case Studies.and Use
Policy, 29(3), 629-640.

Issac, G., Chandrasekharan, R., and Anantharmd@0B3). Do Quality Certifications Improve
the Software Industry’s Operational Performang&® Software Quality Professional
6(1), 30-37.

Ittner, C., and Larcker, D. (1998). Innovationserformance Measurement: Trends and
Research Implicationgournal of Management Accounting Reseadd) 205-238.

Jackson, Z., and Lloyd, J., (2006). Visionary Eegiring Innovation for Entrepreneubgational
Consortium of Inventors and Innovators Alliance @osence Proceeding®p. 143-150)
Portland, OR.

Johnson, D., and Brodman, J. (2000, July/Augustplying CMM Project Planning Practices to
Diverse EnvironmentdEEE Software Journapp. 40-47.

Johnson, R., and Wichern, D. (200&pplied Multivariate Statistical Analysi&lpper Saddle
River NJ: Pearson Prentice Hall.

Joseph, I.N., Rajendran, T., Kamalanabhan, and thagaman, R. (1999). Organizational
Factors and Total Quality Management: An Empirsidy.International Journal of
Production Researcig7, 1337-1352.

Juran, J. (1992)luran on the Quality of DesigiNew York: The Free Press.



365

Kahn, K.B., Barczak, G., and Moss, R. (2006). Pectipe: Establishing a NPD Best Practices
FrameworkJournal of Product Innovation Managemep8, 106-116.

Kaiser, H.F. (1960). The Application of Electro@omputers to Factor Analysisducational
and Psychological Measuremeg@0, 141-151.

Kaplan R.S., and Norton, D.P. (1992). The Balarfsearecard - Measures That Drive
PerformanceHarvard Business Review0(1).

Kaplan, R.S., and Norton, D. P. (1993). PuttingBlaéanced Scorecard to Worlarvard
Business Review1(5).

Kaplan, R. S., and Norton, D. P. (1996H)e Balance Scorecard: Translating Strategy into
Action Boston: Harvard Business School Press.

Kaplan, R.S., and Norton, D.P. (1996b). Strategarhing and the Balanced Scorec&tategy
& Leadership 24(5), 18-24.

Kaplan, R.S., and Norton, D.P. (1996c). Using tiaéaBced Scorecard as a Strategic
Management Systerilarvard Business Review4(1).

Kaplan, R.S., and Norton, D.P. (2000). Having Tteukith Your Strategy? Then Map It.
Harvard Business Review8(5), 167-176.

Kaplan, R.S., and Norton, D.P. (2001a). Balancéaeut Profit.Financial Managementl, 23-
26.

Kaplan, R.S., and Norton, D.P. (2001b). The Strategcused Organizatiostrategy &
Leadership29(3), 41-42.

Kaplan, R.S., and Norton, D.P. (2001c). Transfogrilte Balanced Scorecard from Performance
Measurement to Strategic Management: Pattounting Horizons15(1), 87 -104.

Kaplan, R.S., and Norton, D. P. (2001d). Transfagrhe Balanced Scorecard from
Performance Measurement to Strategic Managemeritll PAccounting Horizons15(2),
147-160.

Kaplan, R.S., and Norton, D. P. (200IE)e Strategy-Focused Organization: How Balanced
Scorecard Companies Thrive in the New Businesg@&nwient Boston: Harvard Business
School Press.

Kaplan, R.S., and Norton, D. (200&trategy Maps: Converting Intangible Assets intadible
OutcomesBoston: Harvard Business School Publishing Corpamat

Kaplan, R.S., and Norton, D.P. (2005, July/AuguBkle Balanced Scorecard: Measures that
Drive PerformanceHarvard Business Reviewp. 172-180.

Karathanos, D., and Karathanos, P. (2005). ApplitregBalanced Scorecard to Education.
Journal of Education for Busings®0(4), 222-230.



366

Kelley, D. (2009). Adaptation and Organizationah@ectedness in Corporate Radical
Innovation Programslournal of Product Innovation Managemg6, 487-501.

Keyes, J. (2011)mplementing the Project Management Balanced Semde8oca Raton, FL:
Taylor & Francis Group.

Khatri, V., Vessey, I.,, Ram, S., and Ramesh, VO@0Cognitive Between Conceptual Schemas
and Internal Problem Representation: The Case abs@io-Temporal Conceptual
Schema ComprehensiolEE Transactions on Professional Communicatid8(2), 109-
127.

Khurana, A., and Rosenthal, S.R. (1997). Integggtiie Fuzzy Front End of New Product
DevelopmentSloan Management Revig88, 103-120.

Kim, J.0O., and Mueller, C.W. (19784&jactor Analysis: Statistical Methods and Practical
Issues(Sage University Paper Series on Quantitative Applons n the Social Sciences,
Series no. 07-014). Newbury Park, CA: Sage.

Kim, J.0., and Mueller, C.W. (1978hhtroduction to Factor Analysis: What It Is and Hoav
Do It. (Sage University Paper Series on Quantitative Appions In the Social Sciences,
Series no. 07-013). Newbury Park, CA: Sage.

Kincaid, J.P., Fishburne, R.P., Jr., Rogers, Rahd Chissom, B.S. (1979)erivation of New
Readability Formulas (Automated Readability Indeag Count and Flesch Reading Ease
Formula) for Navy Enlisted Personn&®esearch Branch Report 8-75, Millington, TN:
Naval Technical Training, U. S. Naval Air Statiddemphis, TN.

Koning, G.M.J. de. (2004, July 8). Making the Balad Scorecard Work (Part Gallup
Management JournaRetrieved from http://gmj.gallup.com., 1-4.

Koning, G.M.J. de. (2004, August 12). Making thddd@ed Scorecard Work (Part Ballup
Management JournaRetrieved from http://gmj.gallup.com, 1-3.

Kotovsky, K., Hayes, J., and Simon, H. (1985). Wing Some Problems Hard? Evidence from
Tower of HanoiCognitive Psychologyl7, 248-294.

Kristensen, K., and Westlund, A.H. (2004). AccolneaBusiness Performance Measurement for
Sustainable Business ExcellenBerformance Measurement and Business Results,
15(5/6), 719-734.

Kuei, C.Y. (2004)Implementing Balanced Scorecard in Performance gsssent of the Military
Academies: An Example at ROC Air Force Acaddumpublished master’s thesis, | Shou
University, Kaohsiung, Taiwan.

Kuo, J.S. (2000)Performance Evaluation of Multiple Production PreseMeasuring the
Efficiency of Higher Education Institutions in Taiaw Unpublished doctoral dissertation,
National Taiwan University, Taipei, Taiwan.



367

Kurtzman, J. (1997, February). Is Your Company @stirse? Now You Can Find Out Why.
Fortune,pp. 128-130.

Lai, H.F., Hsieh, C.K., Lin, Y.C., and Wu, K.Y. (28). Under the Architecture of Integrated
Information to Implement Academic Scorecardurnal Technology19(2), 169-177.

Lai, L.H. (2003).The Design and Planning of Balanced Scorecard: AeCatudy of Private
Institute and Technologynpublished master’s thesis, Chung Yuan Christiaivéfsity,
Chung-Li, Tao-Yuan Taiwan.

Langfield-Smith, K. (1997). Management Control 8ys$ and Strategyccounting,
Organizations and Societ22(2), 207-232.

Lederer, A.L., and Sethi, V. (1988). The Impleméotaof Strategic Information Systems
Planning MethodologiedIS Quarterly 12(3).

Lederer, A.L., and Sethi, V. (1996). Key Prescaps for Strategic Information Systems
Planning.Journal of Management Information Systed¥(1).

Leifer, R., O'Connor, G.C., and Rice, M. (2001) plementing Radical Innovation in Mature
Firms: The Role of Hub®A\cademy of Management Executi¥8(3), 102-113.

Letza, S.R. (1996).The Design and ImplementatiotheBalanced Business Scorecard: An
Analysis of Three Companies in PractiBeisiness Process Management Jou2(8)), 54-
76.

Leverington, F., Hockings, M., and Lemos Costal_K(2008) Management Effectiveness
Evaluation in Protected Areas — A Global StuBlypplementary Report No. 1: Overview of
Approaches and Methodologies: Central American &gji Environmental Project
Scorecard EvaluatianThe University of Queensland, Gatton, TNC, WWFCNWCPA,
Australia.

Levine, D., Ramsey, P., and Smidt, R. (20@&Pplied Statistics for Engineers and Scientists
Using Microsoft Excé and Minitaly’(pp. 616-669). Prentice-Hall, Inc.

Libby, R., and Lewis, B. (1982). Human InformatiBrocessing in Accounting: The State of the
Art in 1982.Accounting, Organizations and Societfy 231-285.

Libby, R. (1981) Accounting and Human Information Processiggglewood Cliffs, NJ:
Prentice Hall.

Luftman, J.N., Lewis, P.R., and Oldach, S.H. (1993ansforming the Enterprise: The
Alignment of Business and IT StrategieBM Systems JournaB2(1).

Macala, R., (1996). Managing Domain-Specific, PaeLine DevelopmeniEEE Software
Journal, 13(3), 57-67.

MacCormack, A., and Verganti, R. (2003). Managimg $ources of Uncertainty: Matching
Process and Context in Software Developméouirnal of Product Innovation
Management20, 217-232.



368

MacKay, D.B., and Villareal, A. (1987). Performarigiferences in the Use of Graphic and
Tabular Displays of Multivariate DatBecision Scienced8(4), 535-546.

Manzoni, L., and Price, R. (2003). Identifying Ex$e@ns Required by RUP to Comply with
CMM Levels 2 and 3lEEE Transactions on Software Engineeri@§(2), 181-192.

Maskell, B. (1991)Performance Measurement for World Class ManufaomrA Model for
American Companie€ambridge, MA: Productivity Press.

McGrath, D. (2005)Comparison of Data Obtained by Telephone Versug Faéace Response
in the U.S. Consumer Expenditures Suraper presented at the Joint Statistical
Meetings, Minneapolis, MN.

Miles, R.E., and Snow, C. C. (1978&rganizational Strategy: Structure and Procedsw
York: McGraw-Hill.

Mintzberg, H. (1991). The Innovative OrganizatibmH. Mintzberg and J.B. Quinn (EdsThe
Strategy Process: Concepts, Contexts, C&2B®d., pp. 731-746). Englewood Cliffs, NJ:
Prentice Hall.

Mintzberg, H. (2005)Managers Not MBA'’s; A Hard Look at the Soft Praetaf Managing and
Management Developmehtew York: Berrett-Koehler Publishers.

Morel, L., and Boly, V. (2006). New Product Devetognt Process (NPDP): Updating the
Identification Stage Practicdsiternational Journal of Product Developmen2B 232-
251.

Morgan, B., and Wilson VanVoorhis, C. (2007). Urelanding Power and Rules of Thumb for
Determining Sample SizeSutorials in Quantitative Methods for Psychology2), 43-50.

Moriarity, S. (1979). Communicating Financial Irmfeation Through Multidimensional
GraphicsJournal of Accounting Researchr, 205-224.

Morris, M.H., and Kuratko, D.F. (2002L.orporate Entrepreneurship: Entrepreneurial
Development within OrganizationSort Worth, TX: Harcourt College Publishers.

Mulvenon, S.W., and Turner, R.C. (2008king SAS8 to Conduct Pilot Studies: An Instructor’s
Guide.Retrieved November 2, 2010 from http://www2.sasupvoceedings/sugi24/
Stats/p269-24.pdf

Naranjo, J. (2009Jnpublished Meeting NoteKalamazoo, MI: Western Michigan University,
Rood Hall.

Narayan, S., and Vessey, |. (1994). MultivariateéeDRepresentation and Human Judgment: A
Cognitive Fit Perspectiv®ecision Science5(5-6), 795-824.

Netemeyer, R.G., Bearden, W.O., and Sharma S. §28083ling Procedures: Issues and
Applicatiors. London: Sage.

Neter, J., et al. (1990&)pplied Linear Statistical Modelpp. 113-133). Richard D. Irwin, Inc.



369
Neter, J., et al. (1990bA\pplied Linear Statistical Mode(pp. 776-777). Richard D. Irwin, Inc..

Newell, A., and Simon, H. (19725luman Problem Solvingenglewood Cliffs, NJ: Prentice-
Hall, Inc.

Newitz, A. (2010). Smart Phones Will Take 3-D Maraam; Mobile 3-DTechnology Review
113(3), 50-51.

Newkirk, H. E., Lederer, A. L., and Srinivasan,(2003). Strategic Information Systems
Planning: Too Little or Too Muchfournal of Strategic Information Systeri®,201-228.

Newman, D., Lavelle, J., and Eschenbach, T. (2dB8)yineering Economic Analys@Oth ed.),
New York: Oxford University Press.

Newman, |., and Newman, C. (2000). A Discussioha# R-squares: Concerns and Uses.
Educational Research Quarterl®4(2), 3-9.

Nibbelin, M., Bailey, C., and Zmud, R. (1992). Ti#ect of Mode of Information Presentation
and Perceptual Skill on Bon Rating Change Decisiddgances in Accountind0, 159-
174.

Niven, P.R. (2002)Balanced Scorecard: Step-by-Stéfoboken, NJ: John Wiley & Sons, Inc.

Niven, P.R. (2005)Balanced Scorecard Diagnostics: Maintaining MaximBerformance
Hoboken, NJ: John Wiley & Sons, Inc.

Niven, P.R. (2006)Balanced Scorecard Step-By-Step: Maximizing Perdoce and
Maintaining ResultsHoboken, NJ: John Wiley & Sons, Inc.

Norland-Tilburg, E.V. (1990). Controlling Error Evaluation Instrumentgournal of Extension
28(2). Retrieved October 22, 2010 from http://wvoe.prg/joe/1990summer/tt2.html

Nunnaly, J. (1978)Psychometric Theor§2™ ed.). New York: McGraw-Hill.

NuStats. (2004). Household Diary Study for the EaiStates Postal Service (USPS). Retrieved
July 20, 2010, from http://wwwustats com/mixedmodeinfo.htm

O’Connor, G., and De Martino, R. (2006). OrganiziagRadical Innovation: An Exploratory
Study of the Structural Aspects of Radical InnavatManagement Systems in Large
Established Firmslournal of Product Innovation Manageme®8, 475-497.

O’Connor, G., Paulson, A., and De Martino, R. (20@ganizational Approach to Building a
Radical Innovation Dynamic Capabilityhternational Journal of Dynamic Technology
Management44(1/2), 179-204.

Oliveira, J. (2001). The Balanced Scorecard: Ardrdtive Approach To Performance
Evaluation Healthcare Financial ManagemerRetrieved January 11, 2011, from
http://findarticles.com/p/articles/mi_m3257/is_5/&575215154/



370

Olve, N., Petri, C., and Roy, J. (2004). Twelve Mdaater: Understanding and Realizing the
Value of Balanced Scorecardgey Business Journab8(5).

Olve, N., Petri, C., Roy, J., and Roy, S. (20083king Scorecards Actionabl&ngland: John
Wiley and Sons.

Olve, N., Roy, J., and Wetter, M. (1998erformance Drivers: A Practical Guide to Using the
Balanced Scorecard&England: John Wiley & Sons.

Orientation, Information Systems Strategic Origntatand Strategic Alignmeninformation
System Researc8(2).

Otley, D. (1999). Performance Management: A Franmgviar Management Control Systems
ResearchManagement Accounting ReseartB(4), 363-382.

Pall, G.A. (1987)Quality Process Managemertinglewood Cliffs, NJ: Prentice-Hall.

Papalexandris, A., loannou, G., Prastacos, G.Saneérquist, K., (2005). An Integrated
Methodology for Putting the Balanced Scorecard Atton. European Management
Journal, 23(2), 214-227.

Parasuraman, A., Zeithaml, V. A., and Berry, L(1988). SERVQUAL: A Multiple-item Scale
for Measuring Consumer Perceptiodsurnal of Retailing, 6d.), 12.

Parasuraman, A, Zeithaml, V. A., and Berry, L.1994). Alternative Scales for Measuring
Service Quality: A Comparative Assessment BaseBsythometric and Diagnostic
Criteria.Journal of Retailing, 7(B), 201.

Parsons, G. L. (1983). Information Technology: ANNeompetitive WeaporSloan
Management Reviei5(1).

Parthasarthy, R., and Hammond, J. (2002). Produmoiviation Input and Outcome: Moderating
Effects of the Innovation Proceskurnal of Engineering and Technology Management
19, 75-91.

Patterson, F. (2003nnovation Potential IndicatorAvailable at: www.opp.co.uk

Paulk, M., Curtis, B., Chrissis, M.B., and Webery((1993).Capability Maturity Models for
Software, Version 1.1, Technical Rep@MU/SEI-93-TR-024. Carnegie Mellon
University. Pittsburgh: PA: Software Engineeringtltute.

Paulk, M.C. (2004). Surviving the Quagmire of Psx&lodels, Integrated Models, and
StandardsAnnual Quality Congress Proceedings, 429-438.

Pedhazur, E.J., and Schmelkin, L.P. (198%19asurement, Design, and Analysildlsdale, NJ:
Erlbaum.

Person, R. (2009Balanced Scorecards and Operational Dashboards Wittrosoff’ Excef.
Indianapolis, IN: Wiley Publishing, Inc.



371

Peters, T. (1994Key to Innovation: Stop Planning and Get Start®&lahoma City: OK:
Journal Record.

Peterson, A. (1998W. K. Kellog Foundation Evaluation Handbodattle Creek, MI: W. K.
Kellogg Foundation.

Pett, M.A., Lackey, N.R., and Sullivan, J.J. (2008xking Sense of Factor Analysis: The Use of
Factor Analysis for Instrument Developmenhousand Oaks: CA: Sage Publications.

Phillips, M., and Shrum, S. (2000, September). ingaan Integrated CMM for Systems and
Software EngineeringCrossTalk, The Journal of Defense Software Enginge2000, 26.

Porter, M. (1998)Competitive Strategy: Techniques for Analyzing stides and Competitors
New York: The Free Press.

Porter, M.E., and Millar, V.E. (1985). How Infornah Gives You Competitive Advantage.
Harvard Business Review3(4).

Prahalad, C.K., and Hamel, G. (1990, May-June). Chee Competence of the Corporation.
Harvard Business Revigpp. 79-91.

Prastacos, G.P., Soderquist, K., Spanos, Y., arnssévove, L.V. (2002). An Integrated
Framework for Managing Change in the New CompetitiandscapeEuropean
Management JournaP0(1), 55-71.

Radhakrishna, R.B. (2007). Tips for Developing @edting Questionnaires/Instruments.
Journal of Extensiom5(1). Tools of the Trade 1TOTRetrieved April 18, 2010, from
Www.joe.org

Rahman, S., and Bullock, P. (2005). Soft TQM, H&E@M, and Organizational Performance
Relationships: An Empirical Investigatio@mega 33(1), 73-83.

Ramanujan, S., and Kesh, S. (2004). Comparisomoirtedge Management and CMM/CMMI
ImplementationJournal of American Academy of Businef4/2), 271-283.

Rapert, M., Velliquette, A., and Garretson, J. @00 he Strategic Implementation Process:
Evoking Strategic Consensus Through Communicafioarnal of Business Resear&h,
301-310.

Ravichandran, T., and Rai, A. (2000). Total Qualitgnagement in Information Systems
Development: Key Constructs and Relationshipsirnal of MIS 16(3), 119 -155.

Regis, E. (2010). The Picasso of DN&iscover: Science, Technology, and the Future
Retrieved June 28, 2010, from http://www.discovegazne.com/2010/mar/12-the-
picasso-of-dna

Reich, B.H. (1996). Measuring the Linkage BetweesiBess and Information Technology
ObjectivesMIS Quarterly 20(1).



372

Reisinger, H. (1997). The Impact of Research Des@nR in Linear Regression Models.
Journal of Empirical Generalisations in Marketingi&nce,12(2), 112-124.

Richarme, M. (2002)Strategic Research Analytics and Modeling OptinniratRetrieved from
http://www.decisionanalyst.com

Rickards, R.C. (2003). Setting Benchmarks and Eatalg Balanced Scorecards with Data
Envelopment AnalysiBenchmarking10(3), 226-245.

Rimar, S. (2000). Strategic Planning and the Badrscorecard for Faculty Practice Plans.
Academic Mediciner5(12), 1186-1188.

Rimar, S, and Garstka, S.J. (1999). The “Balanamutegard”: Development and Implementation
in an Academic Clinical Departmemtcademic Medicinef4(2), 114-122.

Rosen, R., and Gomes, T. (2008pnverting CES Reporters from TDE to Web Data Cobte.
Paper presented at the Joint Statistical Meetihggnto, Canada.

Ruben, B.D. (1999). Toward a Balanced Scorecaréiigher Education: Rethinking the College
and University Excellence Indicators Framewdtigher Education Forum

Russo, J. (1977). The Value of Unit Price Informatdournal of Marketing Researcth4, 193-
201.

Salterio, S., and Webb, A. (2003). The Balanced&mod.CA Magazing136(6).

Saraph, J., Benson, P., and Schroeder, R. (1989ns&rument for Measuring Critical Factors
of Quality ManagemenbDecision Science20(4), 810-829.

Sathe, V. (1989). Fostering Entrepreneurship irgediversified FirmsOrganizational
Dynamics,18(1): 20-32.

Schmidt, G., and Druehl, C. (2008). When Is a Dpsiie Innovation DisruptiveThe Journal of
Product Innovation Managemer25(4), 347-365.

Schramm, C., (2008)nnovation Measurement: Tracking the State of I@atiow in the
American EconomyA Report to the Secretary of Commerce by The AatyiCommittee
on Measuring Innovation in the 2Century.

Scott, S., and Bruce, R. (1994). Determinants nbWative Behaviour: A Path Model of
Individual Innovation Academy of Management Journa¥, 580-607.

Self, J., (2004). Metrics and Management: Applyimg Results of the Balanced
ScorecarBerformance Measurement and Metriv®l. 5, Issue 3, 101-105

Sheard, S. (2001). Evolution of the Frameworks @Quegy IEEE Computer JournaB4(7). 96-
98.



373

Shr, J.W. (2004)Using the Balanced Scorecard to Explore the Peréorce Evaluation in Non-
Profit Organization: Student Affairs of Universiien KaohsiungUnpublished master’'s
thesis, I-Shou University, Kaohsiiung, Taiwan.

Simon, H. (1987)The Sciences of the Artificié?™ ed.). Cambridge, MA: The MIT Press.

Simon, K. (2010)SIPOC DiagramRetrieved January 10, 2010, from
http://www.isixsigma.com/library/content/c01042%gpa

Simon, M., and Houghton, S.M. (1999). Succeedingtatrnal Corporate Venturing: Roles
Needed to Balance Autonomy and Contdolurnal of Applied Management Studi8g),
145-161.

Singer, E. (2010). Engineered Stem Cédllschnology Reviewl13(3), 52-53.

Singh, H.S. (1998Data Warehousing: Concepts, Technologies, Impleatients, and
ManagementPrentice Hall, Inc.

Sinn, J., Chandler, M., Bailey, B., and Mattis, (PQ08). Quality Systems Assessment Project.
National Association of Industrial Technology 2@@&nference Proceeding$8-26.

Siviy, J., and Forrestor, E. (2004, Octobel3ing Six Sigma to Accelerate the Adoption of
CMMI for Optimal ResultsCarnegie Software Engineering Institute, Carnégdon.

Siviy, J. Penn, M.L., and Harper, E. (2005, Decemittelationships Between CMMI and Six
Sigma.Carnegie Software Engineering InstituBarnegie Mellon Technical Notes
CMU/SEI-2005-TN-005.

Smyth, G. (2003). Pearson’s Goodness of Fit Skatista Score Test Statistic. Science and
Statistics. In D.R. Goldstein (EdIMS Lecture Notes-Monograph Seri{@&l. 40).
Hayward, CA: Institute of Mathematical Statistics.

Solomon, M.D. (2005)Ensuring a Successful Data Warehouse Initiatiméarimation Systems
Management22(1).

Sousa, S., Aspinwall, E., and Rodrigues, A., (20B&yformance Measures in English Small and
Medium Enterprises: Survey ResuBgnchmarking: An International Journal3(1/2),
120-134.

StandardsAnnual Quality Congress Proceedin@s, 429-438.

Starr, P. (1996). Computing Our Way to Educatiddaform.The American Prospec27, 50-60.

Stewart, A.C., and Carpenter-Hubin, J. (2000-208ihter). The Balanced Scorecard: Beyond
Reports and RankingBlanning for Higher Educatigrpp. 37-42.

Stock, D., and Watson, C. (1984). Human Judgmenti¥scy, Multi-dimensional Graphics, and
Humans versus Model3ournal of Accounting Researc?2(1), 192-206.

Sull, D.N. (1999). Why Good Companies Go BHdrvard Business Review7(4), 42-52.



374

Sureshchandar, G., Rajendran, C., and Ananthard®d8001). A Holistic Model for Total
Quality Servicelnternational Journal of Service Industry Manageméd2, 378-412.

Sykes, H.B., and Block, Z. (1989). Corporate VeimigtrObstacles, Sources, and Solutions.
Journal of Business Venturing, 159-167.

Tabachnick, B.G., and Fidell, L. S. (200Wsing Multivariate Statisticé4th ed.). Needham
Heights, MA: Allyn and Bacon.

Taylor, F.W. (1911)The Principles of Scientific ManagemeNew York: Harper and Brothers
Publishing.

Trochim, W. (2006)Research Methods Knowledge Bas&b Center for Social Science
Methods. Retrieved from: http://www.socialresearetimds.net/kb/pecycle.php

Tuffte, E.R. (2001)The Visual Display of Quantitative Informati¢@" ed.). Cheshire, CT:
Graphics Press.

Tuffte, E.R. (2006)Beautiful EvidenceCheshire, CT: Graphics Press.

Turner, C., Lessler, J., and Gfroerer, J. (1992yvey Measurement of Drug Use:
Methodological StudiesVashington, DC: National Institute on Drug Abuse.

Turocy, P.S. (2002). Survey Research in Athletiiffing: The Scientific Method of
Development and Implementatialournal of Athletic TrainindSupplement 4), S174-
S179.

Tushman, M., and O’Reilly, C. (199ANinning through Innovation: A Practical Guide to
Leading Organizational Change and RenevBaston: Harvard Business School Press.

Tversky, A., and Kahneman, D. (1971). Belief in 8imbers,Psychological Bulletin76,
105-110.

Tversky, A., and Kahneman, D. (1973). AvailabilityHeuristic for Judging Frequency and
Probability.Cognitive Psychologyp, 207-232.

Tversky, A., and Kahneman, D. (1974). Judgment Uhbeertainty: Heuristics and Biases.
Sciencel85, 1124-1131.

Tversky, A., Sattath, S., and Slovic, P. (1988)nttwment Weighting in Judgment and Choice.
Psychological Reviev®5, 371-384.

Utterback, J. (2004, January/February). The DynamidnnovationEDUCAUSE Reviewpp.
42-51.

Van de Ven, A.H., Angle, H., and Poole, M.S. (EdE89).Research on the Management of
Innovation: The Minnesota Studiggp. 31-54). New York: Ballinger Publishing/Hargger
Row.



375

Van de Ven, A.H., and Poole, M. S. (1995). ExplagnDevelopment and Change in
OrganizationsThe Academy of Management Revi2®(3) 510-540.

Veldman, J., and Klingenberg, W. (2009). Applicapibf the Capability Maturity Model for
Engineer-to-Order Firmdnternational Journal of Technology Managemet&(2), 219-
229.

Venkatraman, N. (1985). Research on MIS Planniogn&Guidelines from Strategic Planning
ResearchJournal of Management Information Syste@(8).

Verworn, B., Herstatt, C., and Nagahira, A. (2008)e Impact of the Fuzzy Front End on New
Product Development Success in Japanese NPD Psojesthnische Universitat
Hamburg-Harburg.

Vitale, M., Mavrinac, S.C., and Hauser, M. (1994¢w Process/Financial Scorecard: A
Strategic Performance Measurement Systélanning Review22, 12-16.

Vitharana, P., and Mone, M. (2008). Measuring CaitiFactors of Software Quality
Management: Development and Validation of an Imsémt.Information Resources
Management JournaP1(2), 18-37.

Waal, A.A. (2003). The Future of the Balanced Scaréd: An Interview with Professor Dr.
Robert S. Kaplanvieasuring Business Excellendgl), 30-35.

Wang, B.J. (1993Performance Indicators of Higher Educatiddnpublished doctoral
dissertation, National Chengchi University, Taipejwan.

Wholey, J.S., Hatry, H.P., and Newcomer, K.E. ()9Bndbook of practical program
evaluation San Francisco: Jossey-Bass.

Womack, J.P., and Jones, D.T. (20@®an ThinkingNew York: Free Press Division of Simon
& Schuster.

Woodford, D. (2010)Design for Six Sigma (DFS$Hetrieved May 10, 2010, from
http://www.isixsigma.com

Zairi, M., and Ahmed, P.K. (1999). Benchmarking hay as We Approach the Millennium.
Total Quality Managemenf0(4-5), 810-816.

Zhou, H., He, Z., and Gao, X. (2006). The Conteast Integration of Lean Production and Six
Sigma Managemenindustrial Engineering6, 1-4.



	Development of a New Technology Venture Balanced Scorecard Derived from Critical Factors that Impact Product Quality
	Recommended Citation

	Hannum Dissertation 6.25.12

