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Hierarchical designs frequently occur in many research areas. The experimental design of interest is expressed in terms of fixed effects but, for these designs, nested factors are a natural part of the experiment. These nested effects are generally considered random and must be taken into account in the statistical analysis. Traditional analyses are quite sensitive to outliers and lose considerable power to detect the fixed effects of interest.

This work proposes three rank-based fitting methods for handling random, fixed and scale effects in k-level nested designs for estimation and inference. An algorithm, which iteratively obtains robust prediction for both scale and random effects, is used along with the proposed fitting methods including Joint Ranking (JR), Iteratively Reweighted Generalized Rank Estimate (GR), and Rank-based General Estimating Equation (GEER). For simplicity, a 3-level nested design that deals with students nested within sections in schools is handled. The asymptotic derivations for the proposed estimators are discussed. The results of a Monte Carlo evaluation of the methods, including comparisons with the traditional analysis are provided. The proposed methods compete with the traditional method under normal case, outperform it when random errors are contaminated, and inherit better efficiency properties of the estimates when outlier exists. The performance of the rank-based estimators of fixed parameters is more efficient than the REML. When random errors are contaminated, the intra-class correlation estimates in the proposed
algorithm are unbiased, while the REML estimates are biased. Also, real data examples of applications are presented.
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Chapter 1

Introduction

Considering ‘noisy’ quantitative data sets in social science and educational research, there is much variability in the response variable(s) to be explained by statistical analyses. Additionally, the presence of non-normality or outliers makes a complete robust analysis an attractive alternative to traditional analyses.

1.1 Nested Designs

Behavioral and social data commonly have a nested structure and much of educational research deals with this nested structure regarding complex concepts such as learning, achievement, school and teacher effectiveness (Raudenbush & Bryk, 2002; O’Connell & McCoach, 2008; Sahai & Odeja, 2005). Observations taken from individuals within a cluster tend to be similar. Within these clusters, individuals are no longer independent. Nested random effects should be included in the models due to the similarity of each cluster so that correlated structure is taken into account. These models are often referred to as hierarchical models or the multilevel models. Similar studies are being conducted in different fields as well, such as: survey sampling, meta-analysis, agriculture and health research. Survey sampling might happen within organizational units, communities, clusters, or hospitals. Also, meta-analysis is the pooling of results from separate studies.

\[1\] Nested models are the subset of hierarchical models, which are the subsets of mixed models.
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Using statistical techniques that employ both information about individuals and groups to which these individuals belong is one of the most challenging aspects of educational data analysis. Until the 1970s, nested structure in educational data was not incorporated in the model so that dependency and random effects were omitted in Ordinary and General Least Square Analyses (OLS and GLS). In contrast to fixed assumptions on clusters, random errors in nested design are dependent within clusters, so the OLS analysis is inappropriate. Taking cluster structure into account yields dependencies between observations within the same clusters regardless of fixed or random block assumptions. Also, to measure the impacts of educational interventions, schools are randomized in practice. This leads to models with group random effects or a correlated model rather than only fixed group effects models. In that regard, controversial inferences have been causing debates about school effectiveness data analysis (Leeuw & Meijer, 2008). Inevitably, reanalysis of data and disputes are common because existing methods lack the ability to handle violations of the assumptions (Raudenbush & Bryk, 2002).

1.1.1 Correlation Structure Should Be Incorporated in Model

The notion of individuals nested in the same groups leads to dependency between the individuals which is explained by *intra-class correlation coefficients* (ICC). Intra-class correlation coefficient is information on the degree of dependencies of the observations within the same cluster. It is a useful and contextual parameter associated with random effects of clusters that measures the proportion of the variability in the outcome to the total one. It is sometimes called cluster effect and applied only to random models (Raudenbush & Bryk, 2002). For example, independent observations within/between-cluster yield an ICC of zero.

1.1.2 Common Research Questions

Nested designs in educational/social-science research often address questions related to
• the examination of differences within and across groups or contexts such as classrooms, schools, neighborhoods on individual outcomes

• the investigation of the degree to which individuals within a group or cluster are similar as measured through the ICC

• the study of the factors that explain institution/school differences

• the effects of clusters and treatment on individual scores (e.g. student’s academic achievement)

• the measurement of the impacts of interventions (e.g. educational) (Raudenbush & Bryk, 2002; O’Connell & McCoach, 2008)

1.2 Existing Procedures: Techniques and Algorithms

It is customary in educational research to use classical statistical methodology to conduct mixed (more specifically hierarchical) models analysis when the correlated structures and random effects are considered (Hill & Rowe, 1996; Leeuw & Meijer, 2008; Raudenbush & Bryk, 2002). Well-known statistical software such as SAS, SPSS, R and HLM use procedures such as Maximum Likelihood (ML), Restricted ML (REML) and MINQUE to evaluate variance components in mixed hierarchical models.

Consistent estimation of variance depends on large sample between-group sizes. Also, analyses require moderate within-group sample sizes (e.g., n=30). In application, this is often not the case (Leeuw & Meijer, 2008). Moreover, it is well known that the least squares procedures and Gaussian techniques lack statistical power in the presence of unbalanced data, heavy tailed or skewed error distributions. When unbalanced data occur in the design, these procedures will tend to be biased in variance-covariance (var-cov) components estimation. Further, they are quite sensitive to outliers and lose considerable power to detect effects of interest.
Perfectly balanced designs have closed-form expressions to estimate var-cov components. However, for likelihood estimators in practice, these are not available for most of the cases. Numeric optimization is done using iterative algorithms. These estimation and prediction algorithms integrate fixed effects, random effects and var-cov components in iterative schemes.

**Example:** To illustrate the issues involved in educational data analysis, consider a simple example of a normally distributed 3-level nested data set where students are nested within classrooms in different schools and measured on a variable of interest with a binary covariate (say, a treatment and a control group). Such a model is commonly used in the educational arena. It is known that the ICC is usually between .1 to .2 in the USA schools. In this condition, the data were generated.

The problem is summarized in the linear model as

\[ y_{ijk} = x_{ijk}^T \beta + a_i + w_{j(i)} + \epsilon_{k(ij)}, \]

where \( k = 1, ..., n_{ij}; j = 1, ..., J_i; i = 1, ..., 7 \), where \( a_i \) is the random effect for school \( i \), \( w_{j(i)} \) is the random effect for the \( j^{th} \) section of school \( i \) and \( k^{th} \) student, \( \epsilon_{k(ij)} \) is the error effect. Table 1.1 shows that the 35% of the total variability on SAT score is due to section differences, the 23% is explained by school differences, and individual differences explain the 65%. The REML estimates obtained from different packages disagree on this whereas the ML, ANOVA and MINQUE agree.
The fixed effect results under normal case are consistent except on the estimates and standard errors in scale parameters. Thus, this produces contradictory significance test results and statistical inferences; see, for example, the standard errors for $\sigma^2_{sch}$. In practice, statistical inferences are not trustworthy when data are unbalanced, small size, with outliers or not normally distributed. This is a lack of robust statistical analyses for hierarchical models. It is the purpose of this work to provide such analyses.

1.2.1 Likelihood Procedures

Traditional least squares procedures often require that error and random terms are normally distributed and use large-sample properties. Based on these assumptions, likelihood (L) procedures have been developed for the estimation of the fixed effects and the variance components in fitting linear mixed models. The basic idea in L is to choose estimates for which the likelihood of observing the actual data is maximum. ML has a shortcoming, that is, estimates of var-cov components are conditional upon point estimates of the fixed effects. REML estimates of var-cov components adjust for the uncertainty about the fixed effects that have potential to yield negative variance in ML.

There are many iterative algorithms that can be considered for computing the GLM, ML, REML, GEE and Bayesian estimates. For example, EM, Newton-Ralphson, RIGLS (Goldstein, 1986), Fisher Scoring, and Fully Bayesian are most useful ones. These conceptually distinct approaches are described in Harville (1977), Goldstein (1986; 1995), Raudenbush & Bryk (2002), O’Connell & McCoach (2008) and Pinheiro et al (2011). Under balanced designs and normal errors, these methods coincide in variance component estimation. Depending on the degree to which the data are unbalanced and the particular type of the inference sought, traditional statistical inferences are not trustworthy (Raudenbush & Bryk, 2002), and no such exact tests exist.
### Table 1.1: School Data Analysis with Existing Techniques

<table>
<thead>
<tr>
<th>Fixed Effect</th>
<th>REML estimates with R package</th>
<th>ML estimates with R package</th>
<th>REML estimates with SAS PROC MIX</th>
<th>ML estimates with SAS PROC MIX</th>
<th>MINQUE estimates with SAS PROC MIX</th>
<th>2-Way Fixed ANOVA Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0</td>
<td>-1.37 1.24 0.27</td>
<td>-1.38 1.15 0.24</td>
<td>-1.37 1.24</td>
<td>-1.38 1.16</td>
<td>-1.46 1.11</td>
</tr>
<tr>
<td>Covariate</td>
<td>0</td>
<td>0.48 0.72 0.5</td>
<td>0.48 0.72 0.5</td>
<td>0.48 0.72 0.5</td>
<td>0.5 0.71 0.4</td>
<td>0.62 0.75 0.4</td>
</tr>
<tr>
<td>Scale Parameter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \sigma^2_{sch} )</td>
<td>4</td>
<td>7.33 2.02</td>
<td>5.94 2.01</td>
<td>7.33 5.71</td>
<td>5.95 4.56</td>
<td>1.66 1.32</td>
</tr>
<tr>
<td>( \sigma^2_{sect} )</td>
<td>4</td>
<td>4.08 2.71</td>
<td>4.05 2.44</td>
<td>4.08 2.78</td>
<td>4.05 2.74</td>
<td>6.01 3.62</td>
</tr>
<tr>
<td>( \sigma^2_{err} )</td>
<td>16</td>
<td>21.2 4.62</td>
<td>21.2 4.6</td>
<td>21.3 2.34</td>
<td>21.2 2.32</td>
<td>23.5 2.6</td>
</tr>
<tr>
<td>Intra-Class Correlation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error p</td>
<td>65%</td>
<td>68%</td>
<td>85%</td>
<td>88%</td>
<td>75%</td>
<td>100%</td>
</tr>
<tr>
<td>School p</td>
<td>17%</td>
<td>19%</td>
<td>22%</td>
<td>19%</td>
<td>5%</td>
<td>5%</td>
</tr>
<tr>
<td>Section p</td>
<td>33%</td>
<td>32%</td>
<td>35%</td>
<td>32%</td>
<td>25%</td>
<td>25%</td>
</tr>
<tr>
<td>Model Fit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>1124</td>
<td>1127</td>
<td>1120</td>
<td>1128</td>
<td>1122</td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>1140</td>
<td>1144</td>
<td>1120</td>
<td>1128</td>
<td>1122</td>
<td></td>
</tr>
</tbody>
</table>
1.2.2 Generalized Least Squares Estimates

One of the traditional methods is generalized least squares analysis to estimate fixed and scale effects in the linear model. Using Goldstein’s (1995) Iterative Generalized Least-Square Estimation (IGLS) approach, the general mixed model can be written and estimated as follows:

\[ Y = X \beta + e = X \beta + Z b + \epsilon, \]  

(1.2.1)

where \( Y \) denotes an \( n \times 1 \) vector of responses, \( X \) is a \( n \times p \) known fixed effects design matrix, \( \beta \) is a \( p \times 1 \) fixed effects parameter vector, \( Z \) is a \( n \times k \) known random effects design matrix, \( b \) is a \( k \times 1 \) vector of random effects, and \( \epsilon \) is an \( n \times 1 \) vector of random errors.

\[ E\{(Zb)(Zb)^T\} + \sigma^2 I = V \]  

and \( V \) is the covariance matrix of the response vector \( Y \). In the estimation of the random variables, at each iteration \( W = vec\{(Y - X\hat{\beta})(Y - X\hat{\beta})^T\} \) is regressed on design matrix. \( E(W) = Z^*\theta \) where \( Z^* \) is the design matrix for the random parameters. When \( V \) is known then generalized least squares estimators for the fixed effects are

\[ \hat{\beta} = (X^T V^{-1} X)^{-1} X^T V^{-1} Y \]  

(1.2.2)

and \( \text{cov} (\hat{\beta}) = (X^T V^{-1} X)^{-1} \). If \( \beta \) is known but \( V \) is unknown, then estimators \( \theta \) of the parameters of \( V \) as \( \hat{\theta} = (Z^* M^{-1} Z^*)^{-1} Z^* M^{-1} W, M = V \otimes V \) where \( \otimes \) is the Kronecker product. The covariance matrix of \( \hat{\theta} \) is given by

\[ (Z^* M^{-1} Z^*)^{-1} Z^* M^{-1} \text{cov}(W) M^{-1} Z^* (Z^* M^{-1} Z^*)^{-1} \]  

(1.2.3)

The iterative procedure iterates between (1.2.2) and (1.2.3) using the current estimates of the fixed and random parameters. The IGLS procedure produces biased estimates and a simple modification (called Restricted Unbiased IGLS or RIGLS) corrects the bias and leads to REML estimates. Random effects are obtained via the estimates of covariance.
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and residuals (Searle et al. 2006; Goldstein, 1995).

1.2.3 Why the Need to Improve Existing Techniques

Rank-based approaches are highly robust. They agree with traditional analyses when the random errors are normally distributed, and they are much less sensitive to outliers than the traditional analyses when the random errors are not normally distributed. For example, under location problems, these approaches achieve up to 95% efficiency relative to least squares methods when the data are normal and are much more efficient than the least squares methods for heavy tailed error distributions (Terpstra & McKean, 2005; Hettmansperger & McKean, 2011; Hollander & Wolfe, 1999).

In the literature, to our knowledge, robust concepts are employed for covariance estimation of fixed effects in ML setting which depends on normality assumptions (See p.42 in Leeuw & Meijer, 2008; p.407-425 in O’Connell & McCoach, 2008). Rank-based analysis in mixed model is theoretically introduced in Brunner & Denker (1994) and Akritas & Brunner (1997) using general score function. This is a comprehensive theory to test hypotheses, although not for fitting (estimation) and model checking. Kloke et al. (2009) developed rank-based estimation using the joint ranking method and testings for the fixed effects for models with dependent error structure. While their simple mixed model analysis covered a two-level nested design, it does not handle many-level nested structures.

Robust or nonparametric option for hierarchical linear models is not found in existing softwares such as HLM, MLwiN, SAS MIXED, and R packages (i.e., *nlme/lme4*). Also, efficient techniques in checking for influential clusters or observations are not yet available for multilevel models (Goldstein, 1995).

1.2.4 Research Goal

In this dissertation, the goal is to investigate three proposed rank-based methods in handling random, fixed and scale effects in k-level random effect nested designs. Asymp-
tactical results will be derived. For the sake of simplicity, a 3-level nested design that deals with measurements nested within sections in schools will be used. This nested analog could be adopted for other organizational studies and settings. The validation and efficiency results of the proposed methods are presented via a Monte Carlo investigation including a comparison with the traditional analysis. Further, these are shown with real data examples.
Chapter 2

Methodology

2.1 Variance Component Estimators

Robust predictions of random effects have been discussed in several papers, including Groggel et al. (1988), Dubnicka (2004), and Kloke at al. (2009). These techniques to predicting random effects based on clusters use robust estimators of the variance components. However, these consider models for cluster correlated data, namely here a 2-level random nested design. In this study, the proposed procedures for the rank-based predictions of the random effects use the similar algorithm as in the study of Groggel (1983), Groggel et al. (1988), and Dubnicka (2004) for k-level nested designs. Kloke et al. (2009) developed the asymptotic theory for the rank-based estimates of fixed effects using the general rank theory of Thompson (1990), and Brunner and Denker (1994). This study extends the theory of Kloke et al. (2009) for these fixed effects estimation. Also, the theory of consistency of var-cov estimators in the study of Hettmansperger and McKean (2011) and Groggel (1983) is extended.

2.1.1 Pseudo-Sample Approach

Groggel (1983) and Groggel et al. (1988) suggested the pseudo-samples of observations that are asymptotically equivalent to the samples of the random and error effects formed
using either sample means or sample medians in the simple mixed model. In particular, to understand it, consider the one-way random effects model

\[ y_{ij} = \alpha + a_i + \epsilon_{ij} \]

for \( i = 1, 2, ..., k \) and \( j = 1, 2, ..., n_i \) (say, \( k \) schools, \( n_i \) students in each). \( a_i \) and \( \epsilon_{ij} \) are random cluster effects and error effects, respectively. We only observe the values of \( y_{ij} \), the variables \( a_i \) and \( \epsilon_{ij} \) are not observable. We begin formation of the pseudo-samples based on means as location estimate by defining the pseudo-effects \( A_i \) and \( E_{ij} \). We define

\[
y_i. = n_i^{-1}\sum_j y_{ij}, \quad \bar{y}_i. = N^{-1}\sum_i y_i.
\]

As \( n_i \to \infty \) and \( k \to \infty \), the sample \( E_{ij} = y_{ij} - y_i. = \epsilon_{ij} - \bar{\epsilon}_i \) behaves like the \( \epsilon_{ij} \) and the sample \( A_i = y_i. - \bar{y}_i. = a_i + \bar{\epsilon}_i - \bar{a}_i \) behaves like \( a_i \) because \( \bar{\epsilon}_i, \bar{\epsilon}_. \) and \( \bar{a}_i \) converge in probability to zero. The pseudo-samples \( E_{ij} \) and \( A_i \) behave like independent samples of the errors. In particular, the variances of them are equal to the variances of the errors in the limiting case (See Chapter 3 for the theory and the consistency.)

For the 3-level nested structure, these pseudo random samples with means, school effects \( A = \{A_i\} \), section effects \( W = \{W_{ij}\} \) and error effects \( E = \{E_{ijk}\} \), are defined as

\[
A_i = y_i. - y_.. = a_i + \bar{w}_i + \bar{\epsilon}_i. - (\bar{a}_i + \bar{w}_.. + \bar{\epsilon}_.), \quad W_{ij} = y_{ij}. - y_i. = w_{ij} + \bar{\epsilon}_{ij} - (\bar{w}_i + \bar{\epsilon}_i.), \quad E_{ijk} = y_{ijk} - y_{ij}. = \epsilon_{ijk} - \bar{\epsilon}_{ij}.
\]

In case with covariates, \( y_{ijk} \) is replaced with \( e_{ijk} = y_{ijk} - x_{ijk}^T \beta \). Here, the mean estimate can be replaced with another consistent location estimate with desired asymptotic properties (Groggel, 1983).

2.1.2 Rank Prediction Procedure (RPP)

For the k-level nested structure, we build pseudo-samples to predict random effects. For simplicity, much of our discussion is for a 3-level nesting model. But our results generalize to the k-level design. As described in the unpublished work by Terpstra & McKean (p.18), suppose that students' measurements are obtained from the sections. The sections are random and nested within schools, and we take the school effect as a
second random effect: \( I \) schools, \( J_i \) sections in school \( i \), and \( n_{ij} \) students in section \( j \) of school \( i \). Let \( y_{ijk} \) denote the response for the \( k^{th} \) student, in the \( j^{th} \) section of the \( i^{th} \) school and let \( x_{ijk} \) denote the vector of covariates. Then \( y_{ijk} \) follows the model

\[
y_{ijk} = x_{ijk}^T \beta + a_i + w_{j(i)} + \epsilon_{ijk}
\] (2.1.2)

\( k = 1, \ldots, n_{ij}; \ j = 1, \ldots, J_i; \ i = 1, \ldots, I \), where \( a_i \) is the random effect for school \( i \) and \( w_{j(i)} \) is the random effect for the \( j^{th} \) section of school \( i \). That is, \( \{a_i\} \) and \( \{w_{j(i)}\} \) are the components of \( b \) in (3.1.1). Denote the variances of the random effects \( a_i \) and \( w_{j(i)} \) by \( \sigma_a^2 \) and \( \sigma_w^2 \), respectively. That is, \( \theta = (\sigma_a^2, \sigma_w^2)^T \). Note that we can write the model as

\[
y_{ijk} - x_{ijk}^T \hat{\beta} = a_i + w_{j(i)} + \epsilon_{ijk}
\] (2.1.3)

Let \( r_{ijk} = y_{ijk} - x_{ijk}^T \hat{\beta} \) denote raw residuals. Then, consider the model

\[
r_{ijk} = a_i + w_{j(i)} + \epsilon_{ijk}
\] (2.1.4)

With \( i \) and \( j \) fixed, this is a simple location model; hence, an estimate of that location is \( \hat{u}_{ij} = \text{med}_k \{r_{ijk}\} \), which predicts \( a_i + w_{j(i)} \). To separate \( a_i \) and \( w_{j(i)} \), consider

\[
\hat{u}_i = \text{med}_{J_i} \{\hat{u}_{i1}, \hat{u}_{i2}, \ldots, \hat{u}_{iJ_i}\}.
\]

Then, for \( j = 1, \ldots, J_i \), the difference \( \hat{u}_{ij} - \hat{u}_i \) is free of \( a_i \) and, hence, is a predictor of \( w_{j(i)} \). That is, the prediction of \( w_{j(i)} \) is

\[
\hat{w}_{j(i)} = \hat{u}_{ij} - \hat{u}_i.
\]

Finally, move this prediction to the left side of equation (2.1.4) to obtain the model

\[
r_{ijk} - \hat{w}_{j(i)} = a_i + \epsilon_{ijk}.
\]
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This simple location model yields as the prediction of \( a_i \),

\[
\hat{a}_i = \text{med}_{jk} \{ r_{ijk} - \hat{w}_{j(i)} \}.
\]

Proceeding over all sections, we obtain the predictions of the random effects. Since we used the median as the location predictor, we adjust these with their common medians.

\[
\hat{a}_i = \hat{a}_i - \text{med}_s \{ \hat{a}_s \} \quad \text{and} \quad \hat{w}_{j(i)} = \hat{w}_{j(i)} - \text{med}_{s,t} \{ \hat{w}_{t(s)} \}.
\]

Next, define the vectors of random effects as \( \hat{a} = (\hat{a}_1, \ldots, \hat{a}_I) \) and \( \hat{w} = (\hat{w}_{1(1)}, \ldots, \hat{w}_{J_I(I)}) \). Hence, \( \text{Disp}_2^a(\hat{a}) \) and \( \text{Disp}_2^w(\hat{w}) \) serve as robust estimators of the variance components \( \sigma_a^2 \) and \( \sigma_w^2 \), respectively. The RPP algorithm needs residuals from rank-based fittings for predictions of the random effects in random nested models. This recursive algorithm can handle a general number of nestings in a hierarchical mixed model as above. We discuss several location and scale estimators in the next section. Note that the pseudo-sample \( A \)'s and \( E \)'s are based on data, but for large sample sizes, \( A_i \) behaves as \( a_i \) and \( E_{ij} \) behaves as \( \epsilon_{ij} \). Groggel (1983) used these pseudo-samples in this sense. It is similar to the first order analysis of robust residuals in McKean et al. (1990). We connect these two approaches (See Groggel, 1983 and McKean et al., 1990).

2.1.3 Location Estimators: Hodges-Lehmann and Median

The \( n(n+1)/2 \) pairwise averages \( \{(x_i + x_j)/2 : 1 \leq i \leq j \leq n\} \) are called Walsh averages Hodges & Lehmann (1963). The estimate of location parameter in one sample is the median of the Walsh averages, called the Hodges-Lehmann estimate (HL). Another estimate of location in rank prediction algorithm is the median estimate.

2.1.4 Scale Estimators

The fitted model in a Rank-based method yields residuals that inherit all random effects. We use them to estimate the variance components for each type of errors in
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nested levels. The dispersion function is defined as

\[ D(e) = \sum_{i}^{n} a(R(e_i))e_i. \] (2.1.5)

The scores \( a(k) \) are generated from the score function, \( \varphi[k/(n + 1)] \), where \( \varphi(u) \) is a specified nondecreasing, square integrable function on interval \( (0, 1) \). One of the robust candidates for scale parameter estimators is

\[ Disp(e) = \frac{1}{n} D(e) = \frac{1}{n} \sum_{i=1}^{n} a(R(e_i)) \cdot e_i. \] (2.1.6)

The other scale estimator is the median absolute deviation (MAD) defined as

\[ MAD(e) = 1.483 \text{med}_i |e_i - \text{med}_j \{e_j\}|. \]

Also, Hettmansperger & McKean (2011) defines the functional corresponding to the dispersion for Wilcoxon scores for a random vector \( e \) defined as

\[ Disp(e) = \frac{2\sqrt{\pi}}{n} \sum_{i=1}^{n} \left( \frac{R(e_i)}{n + 1} - \frac{1}{2} \right) \cdot e_i. \] (2.1.7)

This is a consistent estimator of the scale parameter \( \sigma_e \) when the errors have a normal distribution. Kloke et al. (2009) suggest that the MAD is a consistent estimator for scale parameter in clustered correlated design.

2.1.5 Intra- and Inter- Correlation Coefficients

In a 3-level nested study (See Model 2.1.3), to measure each level’s contribution to the variability, three intra-class correlations are defined as intra-error, \( \frac{\sigma_{e}^{2}}{\sigma_{e}^{2} + \sigma_{sch}^{2} + \sigma_{sect(school)}^{2}} \), intra-school, \( \frac{\sigma_{sch}^{2}}{\sigma_{e}^{2} + \sigma_{sch}^{2} + \sigma_{sect(school)}^{2}} \), and intra-section, \( \frac{\sigma_{sect(school)}^{2}}{\sigma_{e}^{2} + \sigma_{sch}^{2} + \sigma_{sect(school)}^{2}} \). For a general number of nestings in a purely hierarchical model (k-level nested), these are defined in this sense.
2.2 Rank-Based Analysis

As discussed below, the rank-based analysis, the least squares (LS) Euclidean norm is replaced with another norm; hence, the geometry and intuition remain the same as in the traditional analysis. For example, in tests of linear hypotheses the reduction in sums of squares in the least squares based analysis is replaced by the reduction in dispersion of the rank-based analysis. The power of rank-based approach is insensitive to normality assumptions. The analysis doesn’t require balanced design. It is robust to outliers in response space by choosing other score functions and rank estimators such as GR, WIL and Sign, and simple weighting schemes (HBR) yield resistance to outliers in factor space. Choosing score function depending on the information about distribution gives more powerful results. Rank-based approach is described in independent linear regression models, simple mixed models, models with correlated error structure in Hettmansperger & McKean (2011). The rank-based norm is

\[ \|w\|_{\varphi} = \sum_{i} a((R(w_i))w_i, \tag{2.2.1} \]

where the scores are generated as \( a(i) = \varphi[i/(n + 1)] \) for a nondecreasing function \( \varphi(u) \), defined on the interval \((0, 1)\), and \( R(w_i) \) is the rank of \( w_i \) among \( w_1, w_2, ..., w_n \). We assume without loss of generality that the scores sum to zero. Two of the most popular score functions are the Wilcoxon \( \varphi(u) = \sqrt{12} \cdot (u - \frac{1}{2}) \) and the sign \( \varphi(u) = \text{sgn}[u-1/2] \). The joint rank-based estimate of \( \beta \) for the independent error model \( Y = X\beta + e \) is given by

\[ \hat{\beta}_{\varphi} = \text{Argmin} \|Y - X\beta\|_{\varphi} \tag{2.2.2}\]

Let \( f(t) \) denote the pdf of error terms. In the iid linear model case, under regularity conditions

\[ \hat{\beta} \sim N(\beta, \tau^2_{\varphi}(X^TX)^{-1}), \tag{2.2.3}\]

\[ \tau_{\varphi} = [\int \varphi(u)\varphi_f(u)du]^{-1}, \tag{2.2.4}\]
with $\varphi_f(u) = -f'(F^{-1}(u)) f(F^{-1}(u))$ (See Chapter 3, Hettmansperger & McKean, 2011). The parameter $\tau_{\varphi}$ is a scale parameter for the error terms $e_i$.

The estimator of the fixed effects is asymptotically normal shown in the study of Jaeckel (1972), Jureckova (1971), McKean & Hettmansperger (1976). Kloke et al. (2009) obtained the asymptotic theory for the simple mixed model. In the next chapter, we obtain the asymptotic theory for the GR estimator of fixed effects in the hierarchical model and, further, we obtain the consistency of our robust variance component estimators.

We propose three new rank-based methods, Joint Ranking (JR), Generalized Ranking (GR) and Rank-based Generalized Estimating Equations (GEER), which iteratively obtain robust estimation for both the fixed and random effects, thus, intra-class correlation coefficients. These methods employ the proposed algorithm, called Rank Prediction Procedure (RPP), for predicting random errors and effect, and scale parameters. In particular, main interest is to estimate $\beta$ as fixed effects using these three Rank-based methods, $b$ as random effects and $\sigma^2_i$'s as scale parameters using the RPP with two alternative estimators. Hence, intra-class correlation coefficients for each level is estimated.
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Ranked-Based Estimate and Asymptotic Theory

In this chapter, we discuss the three Rank-based methods along with the random effect prediction algorithm for the $k$-level nested random effects model.

3.1 Model and Assumptions

Consider the general mixed model,

$$Y = X\beta + e = X\beta + Zb + \epsilon,$$  \hspace{1cm} (3.1.1)

where $Y$ denotes a $n \times 1$ vector of responses, $X$ is a $n \times p$ known fixed effects design matrix, $\beta$ is a $p \times 1$ fixed effects parameter vector, $Z$ is a $n \times k$ known random effects design matrix, $b$ is a $k \times 1$ vector of random effects, and $\epsilon$ is a $n \times 1$ vector of random errors.

We will make the following model assumptions: Random effects of each nested level are independent and identically distributed (iid) with mean 0 and variance $\sigma^2_l$, $(0, \sigma^2_l)$, for levels $l = 1, ..., k$. The components of $\epsilon$ are iid $(0, \sigma^2_\epsilon)$ and $\epsilon$ and $b$ are independent. Hence, responses from individuals nested within a cluster are considered to be correlated while responses from individuals nested within highest level cluster are not.

The models with independent vector of errors $e_i$ and three-level nested design can be
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expressed as

\[ Y_i = \alpha 1_{n_i} + X_i^T \beta + e_i \]  
\[ y_{ijk} = x_{ijk}^T \beta + a_i + w_{j(i)} + \epsilon_{ijk}, \]

(3.1.2)

(3.1.3)

where \( X_i = [X_{i1}^T, X_{i2}^T, ..., X_{iJ_i}^T]^T \) is \( n_i \times p \) design and covariate matrix for school \( i \), \( Y_i = [Y_{i1}^T, Y_{i2}^T, ..., Y_{iJ_i}^T]^T \) is \( n_i \times 1 \) response matrix for school \( i \), the sum of observation in school \( i \) is \( n_i = \sum_{j=1}^{J_i} n_{ij} \), and \( N = \sum_{i=1}^{I} n_i \) is the sum of all observations. Schools, highest clusters, are independent. Also, the three-level nested error model is expressed as

\[ e_{ijk} = a_i + w_{j(i)} + \epsilon_{ijk}, \ k = 1, ..., n_{ij}; j = 1, ..., J_i; i = 1, ..., I, \]  

(3.1.4)

where \( \epsilon_{ijk} \) is error, \( a_i \) is the random effect for school \( i \) and \( w_{j(i)} \) is the random effect for the \( j^{th} \) section of school \( i \). That is, \( \{a_i\} \) and \( \{w_{j(i)}\} \) are the components of \( b \) in (1.2.1). Denote the variances of the random effects \( a_i \) and \( w_{j(i)} \) by \( \sigma^2_a \) and \( \sigma^2_w \), respectively. Then the vector of variance components is \( \theta = (\sigma^2_\epsilon, \sigma^2_a, \sigma^2_w)^t \).

3.2 Joint Ranking Method (JR)

Consider the Rank-based estimates for fitting linear models with dependent errors. The asymptotic theory for the clustered correlated model and simple mixed model in rank-based analysis is presented in detail in Chapter 5 of the book of Hettmansperger and McKean (2011). It is based on the work of Brunner & Denker (1994) and Kloke et al. (2009). Here we only briefly summarize and discuss the modified form of the theorems in terms of the random nested model in (3.1.3). Also, we derive the standard errors of the fixed estimate.

The asymptotic linearity and quadratic dispersion for our case are derived in a manner similar to that of the study in the independent case. The theory for the Joint Rank (JR) estimate assumes that the marginal cdfs are the same; see Kloke et al. (2009), which is true for our hierarchical model. We write the general result for the k-level design and
specialize it to the three-level nested model. Then, we obtain the asymptotic variance-covariance matrix of \( \hat{\beta}_{JR} \), a consistent estimator of the asymptotic variance-covariance matrix of \( \hat{\beta}_{JR} \), and the Studentized residuals. Then, after fitting the model of interest, random effects and scale estimates are estimated via the RPP algorithm found in Section 2.1.

Assume Model (3.1.2) is true. Under the required assumptions, J1-J6, listed in the Appendix, consider Jaeckel’s (1972) dispersion function defined in terms of the pseudo-norm

\[
D(\beta) = \| Y - X \beta \|_\phi = \sum_{i=1}^{I} a \left[ R(Y_i - X_i^T \beta) \right] \cdot (Y_i - X_i^T \beta).
\] (3.2.1)

This is the objective function. Since it is convex, the estimator of the fixed effects \( \beta \) is given by the value that minimizes \( D(\beta) \) i.e.,

\[
\hat{\beta}_{JR} = \text{Argmin}D(\beta) = \text{Argmin} \| Y - X \beta \|_\phi.
\]

The negative of the gradient of \( D(\beta) \) is

\[
S(\beta) = X^T \cdot a[R(Y - X \beta)].
\]

The scores are generated via a score function as 
\[ a(k) = \varphi[k/(N + 1)], \] where \( \varphi(u) \) is a specified nondecreasing, square integrable function on interval \( (0, 1) \). Without loss of generality, it is standardized so that \( \int_{0}^{1} \varphi(u)du = 0 \) and \( \int_{0}^{1} \varphi^2(u)du = 0 \).

Since the estimate is location and scale equivariant for the theory, without loss of generality, the true parameters are assumed to be zero. And our theory is for general score. The projection of the gradient is a random vector, with the covariance,

\[
S_x(\beta) = X' \varphi[F(e)]
\] (3.2.2)

\[
\text{cov}(S_x(\beta)) = X' \text{cov}(\varphi[F(e)]) X = \sum_{i=1}^{I} X_i' \Sigma_{\varphi,i} X_i,
\]
where \( \Sigma_{\varphi,i} \) is given by \( \Sigma_{\varphi,i} = \text{cov}(\varphi(F(e_i))) \); see Kloke et al (2009). The linearity result is given by

\[
S_x(\beta) = S_x(0) - \tau^{-1}_\varphi N^{-1}(X'X)^{-1}X'\beta + o_p(N^{1/2})
\]

(3.2.3)

for \( N^{1/2}\|\beta\| \leq c, \forall c > 0 \), where \( N \) is the total sample size. This leads to the asymptotic representation

\[
N^{1/2}\hat{\beta} = \tau_\varphi N^{1/2}(X'X)^{-1}X'\varphi[F(e)] + o_p(1).
\]

(3.2.4)

Thus the asymptotic variance of \( \hat{\beta}_{JR} \) is

\[
\text{var}(\sqrt{N}\hat{\beta}_{JR}) \doteq \tau^2_\varphi (X'X)^{-1}(\lim_{I \to \infty} \sum_{i=1}^I X'_i \Sigma_{\varphi,i} X_i)(X'X)^{-1},
\]

(3.2.5)

where \( I \) is the number of independent clusters. In practice, it is expressed as

\[
\hat{\beta}_{JR} \doteq \tau_\varphi (X'X)^{-1}X'\varphi[F(e)]
\]

(3.2.6)

and

\[
\text{var}(\hat{\beta}_{JR}) \doteq \tau^2_\varphi (X'X)^{-1}(\Sigma_\varphi)(X'X)^{-1},
\]

(3.2.7)

where \( \lim_{I \to \infty} N^{-1} \sum_{i=1}^I X'_i \Sigma_{\varphi,i} X_i = \sum_{i=1}^I X'_i \Sigma_{\varphi,i} X_i = \Sigma_\varphi \) and \( \tau_\varphi \) is defined in expression (2.2.4).

These results hold in general for the k-level nested designs with \( I \) independent clusters with k-level subclusters. Our model of interest is the 3-level nested model in (3.1.3). Note that the dispersion function can be written as

\[
D_{JR}(\beta) = \sum_{i=1}^I \sum_{j=1}^{J_i} \sum_{k=1}^{n_{ij}} a[R(y_{ijk} - x_{ijk}'\beta)] \cdot (y_{ijk} - x_{ijk}'\beta)
\]

(3.2.8)

and that the gradient function is given by

\[
S(\beta) = X^T \cdot a(R(Y - X\beta)) = \sum_{i=1}^I \sum_{j=1}^{J_i} \sum_{k=1}^{n_{ij}} x_{ijk}'a[R(y_{ijk} - x_{ijk}'\beta)].
\]

(3.2.9)
Assume var-cov of $\varphi[F(e_i)]$, that is $\Sigma_{\varphi,i}$, and var-cov of $e_i$, that is $\Sigma_i$, exist. Covariance structure for the errors are selected as desired; i.e., structured (S), compound symmetry (CS), autoregressive-one AR(1), working independence (WI), or unstructured (UN). For example, in a three-level case, the three-parametered CS structures for $\text{cov}(\varphi[F(e)])$ and $\text{cov}(e)$ are defined and estimated as follows:

$$
\text{cov}(\varphi[F(e)]) = \sigma^2_\varphi \cdot B(1, \rho_{\varphi, \text{sec}}, \rho_{\varphi, \text{sch}})
= \sigma^2_\varphi \cdot \text{diag}\{B_1(1, \rho_{\varphi, \text{sec}}, \rho_{\varphi, \text{sch}}), B_2(1, \rho_{\varphi, \text{sec}}, \rho_{\varphi, \text{sch}}), \ldots, B_I(1, \rho_{\varphi, \text{sec}}, \rho_{\varphi, \text{sch}})\}_{N \times N},
\tag{3.2.10}
$$

where $B(1, \rho_{\varphi, \text{sec}}, \rho_{\varphi, \text{sch}})$ is the block-diagonal matrix in $N \times N$, and $B_i$'s are block matrices in $n_i \times n_i$ defined as $B_i(1, \rho_{\varphi, \text{sec}}, \rho_{\varphi, \text{sch}}) = \text{cov}(\varphi[F(e_i)])$, where $\rho_{\varphi, \text{sch}}$'s are off-block diagonal entries while $\text{cov}(\varphi[F(e_{ij})])$'s are block-diagonal matrices in $n_{ij} \times n_{ij}$. Since the scores are standardized and $F$ is the cdf of $e_{ijk}$,

$$\text{var}(\varphi[F(e_{ijk})]) = 1.$$

Also, random errors from different highest clusters are independent, so

$$\text{cov}(\varphi[F(e_{ijk})], \varphi[F(e_{ij'k'}]) = 0.$$

For notation, define $\rho_{\varphi, \text{sec}}$ and $\rho_{\varphi, \text{sch}}$ as

$$\text{cov}(\varphi[F(e_{ijk})], \varphi[F(e_{ij'k'})]) = E\{\varphi[F(e_{ijk})]\varphi[F(e_{ij'k'})]\} = \rho_{\varphi, \text{sec}}$$

and $\text{cov}(\varphi[F(e_{ijk})], \varphi[F(e_{ij'k'})]) = E\{\varphi[F(e_{ijk})]\varphi[F(e_{ij'k'})]\} = \rho_{\varphi, \text{sch}}$.

Define intra-class correlation coefficients, $\rho_{\text{sec}(\text{sch})}$ and $\rho_{\text{sch}}$, found in Section 2.1.5. For the error structure,

$$\text{cov}(e) = \Sigma = \sigma^2 \cdot B(1, \rho_{\text{sec}(\text{sch})}, \rho_{\text{sch}}) \tag{3.2.11}$$
is a $N \times N$ block-diagonal matrix, $B = B(1, \rho_{\text{sec}(\text{sch})}, \rho_{\text{sch}})$ is a block-diagonal matrix defined with $\rho_{\text{sec}(\text{sch})}$ and $\rho_{\text{sch}}$ instead of $\rho_{\phi, \text{sec}}$ and $\rho_{\phi, \text{sch}}$ as in (3.2.10), with the notations $\text{var}(e_{ijk}) = \sigma_r^2 + \sigma_a^2 + \sigma_w^2 = \sigma^2$, $\text{cov}(e_{ijk}, e_{ijk'}) = \sigma_a^2 + \sigma_w^2$, and $\text{cov}(e_{ijk}, e_{ij'k'}) = \sigma_a^2$. Let $\hat{e}_{ijk}$ denote the residuals, i.e., $\hat{e}_{ijk} = y_{ijk} - x_{ijk} \beta_{JR}$. Estimates of $\rho_{\phi, \text{sec}}$ and $\rho_{\phi, \text{sch}}$ are calculated using the simple moment estimator,

$$
\hat{\rho}_{\phi, \text{sch}} = \frac{1}{A} \sum_{i=1}^{I} \sum_{j=j'}^{J} \sum_{k=1}^{n_{ij}} (a[R(\hat{e}_{ijk})])(a[R(\hat{e}_{ij'k})]), \quad A = \sum_{i=1}^{I} \sum_{j=1}^{J} n_{ij} n_{ij} - p
$$

and

$$
\hat{\rho}_{\phi, \text{sec}} = \frac{1}{B} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k>k'}^{k} (a[R(\hat{e}_{ijk})])(a[R(\hat{e}_{ij'k'})]), \quad B = \sum_{i=1}^{I} \sum_{j=1}^{J} n_{ij} (n_{ij} - 1) - p.
$$

The intercept estimator, which is location and scale equivariance, is obtained from a consistent location estimator. One estimator is the median of the residuals; i.e., $\hat{\alpha} = \text{med}_{i,j,k} \{\hat{e}_{ijk}\}$. Its asymptotic representation is given by

$$
\hat{\alpha} = \tau_S \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{n_{ij}} \text{sgn}(e_{ijk}) + o_p(1/\sqrt{N}). \quad (3.2.12)
$$

The asymptotic variance of the estimator is expressed as

$$
\text{var}(\hat{\alpha}) = \text{var}(\text{med}\{\hat{e}_{ijk}\}) = \tau_S^2 \frac{1}{N^2} \sum_{i=1}^{I} \text{var}\left(\sum_{j=1}^{J} \sum_{k=1}^{n_{ij}} \text{sgn}(e_{ijk})\right)
$$

$$
= \tau_S^2 \frac{1}{N^2} \sum_{i=1}^{I} \left\{ \sum_{j=1}^{J} \sum_{k=1}^{n_{ij}} \text{var}(\text{sgn}(e_{ijk})) + \sum_{j=1}^{J} \sum_{k\neq k'} \text{cov}(\text{sgn}(e_{ijk}), \text{sgn}(e_{ij'k'})) \right\}
$$

$$
+ \sum_{j \neq j'} \sum_{k=1}^{n_{ij}} \text{cov}(\text{sgn}(e_{ijk}), \text{sgn}(e_{ij'k})).
$$
In this 3-level case, letting \( \tau_s = \frac{1}{2f(0)} \), this variance is

\[
\text{var}(\hat{\alpha}) \doteq \frac{\tau_s^2}{N^2} \sum_{i=1}^{I} n_i + \sum_{j=1}^{J_i} n_{ij}(n_{ij} - 1) \text{cov}(\text{sgn}(e_{ij1}), \text{sgn}(e_{ij2})) \\
+ \sum_{j=j'}^{J_i} n_{ij}n_{ij'} \text{cov}(\text{sgn}(e_{ij1}), \text{sgn}(e_{ij'1})) \\
\doteq \frac{\tau_s^2}{N^2} \left\{ N + \sum_{i=1}^{I} \sum_{j=1}^{J_i} n_{ij}(n_{ij} - 1) \text{cov}(\text{sgn}(e_{ij1}), \text{sgn}(e_{ij2})) \\
+ \sum_{i=1}^{I} \sum_{j=j'}^{J_i} n_{ij}n_{ij'} \text{cov}(\text{sgn}(e_{ij1}), \text{sgn}(e_{ij'1})) \right\} \\
\doteq \frac{\tau_s^2}{N} \left\{ 1 + \frac{k_1}{N} c_1 + \frac{k_2}{N} c_2 \right\},
\]

(3.2.13)

where \( k_1 = \sum_{i=1}^{I} \sum_{j=1}^{J_i} n_{ij}(n_{ij} - 1) \), \( k_2 = \sum_{i=1}^{I} \sum_{j=j'}^{J_i} n_{ij}n_{ij'} \), and \( c_1 = \text{cov}(\text{sgn}(e_{ij1}), \text{sgn}(e_{ij2})) \), \( c_2 = \text{cov}(\text{sgn}(e_{ij1}), \text{sgn}(e_{ij'1})) \). Consistent estimators for \( c_1 \) and \( c_2 \) are simple weighted moment estimators with school sample size. In the simulations, we use the weighted simple moment estimator with the sample size of school. As an alternative to this estimator, we can adjust the scores with its school averages by subtracting. The estimate of the scale parameter \( \tau_\phi \) is obtained from \( \tau_\phi = \left[ \int \varphi(u)\varphi_f(u)du \right]^{-1} \) and \( \varphi_f(u) = -f'(F^{-1}(u))/f(F^{-1}(u)) \) (See Koul et al., 1987; Hettmansperger & McKean, 2011).

### 3.2.1 Studentized Residuals

As described in Hettmansperger and McKean (2012, Chapter 3), using the error model \( \hat{\epsilon}_{JR} = Y - \hat{\alpha}_S 1_N - X \hat{\beta}_\varphi \), the asymptotic representation of \( \hat{\alpha}_S \) in (3.2.12), and \( \hat{\beta}_{JR} \) in (3.2.4)
for (3.1.4), we can write the residuals $\hat{e}_{JR}$ to first order approximation s.t.

$$
\hat{e}_{JR} = Y - \hat{\alpha}S1_N - X_\beta
$$

(3.2.14)

$$
= Y - \frac{\tau_S}{N} 1'\varphi S[F(Y)]1 - X\tau_\varphi (X'X)^{-1}X\varphi[F(e)] + \beta_0
$$

$$
= (Y - X\beta_0) - \frac{\tau_S}{N} \sum_{i=1}^{e_i} \text{sgn}(e_i)1 - X\tau_\varphi (X'X)^{-1}X\varphi[F(e)] + \beta_0
$$

$$
= e - \tau_S\text{sgn}(e)1 - \tau_\varphi H\varphi[F(e)]
$$

(3.2.15)

Then,

$$
cov(\hat{e}_{JR}) = E((e - \frac{\tau_S}{N} 1'\text{sgn}(e)1 - \tau_\varphi H\varphi[F(e)])(e - \frac{\tau_S}{N} 1'\text{sgn}(e)1 - \tau_\varphi H\varphi[F(e)]'))
$$

$$
= E(ee') + \frac{\tau^2_S}{N} E(1'\text{sgn}(e)1') - \tau_\varphi E(e\varphi[F(e)]')H'
$$

$$
- \frac{\tau_S}{N} E(1'\text{sgn}(e)1'\varphi[F(e)]') + \frac{\tau^2_S}{N^2} E(1'\text{sgn}(e)1'1'(1'\text{sgn}(e))')
$$

$$
+ \frac{\tau^2 S \tau_\varphi}{N} E(1'\text{sgn}(e)1\varphi[F(e)]')H' - \tau_\varphi HE(\varphi[F(e)]e')
$$

$$
+ \frac{\tau^2 S \tau_\varphi}{N} HE(\varphi[F(e)]1'(1'\text{sgn}(e))') + \tau^2_\varphi HE(\varphi[F(e)]\varphi[F(e)]')H',
$$

(3.2.16)

where $H$ is the projection matrix onto the the space spanned by the centered design matrix $X$. For $t = 1, 2, ..., N$, the joint rank-based $t$-th Studentized marginal residual is

$$
e_{JR,t}^* = \hat{e}_{JR,t} / \sqrt{cov(\hat{e}_{JR})_{1,t}}.
$$

Using the similar approach in Hettmansperger and McKean (2012, Chapter 5) for the estimate of $cov(\hat{e}_{JR})$ with one level dependent error structure, we need some new parameters, which can be estimated as in (3.2.10), and notations defined as

$$
E(ee') = \sigma^2 B(1, \rho_{sec}, \rho_{sch})
$$
\[ E(e \varphi[F(e)']) = B(E(e_{111}, \varphi[F(e_{111})]), E(e_{111}, \varphi[F(e_{112})]), E(e_{111}, \varphi[F(e_{121})]))H \]

\[ E(\varphi[F(e)] \varphi[F(e)']) = HB(1, \rho_{\varphi, sec}; \rho_{\varphi, sch})H \]

\[ E(e_{111} \varphi[F(e_{111})']) = \frac{1}{N} \sum_{i=1}^{N} e_{ijk} \varphi[F(e_{ijk})] \]

Likewise, \( E(1' \text{sgn}(e) 1 \varphi[F(e)']) \) can be obtained from

\[
E(1' \text{sgn}(e) 1 \varphi[F(e)']) = 11'B(E(\text{sgn}(e_{111}), \varphi[F(e_{111})]), ..., E(\text{sgn}(e_{111}), \varphi[F(e_{112})]), ..., E(\text{sgn}(e_{111}), \varphi[F(e_{121})])))H
\]

### 3.2.2 General Linear Hypothesis

In regard to testing interest, the asymptotic distribution of \( \hat{\beta}_{JR} \) in (3.2.6) suggests a Wald type test of the general null hypothesis in the form of \( H_0 : H_{qxp} \beta = 0 \) based on the test statistics \( T_{\varphi} = (H \hat{\beta})^T(H\hat{V}_{JR}H)(H \hat{\beta}) \), which has an asymptotic distribution of \( \chi^2(q) \). Under the local alternatives, noncentrality parameter is given by \( \eta = (H\beta)^T(HV_{JR}H)(H\beta) \). (An alternative test is the reduction of dispersion test; see Hettmansperger and McKean, 2011).

### 3.3 Generalized Rank Method (GR)

In this section, the k-step estimate algorithm in the generalized rank method for the mixed models is introduced. This is an iteratively reweighted rank method based on the Newton-type approximation. McKean and Hettmansperger (1978) developed the asymptotic properties of linearized rank estimators for use in the linear model with the k-step Gauss-Newton approximation without reweighting, and it was proposed for independent case. Here, we extend this theory to the k-step GR method in the dependent case of mixed models; i.e., k-level nested models. It suffices to discuss the asymptotic linearity of the estimate for first step, because the argument is the same for each step. The theory
for one-step estimate suffices to show the behavior of the k-step iterations. Also, after the first step, the estimates are asymptotically equivalent to the independent case because residuals are no longer dependent due to reweighing with variance-covariance matrix.

### 3.3.1 GR Algorithm

Consider the general mixed model in (3.1.1). The proposed Iteratively Reweighted Generalized Rank-based algorithm (GR) is as follows.

1. Set \( l = 0 \)
2. Obtain \( \hat{\beta}^{(l)} \) by fitting \( y_s = \hat{\Sigma}_Y^{-\frac{1}{2}} \cdot y \) to \( x_s = \hat{\Sigma}_Y^{-\frac{1}{2}} \cdot x \) using a rank-based regression estimate. If \( l = 0 \) then use \( \hat{\Sigma}_Y = I_n \); otherwise use \( \hat{\Sigma}_Y = \Sigma_Y(\hat{\theta}^{(l-1)}) \).
3. Use \( \hat{\beta}^{(l)} \) to calculate the residuals, \( \hat{e}^{(l)} = y - x \hat{\beta}^{(l)} \).
4. Use \( \hat{\beta}^{(l)} \) to estimate the variance components, \( \hat{\theta}^{(l)} \).
5. If \( \|\hat{\beta}^{(l)} - \hat{\beta}^{(l-1)}\| < \text{TOL} \) and \( \|\hat{\theta}^{(l)} - \hat{\theta}^{(l-1)}\| < \text{TOL} \) then stop; let \( \hat{\beta} = \hat{\beta}^{(l)}, \hat{\theta} = \hat{\theta}^{(l)} \) and \( \hat{b} = \hat{b}^{(l)} \). Otherwise, let \( l = l + 1 \) and return to step 1.

The estimators of the asymptotic variance-covariance matrix of \( \hat{\beta}_{GR} \) require consistent \( \tau_S, \tau_\phi \) and \( \Sigma_Y \) which are obtained from the current estimate of weighted errors. When we specialize to the model of interest, the three level nested model, the estimate of \( \Sigma_Y \) is obtained via the RPP algorithm. The next section discusses the asymptotic theory and consistency of these estimates.

### 3.3.2 Pseudo-Estimates for the k-Step Estimator

Using the same assumptions as in JR, the model is

\[
y_i = \alpha 1_i + X_i \hat{\beta} + e_i, \quad i = 1, 2, \ldots, I.
\]

Let \( Y_i^* = \hat{\Sigma}_i^{-\frac{1}{2}} \cdot y_i, \quad X_i^* = \alpha \hat{\Sigma}_i^{-\frac{1}{2}} 1_i + \hat{\Sigma}_i^{-\frac{1}{2}} \cdot x_i \) and \( e_i^* = \hat{\Sigma}_i^{-\frac{1}{2}} \cdot e_i \). \( \hat{\Sigma}_i \) is the variance-covariance matrix of \( \hat{e}_i \). Let \( \beta^* = (\alpha, \beta')' \). New model is now the model passing through the origin.
defined as
\[ Y_i^* = X_i^* \beta^* + e_i^*. \] (3.3.1)

It will be convenient to express the rank-based pseudo-estimate, which is free of the intercept estimate, after reweighting the first step in the next theorem.

**Theorem 1.** The asymptotic representation of \( \hat{\beta}^* \) is
\[
\tau_S(X^*TX^*)^{-1}X^*TH_1 \text{sgn}(e^*) + \tau_{\varphi}(X^*TX^*)^{-1}X^*TH_X \varphi[F(e^*)] + o_p(1/\sqrt{N}).
\]

Then, the asymptotic pseudo-estimate and distribution are
\[
\hat{\beta}_{GR} = \tau_S(X^*TX^*)^{-1}X^*TH_1 \text{sgn}(e^*) + \tau_{\varphi}(X^*TX^*)^{-1}X^*TH_X \varphi[F(e^*)] \tag{3.3.2}
\]
\[
\hat{\beta}_{GR} = \tau_S(X^*TX^*)^{-1}X^*TH_1 \text{sgn}(e^*) + \tau_{\varphi}(X^*TX^*)^{-1}X^*TH_X \varphi[F(e^*)] \tag{3.3.3}
\]

with variance
\[
\text{var}(\hat{\beta}_{GR}^*) \doteq (X^*TX^*)^{-1}X^*T[1_N^* X_c^*] \left[ \frac{\tau_S^2}{N} 0 \right] [1_N^* X_c^*]^T X^*(X^*TX^*)^{-1},
\] (3.3.4)

where \( X_c^* = X^* - H_1X^* \), \( H_1 \) is the projection matrix on the intercept space, \( H_x \) is the projection matrix on the centered design matrix \( X^* \) space.

The argument follows that the projection of \( Y_i^* \) on the space spanned by \( 1_{n_i} \) and \( X_{c,i}^* \) is reprojected on the desired space which is spanned by \( X^* \) keeping the independent properties on the \( \beta \) distribution (See Chapter 3 in Hettmansperger & McKean, 2011). For the asymptotic representation, equations (3.2.4) and (3.2.12) are modified along with the projections.
3.3.3 One Step GR

Consider the general mixed model,

\[ Y = X\beta + e. \]  

(3.3.5)

\( X \) is \( N \times p \) including the intercept design, \( Y \) is \( N \times 1 \). Assume \( \Sigma \) is the var-cov of \( e \), and without loss of generality the true \( \beta \) is 0. Consider the model with true weights \( \Sigma \)

\[ \Sigma^{-1/2}Y = \Sigma^{-1/2}X\beta + \Sigma^{-1/2}e \]

\[ Y^* = X^*\beta + e^*. \]  

(3.3.6)

Let \( \hat{\beta}^{(0)} \) be the JR estimate on model (3.3.5). Then \( \sqrt{N}\hat{\beta}^{(0)} \) is \( O(1) \), and it satisfies the asymptotic properties developed for the JR (See Sections 3.2.2, 3.2.4) and 3.2.6). After obtaining the estimated weights \( \hat{\Sigma} \) based on \( \hat{\beta}^{(0)} \), the model is

\[ \hat{\Sigma}^{-1/2}Y = \hat{\Sigma}^{-1/2}X\beta + \hat{\Sigma}^{-1/2}e \]

\[ Y^{**} = X^{**}\beta + e^{**}. \]  

(3.3.7)

Let \( \hat{\beta}^{**} \) denote the first Newton step rank-based estimate based on Model (3.3.7).

\[ \hat{\beta}^{**} = \hat{\beta}^{(0)} + \tau(X^{**'}X^{**})^{-1}S_{X^{**}}(\hat{\beta}^{(0)}). \]

Using the linearity and quadratic results of the JR development (Jureckova, 1971; Chapter 3 in the book of Hettmansperger and McKean, 2011), denote \( \tilde{b}^{*} \) the pseudo-estimate of the approximation of the dispersion function on Model (3.3.6) defined in (3.3.3). This model is independent case. It suffices to obtain the results of Theorem 3.5.4 and 3.5.5 in Hettmansperger and McKean (2011); i.e.,

\[ \sqrt{N}(\hat{\beta}^{**} - \tilde{b}^*) \to 0 \text{ in probability.} \]
Note that 
\[ \sqrt{N} \tilde{b}^* = \tau (X^* X^*)^{-1} S_{X^*}(0). \]

Then we have
\[ \sqrt{N} (\hat{\beta}^{**} - \hat{b}^*) = \sqrt{N} \hat{\beta}(0) + \tau \sqrt{N} (X^{**} X^{**})^{-1} S_{X^{**}}(\hat{\beta}(0)) - \tau \sqrt{N} (X^* X^*)^{-1} S_{X^*}(0). \]

Now, we will show that the right hand side is \( o_p(1) \). Assume the design matrix conditions for \( X, X^* \) and \( X^{**} \) are satisfied. This includes the Huber’s condition. The assumptions on the leverage values. Given \( \delta > 0 \), assume that \( N_0 \) is large enough
\[ N \geq N_0, \|X^{**} - X^*\|_F < \delta \]

uniformly, where \( \|\cdot\|_F \) denote the Frobenius norm, defined as the square root of the sum of the absolute squares of its elements for a given matrix or vector. In particular, assume \( |x_{ij}^{**} - x_{ij}^*| < \delta \) \( \forall i, j \) and \( i, j = 1, ..., N \). The responses are transformed too. So similarly we assume that \( N_0 \) is sufficiently large so that
\[ Y_i^{**} - Y_i^* = o_p(1) \text{ for } i = 1, ..., N, \quad (3.3.8) \]

and
\[ F^{**}(t) - F^*(t) = o_p(1) \text{ for } N \geq N_0. \quad (3.3.9) \]

It is convenient to consider the transformation of the design matrix and parameters. Let \( F \) be cdf of errors. The new notations are defined as
\[ \Delta = (X^* X^*)^{1/2} \beta \]
\[ C^* = X^* (X^* X^*)^{-1/2} = \frac{1}{\sqrt{N}} X \Sigma^{-1/2} \]
\[ c_i^* = \frac{1}{\sqrt{N}} x_i^* \text{ s.t. the sum is 0 in probability since } x_i's \text{ are centered.} \]
\[ c_{i}^{**} = \frac{1}{\sqrt{N}} x_{i}^{**}. \]

Appendix A.3 of Hettmansperger and McKean (2011) develops the asymptotic linearity and quadracity of the R estimates for linear models. Based on this development it suffices to obtain our result for the simple linear case, because the convexity arguments used in the appendix hold here. What we need to show is the equivalence of \( S^{*}(\Delta) \) in terms of \( c_{i}^{**} \) and \( F^{**} \) following the next lemmas. By Appendix A.3 in Hettmansperger and McKean (2011),

\[
S^{*}(\Delta) = \sum_{i}^{N} c_{i}^{*} \varphi[F^{*}(Y_{i}^{*})] - \frac{1}{\tau} \Delta + o_{p}(1). \tag{3.3.10}
\]

**Lemma 2.** Using the notations for models (3.3.6) and (3.3.7),

\[
S^{*}(\Delta) = \sum_{i}^{N} c_{i}^{**} \varphi[F^{*}(Y_{i}^{*})] - \frac{1}{\tau} \Delta + o_{p}(1).
\]

**Proof.** Knowing (3.3.10), we can add and subtract \( \sum_{i}^{N} c_{i}^{*} \varphi[F^{*}(Y_{i}^{*})] \) to it s.t.

\[
S^{*}(\Delta) = \sum_{i}^{N} c_{i}^{**} \varphi[F^{*}(Y_{i}^{*})] + \sum_{i}^{N} (c_{i}^{*} - c_{i}^{**}) \varphi[F^{*}(Y_{i}^{*})] - \frac{1}{\tau} \Delta + o_{p}(1). \tag{3.3.11}
\]

Choose \( N \) so large that \( |x_{i}^{**} - x_{i}^{*}| < \delta \forall i, i = 1, ..., N \). This implies \( |c_{i}^{**} - c_{i}^{*}| < \frac{\delta}{\sqrt{N}} \).

We next show that the second term in (3.3.11) is \( o_{p}(1) \) with the following remark. Then the desired result follows.

**Remark 3.** \( \sum_{i}^{N} (c_{i}^{*} - c_{i}^{**}) \varphi[F^{*}(Y_{i}^{*})] \) is \( o_{p}(1) \). To show it, recall that \( c_{i}^{*} \) of the order \( \frac{x_{i}}{\sqrt{N}} \) as in Liang & Zeger (1986). Assume that the weights satisfy the expression

\[ c_{i}^{**} = c_{i}^{*} + o_{p}\left(\frac{1}{\sqrt{N}}\right). \]

Hence, for arbitrary \( \delta > 0 \), \( N \geq N_{0} \),

\[
\sum_{i}^{N} (c_{i}^{**} - c_{i}^{*}) \varphi[F^{*}(Y_{i})] = \frac{\delta}{\sqrt{N}} \sum_{i}^{N} \varphi[F^{*}(Y_{i})] = o_{p}(1). \]

\[
\sqrt{N}. \]
Since $\varphi[F^*(Y_i)]$ are independent and identically distributed (iid) with mean 0 by the Central Limit Theorem, the above is $o_p(1)$.

**Lemma 4.**

\[
S^*(\Delta) = \sum_{i=1}^{N} c^{**}_{i} \varphi[F^{**}(Y^{**}_{i})] - \frac{1}{\tau} \Delta + o_p(1).
\]

**Proof.** Knowing Lemma 3.3.10, \(S^*(\Delta) = \sum_{i=1}^{N} c^{**}_{i} \varphi[F^{**}(Y^{**}_{i})] - \frac{1}{\tau} \Delta + o_p(1)\), we can rewrite the first term as

\[
\sum_{i=1}^{N} c^{**}_{i} \varphi[F^{**}(Y^{**}_{i})] = \sum_{i=1}^{N} c^{**}_{i} \varphi[F^{**}(Y^{**}_{i})] + \sum_{i=1}^{N} c^{**}_{i} \{\varphi[F^{*}(Y^{*}_{i})] - \varphi[F^{**}(Y^{**}_{i})]\}.
\]

The claim is that the second term is $o_p(1)$. To do this, we again use the assumptions of the weights. Assume \(N \geq N_0\) so that

\[
\frac{1}{\sqrt{N}} Y^{**}_{i} = \frac{1}{\sqrt{N}} Y^{*}_{i} + o_p\left(\frac{1}{\sqrt{N}}\right), \ i = 1, ..., N.
\]

and

\[
\frac{1}{\sqrt{N}} F^{**} = \frac{1}{\sqrt{N}} F^{*} + o_p\left(\frac{1}{\sqrt{N}}\right), \ i = 1, ..., N.
\]

Because the composite function $\varphi \circ F$ is uniformly continuous, it follows from the expression (3.3.9), for any arbitrary $\delta > 0$, \(\exists N_0, N \geq N_0\) and

\[
\varphi[F^{*}(Y^{*}_{i})] - \varphi[F^{**}(Y^{**}_{i})] < \delta.
\]

Then,

\[
\sum_{i=1}^{N} c^{**}_{i} \{\varphi[F^{*}(Y^{*}_{i})] - \varphi[F^{**}(Y^{**}_{i})]\} \leq \sum_{i=1}^{N} |c^{**}_{i}| \delta
\]

\[
= \sum_{i=1}^{N} \frac{1}{\sqrt{N}} |x^{**}_{i}| \delta = \delta O_p(1) = o_p(1)
\]

where we have used the assumption that $\sum \frac{1}{\sqrt{N}} x^{**}_{i}$ is bounded. Hence, the proof is completed. \(\Box\)
3.3.4 Studentized Residuals

For the GR, theoretically the transformed model is an independent model. Assume that the transformed errors are uncorrelated. Hence, the Studentized residual for independent case in Rank-based fitting is valid (See Hettmansperger and McKean, 2011, p. 222).

3.4 Generalized Estimating Equations Method (GEER)

Considering an alternative generalization of GLMs for correlated data in estimates, Abebe et al. (2010) implemented the general estimating equations (GEE) method of Liang and Zeger (1986) for simple mixed models, and derived the asymptotic normality of the rank estimators. Note that this estimator does not require the same marginal cdfs. Using the notations and approach of Abebe et al. (2010) for the model of interest in (3.1.3), this GEE method assumes that the marginal density of \( y_{ijk} \), univariate variables, is of the exponential class of distributions and is given by

\[
f(y_{ijk}) = e^{x_{ijk}\beta + a(\theta_{ijk}) + b(y_{ijk})}\phi,
\]

where \( \theta_{ijk} = h(\eta_{ijk}) \), \( \eta_{ijk} = x_{ijk}\beta \), \( \phi > 0 \), thus, the first two moments of \( y_{ijk} \) are given by

\[
E(y_{ijk}) = a'(\theta_{ijk}) \quad \text{and} \quad \text{var}(y_{ijk}) = a''(\theta_{ijk}).
\]

Any link function, \( h^{-1}o(a')^{-1} \), can be used to make a link between the marginal mean \( E(Y_i) \) and the design matrix \( X_i \). For example, when the outcome is categorical, we can use the logit link function coupled with logistic model. To increase efficiency, the GEE takes the correlation into account employing the ‘working’ covariance of \( Y_i \) given by

\[
V_i = A_i^{1/2} R_i A_i^{1/2},
\]  

(3.4.1)
which is a $n_i \times n_i$ symmetric matrix (See Liang & Zeger, 1986; Abebe et al., 2010). Here, $A_i = \text{diag}\{a''(\theta_{i1}), a''(\theta_{i2}), ..., a''(\theta_{in_i})\}$ and $R_i$ is 'working' correlation matrix for school $i$. In particular, $V_i$ need not be the variance of $Y_i$.

For Liang & Zeger’s (1986) estimator, the general estimating equations are defined by

$$\sum_{i=1}^{I} D_i^T \hat{V}_i^{-1} [Y_i - a'(\theta_i)] = 0,$$

(3.4.2)

where $D_i = \frac{\partial a'(\theta_i)}{\partial \beta}$ is $n_i \times p$ Hessian matrix. When the identity link function $a(x)$ is assumed, $(\sum_{i=1}^{I} D_i^T V_i^{-1} D_i)^{-1}(\sum_{i=1}^{I} D_i^T V_i^{-1} Y_i)$ is the LS solution of the equation (3.4.2) for $\beta$. The iterative procedure works as follows: $V_i^{(0)}$ requires an initial estimate of fixed effect $\beta$ and estimation of scale effects. After $V_i^{(0)}$ is estimated, the fixed effect $\beta^{(1)}$ is estimated as in (3.4.3). These iterations continue until a desired tolerance is achieved. Updated estimate can be expressed using the Gauss-Newton method as

$$\hat{\beta}^{(k+1)} = \hat{\beta}^{(k)} - (\sum_{i=1}^{I} D_i^{T(k)} V_i^{-1(k)} D_i^{(k)})^{-1}(\sum_{i=1}^{I} D_i^{T(k)} V_i^{-1(k)} (Y_i - a'(\theta_i)^{(k)})),$$

(3.4.3)

The variance of $\hat{\beta}_{GEE}$ is

$$\frac{1}{(\sum_{i=1}^{I} D_i^T V_i^{-1} D_i)^{-1}}(\sum_{i=1}^{I} D_i^T V_i^{-1} \operatorname{cov}(Y_i)V_i^{-1} D_i)(\sum_{i=1}^{I} D_i^T V_i^{-1} D_i)^{-1}.$$ 

(3.4.4)

This method is called GEE, or Iteratively Reweighted Generalized LS estimates (IRLS). Alternatively, we can rewrite expression (3.4.2) in terms of the Euclidean norm

$$D_{GEE}(\beta) = \sum_{i=1}^{I} (Y_i^* - d_i(\beta))^2,$$

(3.4.5)

where $n_i \times 1$ vectors $Y_i^* = \hat{V}_i^{-1/2} \cdot Y_i$ and $d_i(\beta) = \hat{V}_i^{-1/2} \cdot a'(\theta_i)$. Liang & Zeger (1986) showed that the fixed estimates $\hat{\beta}_{GEE}$, which is a nonlinear least squares (LS) estimator, is consistent and the consistent variance estimates $\hat{V}_i$ are possible under the weak assumption that the estimated variance converges. Combining the results of two theories
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from Liang & Zeger (1986) and Brunner & Denker (1994), the consistency of the estimator of $\Sigma_i$ (the same notation with $V_i$ in the GR) requires the cluster number $I \to \infty$, and the cluster size $n_i \to \infty$. Consistency of scale estimates are discussed in Liang & Zeger (1986), saying that these do not depend on the correct choice of working variance-covariance matrix, so the consistency of $\Sigma_i$ and $\Sigma$ is not a matter of issue.

Abebe et al. (2010) developed a class of nonlinear robust estimators minimizing rank-based pseudo-norm of the residuals defined in (3.2.1) utilizing a 'working' covariance structure in the rank-based fitting as an analogue of the GEE.

Next, we will make the rank-based objective function analogous to the GEE in the model of interest, the 3-level nested model, for estimating fixed effects with the dispersion function

$$D_R(\beta) = \sum_{i=1}^I \sum_{j=1}^{J_i} \sum_{k=1}^{n_{ij}} \phi \left[ \frac{R(e_{ijk}^*) - d_{ijk}(\beta)}{N + 1} \right] \cdot \left[ y_{ijk}^* - d_{ijk}(\beta) \right], \quad (3.4.6)$$

where $d_{ijk}(\beta)$ is $(jk)$-th of the vector $d_i(\beta)$. We can obtain the R estimator and write (3.4.6) as to be in the form of (3.4.2), thus, these two representations will be used to employ to estimate and to derive the R asymptotic theory. The equivalence of these dual representations is shown by

$$D_R(\beta) = \sum_{i=1}^I \sum_{j=1}^{J_i} \sum_{k=1}^{n_{ij}} \phi \left[ \frac{R(e_{ijk}^*)}{N + 1} \right] \cdot \left[ e_{ijk}^* - m(\beta) \right]$$

$$= \sum_{i=1}^I \sum_{j=1}^{J_i} \sum_{k=1}^{n_{ij}} \phi \left[ \frac{R(e_{ijk}^*)}{N + 1} \right] \cdot \left[ e_{ijk}^* - m(\beta) \right]^2$$

$$= \sum_{i=1}^I \sum_{j=1}^{J_i} \sum_{k=1}^{n_{ij}} w_{ijk}(\beta) \left[ e_{ijk}^* - m(\beta) \right]^2$$

$$= \sum_{i=1}^I \sum_{j=1}^{J_i} \sum_{k=1}^{n_{ij}} \left[ w_{ijk}(\beta)^{1/2} e_{ijk}^* - w_{ijk}(\beta)m(\beta) \right]^2$$

$$= \sum_{i=1}^I D_i^T V_i^{-1/2} W_i V_i^{-1/2} \left[ Y_i - a'(\theta_i) - m^*(\beta) \right]^2, \quad (3.4.7)$$

$$= \sum_{i=1}^I D_i^T V_i^{-1/2} W_i V_i^{-1/2} \left[ Y_i - a'(\theta_i) - m^*(\beta) \right]^2, \quad (3.4.8)$$
where \( e_{ijk}^* = y_{ijk}^* - d_{ijk}(\beta) \), \( w_{ijk} = \frac{\varphi [R(e_{ijk}^*)]}{e_{ijk}^* - m(\beta)} \), \( W_i = \text{diag}(w_{ijk}) \), \( m(\beta) = \text{med}_{i,j,k} \{ e_{ijk}^* \} \), \( m^*(\beta) = m(\beta) \cdot V_i^{1/2} \cdot 1_{n_i} \). Assuming that the score function is odd about \( \frac{1}{2} \), the use of the median in the weights ensures that the weights are non-negative. As discussed in Abebe et al. (2010) other score functions, not odd about \( \frac{1}{2} \), can be used by changing to another quantile. The median is used for centering so the weights are skewed about 0. Hence, the weights are non-negative. If the weight is zero, we replace it with the maximum value of the weight matrix \( W \). When the score \( a_{[R(e_{ijk}^*)]} \) is zero, again, the weight is adjusted with the maximum value. Thus, the estimates are obtained by the usual iterated re-weighted least squares (IRLS) algorithm applied to the Rank-based fitting in (3.4.8). We call these estimates the GEER estimates following with the next theorem.

**Theorem.** Define \( \hat{\beta}_{\text{GEER}} \) as the solution to the IRLS equation in (3.4.8). Letting \( M_i = \hat{V}_i^{-1/2}W_i\hat{V}_i^{-1/2} \), and \( n_i \times n_i \) vector \( \varphi_i = \varphi_i(R(e_i^*)) \) then the asymptotic representation and variance of \( \hat{\beta}_{\text{GEER}} \) are

\[
\hat{\beta}_{\text{GEER}} = \left( \sum_{i=1}^I D_i^T M_i D_i \right)^{-1} \left( \sum_{i=1}^I D_i^T M_i (Y_i - a'(\theta_i) - m^*(\beta)) \right) \tag{3.4.9}
\]

and

\[
\text{var}(\hat{\beta}_{\text{GEER}}) = \left( \sum_{i=1}^I D_i^T M_i D_i \right)^{-1} \left( \sum_{i=1}^I D_i^T \hat{V}_i^{-1/2} \text{var}(\varphi_i) \hat{V}_i^{-1/2} D_i \right) \left( \sum_{i=1}^I D_i^T M_i D_i \right)^{-1}, \tag{3.4.10}
\]

respectively.

An elegant proof is sketched in the Appendix of the study in Abebe et al. (2010) involving a Taylor series expansion similar to Liang & Zeger (1986)'s approach. The GEER algorithm iterates between (3.4.9) and (3.4.1). For estimate of \( \text{var}(\varphi_i) \), we propose three covariance structures via the RPP: Nonparametric (NP) estimator, Approximation of the NP estimator (AP) and Improved AP with Compound Symmetric Structure (CS). For the nested design, the AP and CS structure in the variance estimates of fixed effects
in the model is our choice used in the simulation study. Abebe et al. (2010) implemented NP and AP for the simple mixed model. To get the NP estimator, \( \text{var}(\hat{\varphi}_i) \) is obtained from simple moment estimator using the scores \( a(i) \). AP assumes the true weighted errors are independent. Asymptotically, \( \text{var}(\varphi_i) \) converges to \( I_n \) and \( W_i \) converges to \( (1/\hat{\tau}_\varphi)I_n \) for the nested model, however, there is a need for the investigation of convergence under different models. Thus, the variance estimates of the fixed effect estimate will be defined by

\[
\text{var}(\hat{\beta}_{GEER-AP}) \doteq \hat{\tau}_\varphi^2 \left( \sum_{i=1}^{I} D_i^T \hat{V}_i^{-1} D_i \right)^{-1} \left\{ \sum_{i=1}^{I} D_i^T \hat{V}_i^{-1} D_i \right\}^{-1}. \tag{3.4.11}
\]

The other one is

\[
\text{var}(\hat{\beta}_{GEER-CS}) \doteq \hat{\tau}_\varphi^2 \left( \sum_{i=1}^{I} D_i^T \hat{V}_i^{-1} D_i \right)^{-1} \left\{ \sum_{i=1}^{I} D_i^T \hat{V}_i^{-1/2} B_i(1, \rho_{\varphi,sec}, \rho_{\varphi,sch}) \hat{V}_i^{-1/2} D_i \right\}.. \left( \sum_{i=1}^{I} D_i^T \hat{V}_i^{-1} D_i \right)^{-1}.
\]

The GEER methods allow any link function. For the convergence of the weights used here, see Sievers and Abebe (2004).

So far, all three Rank-based methods (JR, GR and GEER) allow for arbitrary scores in the rank dispersion function that is appropriate for the error distribution. Hence, knowledge of the underlying distribution of the errors should increase the efficiency of the estimators.
3.5 Variance Component Estimators

The Rank-based theories developed in this work require the consistency of the estimate of scale parameters. Asymptotic theory for the dispersion function and its estimate are discussed here in two steps. First, working with true errors for the 2-level nested model, we discuss it for the RPP algorithm. Here, we need the results of mean and median estimates in Groggel’s (1983) thesis. Second, after fitting the model with Rank-based estimates, the asymptotic properties and convergence of residual dispersion function are handled using the quadratic approximation of the dispersion function and the first order approximation of the rank-based fit and its residuals. Later, these results are generalized for the 3-level nested model. Similar arguments will lead to the consistency of the scale estimators for each type of random errors in the k-level nested models.

Definition 5. The functional parameter corresponding to the dispersion function in (2.1.5) evaluated at the errors $e_i$ for $i = 1, \ldots, n$ is

$$
\bar{D}_e = \int \varphi(F(x))xdF(x).
$$

Lemma 6. $\bar{D}_e$ is a scale parameter (or, $D_{ae+b} = a\bar{D}_e$, $a > 0$, $b$ is real.)

Proof. Assuming the independent case, letting $F_n$ and $F$ denote the empirical distribution function and distribution function of the errors $e_1, \ldots, e_n$, respectively. Now, let $u = ae + b$, and $F_u(ue + b) = P(e \leq \frac{u-a}{b}) = F(\frac{u-a}{b})$. Thus, $\bar{D}_u = \int \varphi(F_u(x)xF_u(x)) = \int \varphi(ue + b)F_u^{-1}(v)dv$ with $F_u(x) = v$. We can show $F_u^{-1}(x) = aF^{-1}(x) + b$. Thus, $\bar{D}_u = \int \varphi(v)F_u^{-1}(v)dv = \int \varphi(v)(aF^{-1}(v) + b)dv = a[\int \varphi(v)(F^{-1}(v) + b)dv]$. Because the score function is standardized, this simplifies to $a\bar{D}_e$. \hfill \Box

Theorem 7. (The consistency of the dispersion function with general scores) Assuming that the errors $e_1, \ldots, e_n$ are iid,

$$
\frac{1}{n} \sum_{i=1}^{n} a(R(e_i)) \cdot e_i \rightarrow \int \varphi(F(x))xdF(x) = \bar{D}_e \text{ in probability.}
$$
Proof. This part is shown in Hettmansperger & McKean (2011, pg.201).

Corollary 8. (The consistency of the dispersion function with Wilcoxon scores) Assuming the score function is the Wilcoxon. Then,

\[
\frac{2\sqrt{\pi}}{n} \sum_{i=1}^{n} \left( \frac{R(e_i)}{n+1} - \frac{1}{2} \right) \cdot e_i \rightarrow \int \varphi(F(x)) x dF(x) = \bar{D}_e.
\]

Also, \(\bar{D}_e = \sqrt{\frac{3}{\pi}} \sigma_e\) under the normal errors \(e_i\) with the standard deviation \(\sigma_e\).

The argument in the proof follows the same argument in the previous proof. Only we need to show that \(\bar{D}_e\) is equivalent to \(\frac{3}{\pi} \tau_\varphi\) using the Wilcoxon scores. Replacing \(a(u) = \sqrt{\frac{12}{\pi}}(u - \frac{1}{2})\) in the dispersion function with general scores yields the desired results.

### 3.5.1 For 2-level Nested Structure

Consider the balanced dependent case, for a 2-level nested structure or simple mixed error model, the errors can be expressed as

\[
e_{ij} = a_i + \epsilon_{ij}
\]  

(3.5.1)

for \(i = 1, 2, ..., k, j = 1, 2, ..., n\) and \(N = n + k\) (say, \(k\) schools, \(n\) students observations in each school). Errors \(a_i\) and \(\epsilon_{ij}\) are random cluster effects and error effects, respectively. We only observe the values of \(e_{ij}\), the individual \(a_i\) and \(\epsilon_{ij}\) are not observable. We begin formation of the pseudo-samples by defining the pseudo-errors \(E_{ij}\) and \(A_i\) using the mean as location estimate. We define \(\bar{\epsilon}_i = N^{-1} \sum_j \epsilon_{ij}, \bar{\epsilon}_. = N^{-1} \sum_i \sum_j y_{ij}, \bar{\epsilon}_i = n^{-1} \sum_j \epsilon_{ij}, \bar{\epsilon}_. = N^{-1} \sum_i \sum_j \epsilon_{ij} \) and \(\bar{a}_i = k^{-1} \sum \epsilon_{ij}\). Throughout this chapter, the bar symbol might substitute with any consistent location estimate averaging/collapsing over the dot subscripts; in particular, it might be the mean, the median or the HL location estimate. The pseudo-error \(E_{ij}\) is defined as

\[
E_{ij} = e_{ij} - \bar{\epsilon}_i = \epsilon_{ij} - \bar{\epsilon}_i.
\]  

(3.5.2)
As \( n \to \infty \), \( \bar{\varepsilon}_i \to 0 \) in probability, so for large \( n \), \( E_{ij} \) behaves like the \( \epsilon_{ij} \). The pseudo-random error \( A_i \) is defined as

\[
A_i = \bar{\varepsilon}_i - \bar{\varepsilon} = a_i + \bar{\epsilon}_i - \bar{a} - \bar{\epsilon}.
\] (3.5.3)

As \( n \to \infty \) and \( k \to \infty \), \( A_i \) behaves like \( a_i \), since \( \bar{\epsilon}_i, \bar{\epsilon}, \text{and} \bar{a} \) converge in probability to zero. Let

\[
A = \{A_1, A_2, ..., A_k\} \text{ and } E_1 = \{E_{11}, E_{12}, ..., E_{1n}\}
\] (3.5.4)

be the pseudo-samples. In our nested structure, the highest level clusters are independent and down to levels and sample sizes of these levels, they have the same distribution. So without loss of generality, we will generally work with the first cluster. The analogs of these random and error vectors are as follows:

\[
a = \{a_1, a_2, ..., a_k\} \text{ and } \epsilon_1 = \{\epsilon_{11}, \epsilon_{12}, ..., \epsilon_{1n}\}.
\]

Under the conditions of bounded underlying density functions of these errors, and for \( k \) and \( n \) large, the pseudo-samples converge for the estimates of random and error effects such that

\[
A \to a \text{ and } E_1 \to \epsilon_1,
\]

if consistent location estimates with desired asymptotic properties are used (Groggel, 1983). Also, these pseudo-samples behave like independent samples of the errors so that the variance of them is equal to the variances of the errors in the limiting case as \( n \to \infty \) and \( k \to \infty \). What we substitute for the estimates of the true errors \( (a_i \text{ and } \epsilon_{1j}) \) in model (3.5.1) is the pseudo-sample estimates of the pseudo-samples.

Now, to establish the consistency of the residual dispersion function, we need the following lemma and corollary. Before that, we write the results of Groggel’s study (1983) that we need. We call Facts.

**Fact 9.** Assume errors \( a_i \) and \( \epsilon_{1j} \) in Section 3.5.1 have the empirical cdf \( F_k(x) \) and \( G_n(x) \),
and cdf \(F(x)\) and \(G(x)\), respectively. Assume each cdf is symmetric around zero. The results are obtained as follows as \(n \to \infty\) and \(k \to \infty\):

(a) \(P(\epsilon_{1j} - \bar{\epsilon}_1 < x) \to P(\epsilon_{1j} < x) = G(x), P(a_i + \bar{\epsilon}_i < x) \to P(a_i < x) = F(x),\) and \(P(a_i + \bar{\epsilon}_i - \bar{a} - \bar{\epsilon}_. < x) \to P(a_i < x) = F(x)\) in probability by Slutsky’s Theorem.

(b) \(G_n(x) \to G(x)\) and \(F_k(x) \to F(x)\) in distribution.

(c) \(|\varphi[F_k(a_i + \bar{\epsilon}_i)] - \varphi[F_k(a_i)]| \to 0\) and \(|\varphi[F_k(a_i + \bar{\epsilon}_i - \bar{a} - \bar{\epsilon}_.)] - \varphi[F_k(a_i)]| \to 0\), since \(\varphi \circ F\) is a uniformly bounded and continuous function, and part (a) and (b).

(d) \(|\varphi[G_n(\epsilon_{1j} + \bar{\epsilon}_1)] - \varphi[G_n(\epsilon_{1j})]| \to 0\), since \(\varphi \circ F\) is a uniformly bounded and continuous function, and part (a) and (b).

(e) \(\bar{\epsilon}_i = o_p(1), (n+k)^{1/2}\bar{a} = O_p(1), (n+k)^{1/2}\bar{\epsilon}_i = O_p(1)\) due to the Markov inequality and \(E[(n+k)\bar{\epsilon}_i^2]\) is uniformly bounded due to the finite Fisher assumption.

(f) Two lemmas from Groggel (1983) are summarized here as.

\[
\frac{1}{n} \sum_{j}^{n}[G_n(\epsilon_{1j} - \bar{\epsilon}_1) - G_n(\epsilon_{1j})] = o_p\left(\frac{1}{\sqrt{n+k}}\right)
\]

and

\[
\frac{1}{k} \sum_{i}^{k}[F_k(a_i + \bar{\epsilon}_i - \bar{a} - \bar{\epsilon}_.) - F_k(a_i)] = o_p\left(\frac{1}{\sqrt{n+k}}\right),
\]

(g) \(\varphi[F(\epsilon_{1j})]\bar{\epsilon}_1 \to 0\) and \(\varphi[F(a_i)]\bar{\epsilon}_i \to 0\) in probability since \(\bar{\epsilon}_1 \to 0\) in probability, \(\varphi \circ F\) is a uniformly bounded, and Slutsky’s theorem.

Groggel (1983) has shown part (f) using the mean and median estimate. For the median, \(\bar{a} + \bar{\epsilon}_\cdot\) is replaced by \(\text{med}_{i,j}\{a_i + \text{med}_j(\epsilon_{ij})\}\). For the HL estimate, it has the desired tightness to get the similar convergence results.

**Lemma 10.** For the 2-level nested model, under the notations of Fact 9, the pseudo-sample error vectors \(A\) and \(E_1\) are defined in (3.5.4). Then, the pseudo-samples have dispersion functions s.t.

\[
\text{Disp}(A) \to \tilde{D}_a \text{ and Disp}(E_1) \to \tilde{D}_\epsilon
\]
Proof. First part, as \( k \to \infty \),

\[
\text{Disp}(A) = \frac{1}{k} \sum_{i=1}^{k} a[R(A_j)]A_j
\]

\[
= \frac{1}{k} \sum_{i=1}^{k} a[R(\bar{e}_i - \bar{\epsilon})] (\bar{e}_i - \bar{\epsilon})
\]

\[
= \frac{1}{k} \sum_{i=1}^{k} a[R(a_i + \bar{e}_i - \bar{a} - \bar{\epsilon})] (a_i + \bar{e}_i - \bar{a} - \bar{\epsilon})
\]

\[
\cong \frac{1}{k} \sum_{i=1}^{k} \phi \left[ \frac{k}{k+1} F_k(a_i + \bar{e}_i - \bar{a} - \bar{\epsilon}) \right] (a_i + \bar{e}_i - \bar{a} - \bar{\epsilon}) \text{ by (a)}
\]

\[
\cong \frac{1}{k} \sum_{i=1}^{k} \phi \left[ \frac{k}{k+1} F_k(a_i) \right] (a_i) +
\]

\[
\cong \frac{1}{k} \sum_{i=1}^{k} \phi \left[ \frac{k}{k+1} F_k(a_i) \right] (a_i) \text{ by (c) and Slutsky Theorem}
\]

\[
\cong \frac{1}{k} \sum_{i=1}^{k} \phi \left[ F(a_i) \right] (a_i) \text{ by (b)}
\]

\[
\cong \int \phi[F(x)](x)dF(x) = \mathcal{D}_a. \quad (3.5.5)
\]

For the second part, as \( k \to \infty \) and \( n \to \infty \),

\[
\text{Disp}(E_1) = \frac{1}{n} \sum_{j=1}^{n} a[R(E_{1j})]E_{1j}
\]

\[
= \frac{1}{n} \sum_{j=1}^{n} a[R(e_{1j} - \bar{e}_1)](e_{1j} - \bar{e}_1)
\]

\[
= \frac{1}{n} \sum_{j=1}^{n} a[R(e_{1j} - \bar{e}_1)](e_{1j} - \bar{e}_1)
\]

\[
\cong \frac{1}{n} \sum_{j=1}^{n} \phi \left[ \frac{n}{n+1} G_n(e_{1j} - \bar{e}_1) \right] (e_{1j} - \bar{e}_1) \text{ by (a)}
\]

\[
\cong \frac{1}{n} \sum_{j=1}^{n} \phi \left[ \frac{n}{n+1} G_n(e_{1j}) \right] (e_{1j}) \text{ by (d), (f) and (g)}
\]

\[
\cong \frac{1}{n} \sum_{j=1}^{n} \phi \left[ G(e_{1j}) \right] (e_{1j}) \text{ by (b)}
\]

\[
\cong \int \phi[G(x)](x)dG(x) = \mathcal{D}_e. \quad (3.5.6)
\]

We consider to summarize the consistency of the dispersion function with pseudo-errors and true errors in the following corollary. Next, the consistency of the rank-based
Corollary 11. As a result of the previous lemma and independent error types, it can be summarized that $\text{Disp}(A) \to \bar{D}_a$, $\text{Disp}(E_1) \to \bar{D}_e$, $\text{Disp}(a) \to \bar{D}_a$, $\text{Disp}(\epsilon_1) \to \bar{D}_\epsilon$ as well as $\text{Disp}(\epsilon_i) \to \bar{D}_\epsilon$, where $\epsilon_i$ is error vector in any highest level cluster $i$.

Theorem 12. Consider Model (2.1.1) and the assumptions in Lemma 10. Suppose the residuals $\hat{e}$ are obtained from a rank-based method fit s.t. $\hat{e}_{ij} = y_{ij} - x_{ij}^T \hat{\beta}_\varphi$, and one cluster residuals vector is $\hat{e}_1 = (\hat{e}_{11}, ..., \hat{e}_{1n})$. If the pseudo residual vectors $\hat{A}$ and $\hat{E}_1$ are obtained from the median location estimate, where $\hat{A}_i = \hat{e}_i - \bar{\hat{e}}_i$, $\hat{E}_{ij} = \hat{e}_{ij} - \bar{\hat{e}}_i$, in the RPP, then the corresponding residual dispersion functions are consistent, i.e.

$$\left| \text{Disp}(\hat{A}) - \text{Disp}(A) \right| \to 0,$$

$$\left| \text{Disp}(\hat{E}_1) - \text{Disp}(E_1) \right| \to 0$$

and

$$\left| \text{Disp}(\hat{e}_1) - \text{Disp}(e_1) \right| \to 0$$

in probability.

Note: Here, the bar symbol substitutes with the median or HL estimate averaging/collapsing over the dot subscripts.

Proof. We need the sufficiency of one cluster residuals $(\hat{e}_1)$ obtained from the Rank-based fit to establish the consistency of the residual dispersion due to the RPP structure in estimating random effects (See Section 2.1.2). For example, the difference $\hat{E}_{ij} = \hat{e}_{ij} - \bar{\hat{e}}_i$ is the predictor of $\epsilon_{ij}$, defined with $\bar{\hat{e}}_i = \text{med}_j \{ \hat{e}_{i1}, \hat{e}_{i2}, \ldots, \hat{e}_{in} \}$. Also, the difference $\hat{A}_i = \hat{e}_i - \bar{\hat{e}}_i$ is the predictor of $a_i$, which is $\text{med}_j \{ \hat{e}_{i1}, \hat{e}_{i2}, \ldots, \hat{e}_{in} \} - \text{med}_i \{ \text{med}_j \{ \hat{e}_{ij} \} \}$. In particular, to get the random effects, we get the intercept estimate in a Rank-based model using one cluster residuals. Once we show the scale estimate obtained from this cluster is consistent, we can generalize it for these predictors. The next argument discusses this.

The following case suffices to generalize for many clusters in the model $Y = X\beta + e$. Without loss of generality, we consider the first cluster. Suppose $Y_1$, $X_1$ and $e_1$ are the
response vector, design matrix, and the error vector, respectively for cluster 1. Let $Y_2$, $X_2$ and $e_2$ denote the respective parts for the rest of the model. Then, without loss of generality, we write

$$Y = \begin{pmatrix} Y_1 \\ Y_2 \end{pmatrix} = \begin{pmatrix} X_1 \\ X_2 \end{pmatrix} \beta + \begin{pmatrix} e_1 \\ e_2 \end{pmatrix} = X\beta + e. \quad (3.5.7)$$

So that $(Y_1, X_1)$ and $(Y_2, X_2)$ define clusters 1 and 2, respectively. Let $(Y, X)$ be the long model; $(Y_1, X_1)$ be the short model. Let $n_1$ and $n_2$ denote the cluster sample sizes and let $n = n_1 + n_2$. Let $\lambda_1 = \lim_{n \to \infty} n_1/n$ and assume that $0 < \lambda_1 < 1$. Now we have the same model so statements such as the following are true.

$$\lim X'_1 X_1/n_1 = \Sigma$$

$$\lim X'_2 X_2/n_2 = \Sigma$$

$$\lim X'X/n = \Sigma,$$

where $\Sigma$ is positive definite. Assume without loss of generality that the true $\beta$ is $0$. Suppose we get any of our fits (the JR, GR or GEER) fit of the entire model, i.e., the long model $Y$ and $X$. Then we know that $\sqrt{n}_L = Op(1)$. But then we also have that $\sqrt{n}_L = Op(1)$. That is, the estimate of the long model is uniformly bounded for the short model too. This is all we need to establish the theory for the intercept in the short model. For the short model, the residuals based on the long model fit are $Y_1 - X_1\hat{\beta}_L$.

The results in Hettmansperger and McKeann (Lemma 3.5.1 and A.3.2, 2011) hold because $(X'_1 X_1)^{1/2}\hat{\beta}_L$ is $Op(1)$. Thus Theorem 3.5.6 of Hettmansperger & McKeann (p.186, 2011) is true and the results on theory for the intercept as the median of the residuals $Y_1 - X_1\hat{\beta}_L$ holds.

In the same way the theory holds for the HL estimate of the residuals. The linearity result on Theorem A.2.11 (Hettmansperger and McKeann, p.460 and p.190, 2011) and the boundedness of $\sqrt{n}_L = Op(1)$ establishes the linearity. Using the above notations and
results, since $\sqrt{n_1} \hat{\beta}_L = O_p(1)$, we have:

\[
D(Y_1 - X_1 \hat{\beta}_L) = Q(Y_1 - X_1 \hat{\beta}_L) + o_p(1), \tag{3.5.8}
\]

where $Q(Y_1 - X_1 \hat{\beta}_L) = (1/(2\tau))\hat{\beta}_L' X_1 X_1 \hat{\beta} - \hat{\beta}_L S_1(e_1) + D_1(e_1)$

and $S_1(e_1) = X_1 \varphi[F(e_1)]$. In Equation (3.5.8), the first term on the right is $O_p(1)$. For the second term, using the pseudo estimate based on $Q()$, quadratic approximation to the dispersion function, in the long model we have:

\[
\hat{\beta}_L = \tau(1/n) \Sigma^{-1} S(e) + o_p(1/\sqrt{n}). \tag{3.5.9}
\]

After some algebra, the second term is

\[
\hat{\beta}_L' S_1(e_1) = \tau \varphi[F(e)]' X (1/n) \Sigma^{-1} [X_1 \varphi[F(e_1)] + 0' \varphi[F(e_2)] + o_p(1)
\]

\[
= \tau \varphi[F(e)]' X (1/n) \Sigma^{-1} [X_1' 0'] \varphi[F(e)] + o_p(1).
\]

The second term in (3.5.8) is uniformly bounded. It follows from Equation (3.5.8) that $D(Y_1 - X_1 \hat{\beta}_L)$ is asymptotically equivalent to $D_1(e_1)$. It follows that $(1/\sqrt{n})[D(Y_1 - X_1 \hat{\beta}_L) - D(e_1)] \rightarrow 0$ in probability. Also the weaker result holds, i.e., $(1/n)[D(Y_1 - X_1 \hat{\beta}_L) - D(e_1)] \rightarrow 0$. Since $1/n D(e_1)$ is a consistent estimate of $\bar{D}_e$, so is $1/n D(\hat{e})$. $(1/n)D(Y_1 - X_1 \hat{\beta}_L)$ because $D_1(e_1)$ is consistent. This result can be generalized to obtain the consistency of the residual dispersion of other types since the algorithm in the RPP uses either the median or HL estimate. Also similar arguments obtain the consistency of the asymptotic distributions of the location estimate based on the median and the HL estimator.

3.5.2 For 3-level Nested Structure

In this section, using the similar arguments in the previous section, we can obtain, for the 3-level nested structure, that the pseudo random samples, which are pseudo school effects vector $A = \{A_i\}$, pseudo section effects vector $W_i = \{W_{ij}\}$, and pseudo error effects
vector $E_{ij} = \{E_{ijk}\}$, are represented as $A_i = e_{i.} - e_{..} = a_i + \bar{w}_i + \bar{\epsilon}_i - (\bar{a} + \bar{w} + \bar{\epsilon})$, $W_{ij} = e_{ij} - e_{i.} = w_{ij} + \bar{\epsilon}_{ij} - (\bar{w}_i + \bar{\epsilon}_i)$, and $E_{ijk} = e_{ijk} - e_{ij} = \epsilon_{ijk} - \bar{\epsilon}_{ij}$ for $i = 1, \ldots, I$, $j = 1, \ldots, J$ and $k = 1, \ldots, n$. Besides the cdf $F(x)$ for random term $a_i$ and $G(x)$ for $w_{ij}$, $H(x)$ is defined for $\epsilon_{ijk}$. Under balanced case, using the similar argument discussed for the 2-level case for the choice of either of the estimates (mean, median or any consistent location estimator), $A_i \rightarrow a_i$, $W_{ij} \rightarrow w_{ij}$, and $E_{ijk} \rightarrow \epsilon_{ijk}$ in probability as $I$ and $nk$ go to $\infty$. The desired results are summarized in Claims.

**Claim 13.** (Consistency of Residual Dispersion Function in the 3-level model) Under Model 3.1.3 and the pseudo-sample notations in Section 3.5, the following results are obtained.

1. Using true errors vector $a$, $w_1$ and $\epsilon_{11}$, $\text{Disp}(a) \rightarrow \bar{D}_a$, $\text{Disp}(w_1) \rightarrow \bar{D}_w$, $\text{Disp}(\epsilon_{11}) \rightarrow \bar{D}_\epsilon$, and $\text{Disp}(\epsilon_1) \rightarrow \bar{D}_\epsilon$.

2. Using pseudo errors vector $A$, $W_1$ and $E_{11}$, $\text{Disp}(A) \rightarrow \bar{D}_a$, $\text{Disp}(W_1) \rightarrow \bar{D}_w$ and $\text{Disp}(E_{11}) \rightarrow \bar{D}_\epsilon$, $\text{Disp}(\epsilon_1) \rightarrow \bar{D}_\epsilon$.

3. Using the estimates of pseudo errors vector $\hat{A}$, $\hat{W}_1$ and $\hat{E}_{11}$ obtained from the RPP with the Rank-based fit, $\text{Disp}(\hat{A}) \rightarrow \bar{D}_a$, $\text{Disp}(\hat{W}_1) \rightarrow \bar{D}_w$, $\text{Disp}(\hat{E}_{11}) \rightarrow \bar{D}_\epsilon$, and $\text{Disp}(\hat{\epsilon}_1) \rightarrow \bar{D}_\epsilon$.

As in the 2-level case argument, we have consistency of location based on residuals. To these analogous quantities of true errors and consistency of the scale estimator (the dispersion function). Using similar asymptotical and convergence equivalences regarding with additional pseudo-sample terms described below and in Facts 14, we can generalize the consistency of residual dispersion functions to the the 3-level case and k-level case. In case of using all errors in estimates by forming pseudo random samples, the average for the same level clusters is a consistent estimate.

**Claim 14.** By Slutsky Theorem and convergence of the location estimate,

(a) $G(w_{1j} + \bar{\epsilon}_{1j} - \bar{w}_1) \rightarrow G(w_{1j})$, $\varphi[F(a_i)]\epsilon_i \rightarrow 0$ in probability since $\bar{\epsilon}_i \rightarrow 0$, $\varphi[F(a_i)]$ is a uniformly bounded.
(b) $\varphi[F(w_{ij} + \tilde{\epsilon}_{ij})](\tilde{\epsilon}_{ij}) \rightarrow 0$ in probability.

Using residuals from the fit with the Rank-based methods, there is a need to investigate the finite sample corrections for score functions and various location-scale estimates in RPP algorithm.

### 3.5.3 Finite Correction for the Scale Estimates

Groggel et al. (1988) developed finite sample corrections for median-based pseudo-samples in the 2-level nested model. We offer the correction for the variance components $\sigma^2_\epsilon$, $\sigma^2_{sch}$ and $\sigma^2_{sect}$ as in the traditional case. The variance terms in the pseudo random sample structure using the mean estimate can be expressed as $\text{var}(A_i) = \frac{L-1}{L} \sigma^2_{sch} + \frac{L-1}{J_i} \sigma^2_{sect} + \frac{L-1}{N} \sigma^2_\epsilon$, $\text{var}(W_{j(i)}) = \frac{T-1}{T} \sigma^2_{sect} + \frac{T-1}{n_i} \sigma^2_\epsilon$ and $\text{var}(E_{ijk}) = \frac{n_{ij}-(p+1)}{n_{ij}} \sigma^2_\epsilon$ for the estimates of $\sigma^2_\epsilon$, $\sigma^2_{sch}$ and $\sigma^2_{sect}$ where $p + 1$ is the rank of the design matrix $X$. In an analogous manner to this correction, in the HL, median, MAD and Disp estimators, it might worth trying similar ways with which $\pi_{ij}$ and $J_i$ can be calculated from the harmonic mean of the number of observations in section and the number of sections within school.
Chapter 4

Simulation Results and Real Data Analysis

To illustrate the proposed methods, we first present the results of a Monte Carlo investigation comparing the performance of the GR method and the traditional likelihood method, REML. For the GR method, we also compare the empirical behaviors of two alternative procedures of location-scale estimator pairs (med-MAD and HL-Disp) for the RPP algorithm. For the second performance of our study, we compare the fittings including the JR, GR, GEER and REML fitting methods over various situations of the strengths of intra and inter correlation. The second part contains a validation and efficiency study. Further, two real data sets are analyzed with these methods. Throughout the simulations, the Wilcoxon scores are used. Initial fit is obtained from the JR estimate with the Wilcoxon scores. For the GEER analysis, one step iteration is run due to the fast convergence. Also, the Rank-based regression estimates are obtained from R packages *wwest* (Terpstra and McKean, 2005).

### 4.1 Performance of GR Estimates

In this section, the performance of fixed effect estimates in the GR fitting are investigated and scale estimates using the RPP are discussed. In this experiment, the package *nlme/lmer* in R software developed by Pinheiro et al. (2011) is used to obtain the REML and ML estimates.
Simulations are conducted to evaluate the performance of our iterative GR fitting with the RPP algorithm found in (2.1.2) for random, fixed, scale effects and intra-class correlations in the 3-level nested model,

\[ y_{ijk} = x_{ijk}^T \beta + a_i + w_{j(i)} + \epsilon_{k(ij)}. \] (4.1.1)

We assume that the section effects \( w_{j(i)} \) are random and nested within schools with random effects \( a_i \). With unbalanced design, the total sample size is 338 observations in the total of seven schools with varying sections (four to five) within schools. The total measurements in each section vary from 8 to 20. We have two error types in the model, overall error (\( \epsilon_{k(ij)} \)) and random errors (\( a_i \) and \( w_{j(i)} \)). Fixed parameters relating to the fixed effects, namely intercept and covariate, are set at zero, \( \beta = (\beta_0, \beta_1) = (0, 0) \), because the methods are regression and scale equivariant.

For non normal cases, contaminated (CN) errors are set at 20% contamination percentage, and the ratio of the contaminated variance to the uncontaminated is set at 16. Scale parameters, \( \theta = (\sigma^2_{\text{school}}, \sigma^2_{\text{section(school)}}, \sigma^2_{\text{error}}) \), are set at (1, 4, 9) when no contamination is employed. The scale parameter \( \theta \) becomes (4, 16, 36) when both random and error terms are contaminated.

Using the two location estimates (med and HL) and scale estimates (Disp and MAD), we investigate empirically the two proposed RPP procedures (HL-Disp and med-MAD) in the GR method under the four cases: Case 1: Both errors are normal. Case 2: Only error terms are contaminated. Case 3: Only random errors are contaminated. Case 4: Both errors are contaminated.

Also, for each case, one observation or one section are made up as outliers (call it corrupted data) to observe the sensitivity and efficiency of the methods. In the experiment, the standard errors (se) and empirical asymptotic relative efficiencies (ARE) without bias correction were obtained. The empirical AREs were obtained from the ratios of mean squared errors (MSE). The se’s of fixed effects, scale and intra-class estimates are either competitive under normal case, and are mostly better than the REML when CN or cor-
ruptured data are considered. Surprisingly, the empirical $se$ for covariate estimates except in Case 1 are observed smaller than that in the REML throughout the simulations (See Tables 4.1 to 4.4). Moreover, the estimates in the REML method are biased under some situations. When both errors are contaminated as specified, the intra-class estimates in the RPP are unbiased, while the REML estimates are biased. On the other side, we have not made any degrees of freedom corrections for the RPP estimators of scale. In general, they appear to be biased. Small sample corrections are under investigation. The HL-Disp procedure outperforms better than the med-MAD procedure in the RPP. Our small simulation study in nested design suggests that Disp as a scale estimator is more efficient for nested designs than MAD.

We compare on performance of the intra-class parameter estimates for only Case 1 and Case 4. Under these situations, the scale estimates $\hat{\sigma}$, Disp and Mad are all consistent to the same parameter. In Case 2 and 3, it is fact that they are not consistent due to the mixed contaminated and normal errors. Moreover, the scale estimates using REML were highly variable in all cases (See se’s for the scale and intra-class parameter estimates in Tables 4.1 to 4.4.). We did not use a bias correction for these estimators. Intraclass correlation parameters vary depending on the amount of contamination as in four cases above: This is for Cases 1 and 4, $\rho = (64.3\%, 7.1\%, 35.7\%)$, for Case 2, $\rho = (87.8\%, 2.4\%, 12.2\%)$, for Case 3, $\rho = (31\%, 13.8\%, 69\%)$. The intra-class correlation estimators of the RPP are more efficient when contaminated or corrupted data are employed. However, the RPP and REML estimators are biased for contaminated data. Surprisingly, in all cases the REML does poorly, except when the errors are normal. Even in Case 1, the intra-school is biased using the REML estimator.

The empirical AREs indicate that our proposed procedures, HL-Disp and med-MAD in the RPP algorithm with the GR fitting method, are generally competitive with or outperforms the REML estimators. Also, the results indicate that random effects for school and section in both methods (GR and REML) capture the parameter values.
4.1.1 Simulation Results

In the tables below, HL-Disp means that the location and scale estimators are respectively HL and Disp. Med-MAD is likewise. These are the RPP procedures in the GR fitting we work. ARE values which are greater than 1 indicates the results in the GR with the RPP is favored over the REML in efficiency. Also, (*) means any cluster effect among the others. When the data is corrupted, (*) is the effect of the cluster related with the corrupted data.
### Table 4.1: Case-1 Simulation Results

<table>
<thead>
<tr>
<th>Case-1: Normal case (No contamination)</th>
<th>Loc-Scale</th>
<th>No corrupted data</th>
<th>Med MAD</th>
<th>REML</th>
<th>Empirical AREs to REML</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed Effect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>0</td>
<td>0.0016</td>
<td>0.0023</td>
<td>0.0022</td>
<td>-0.012</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0</td>
<td>-0.0125</td>
<td>0.0131</td>
<td>-0.0064</td>
<td>0.0108</td>
</tr>
<tr>
<td><strong>Scale Param.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{\text{sch}}$</td>
<td>1</td>
<td>1.1447</td>
<td>0.0291</td>
<td>1.3244</td>
<td>0.0253</td>
</tr>
<tr>
<td>$\sigma^2_{\text{sect}}$</td>
<td>4</td>
<td>3.5621</td>
<td>0.0406</td>
<td>3.651</td>
<td>0.0325</td>
</tr>
<tr>
<td>$\sigma^2_{\text{err}}$</td>
<td>9</td>
<td>8.0349</td>
<td>0.0282</td>
<td>8.0512</td>
<td>0.0207</td>
</tr>
<tr>
<td><strong>Intra-class Corr.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.6429</td>
<td>0.6525</td>
<td>0.0028</td>
<td>0.6253</td>
<td>0.0023</td>
</tr>
<tr>
<td>School</td>
<td>0.0713</td>
<td>0.0893</td>
<td>0.0021</td>
<td>0.0956</td>
<td>0.0017</td>
</tr>
<tr>
<td>Section</td>
<td>0.3571</td>
<td>0.3773</td>
<td>0.0028</td>
<td>0.3779</td>
<td>0.0021</td>
</tr>
<tr>
<td><strong>Random Effect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School</td>
<td>0</td>
<td>-0.0065</td>
<td>0.03</td>
<td>-0.0305</td>
<td>0.0409</td>
</tr>
<tr>
<td>Section</td>
<td>0</td>
<td>-0.0056</td>
<td>0.0331</td>
<td>0.0152</td>
<td>0.0623</td>
</tr>
</tbody>
</table>
## CASE-2: Only error term contaminated

### Table 4.2: Case-2 Simulation Results

<table>
<thead>
<tr>
<th>Param</th>
<th>Fixed Effect</th>
<th>Scale Param</th>
<th>Intra-class Corr</th>
<th>Random Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta_0 )</td>
<td>( \sigma^2_{\text{sch}} )</td>
<td>( \sigma^2_{\text{sect}} )</td>
<td>( \text{School}^* )</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.0038</td>
<td>0.0128</td>
<td>4.154</td>
<td>0.0088</td>
</tr>
<tr>
<td></td>
<td>0.0295</td>
<td>0.0248</td>
<td>0.072</td>
<td>0.0395</td>
</tr>
<tr>
<td></td>
<td>-0.0259</td>
<td>-0.007</td>
<td>4.3337</td>
<td>0.0287</td>
</tr>
<tr>
<td></td>
<td>0.0223</td>
<td>0.0154</td>
<td>0.0396</td>
<td>0.0455</td>
</tr>
<tr>
<td></td>
<td>0.0007</td>
<td>0.0018</td>
<td>3.1368</td>
<td>0.0046</td>
</tr>
<tr>
<td></td>
<td>0.0352</td>
<td>0.0217</td>
<td>3.4292</td>
<td>0.0484</td>
</tr>
<tr>
<td></td>
<td>-0.0263</td>
<td>0.01</td>
<td>0.0586</td>
<td>0.0499</td>
</tr>
<tr>
<td></td>
<td>0.0302</td>
<td>0.0149</td>
<td>3.8598</td>
<td>-0.0203</td>
</tr>
<tr>
<td></td>
<td>-0.0036</td>
<td>-0.0022</td>
<td>1.2191</td>
<td>0.0435</td>
</tr>
<tr>
<td></td>
<td>0.0223</td>
<td>0.2182</td>
<td>2.6743</td>
<td>0.0302</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.491</td>
<td>1.1375</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.5929</td>
<td>13.7</td>
</tr>
</tbody>
</table>

### Analysis

- **HL DISP**
  - Median: \( \text{est} \) fields
  - Mean: \( \text{se} \) fields

- **Med MAD**
  - Median: \( \text{est} \) fields
  - Mean: \( \text{se} \) fields

- **REML**
  - Median: \( \text{est} \) fields
  - Mean: \( \text{se} \) fields

### Empirical AREs to REML

<table>
<thead>
<tr>
<th>RPP Methods</th>
<th>HL DISP</th>
<th>Med-MAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5453</td>
<td>2.0039</td>
</tr>
<tr>
<td>1.2182</td>
<td>0.2001</td>
<td>1.1289</td>
</tr>
<tr>
<td>1.2346</td>
<td>0.0918</td>
<td>1.2346</td>
</tr>
<tr>
<td>1.2843</td>
<td>0.223</td>
<td>1.2843</td>
</tr>
</tbody>
</table>

### Notes

- **Loc-Scal**: Indicates localized scalability.
- **Empirical**: Empirical analysis for REML.
- **AREs to REML**: Empirical AREs compared to REML.
### Table 4.3: Case-3 Simulation Results

<table>
<thead>
<tr>
<th></th>
<th>Loc-Scaling</th>
<th>No corrupted data</th>
<th>Med MAD</th>
<th>REML</th>
<th>Empirical AREs to REML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>HL DISP</td>
<td>Med MAD</td>
<td>REML</td>
<td></td>
</tr>
<tr>
<td><strong>Fixed Effect</strong></td>
<td></td>
<td>median</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>0</td>
<td>-0.0473</td>
<td>0.0369</td>
<td>-0.0448</td>
<td>0.0382</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0</td>
<td>-0.0122</td>
<td>0.0126</td>
<td>0.002</td>
<td>0.0114</td>
</tr>
<tr>
<td><strong>Scale Param</strong></td>
<td></td>
<td>σ2sch</td>
<td>2.9333</td>
<td>0.0803</td>
<td>3.8353</td>
</tr>
<tr>
<td>$\sigma^2$sect</td>
<td>16</td>
<td>9.6183</td>
<td>0.1642</td>
<td>10.3436</td>
<td>0.1454</td>
</tr>
<tr>
<td>$\sigma^2$err</td>
<td>9</td>
<td>7.989</td>
<td>0.0331</td>
<td>8.0183</td>
<td>0.0212</td>
</tr>
<tr>
<td><strong>Intra-class Corr</strong></td>
<td></td>
<td>Error p</td>
<td>0.3103</td>
<td>0.0044</td>
<td>0.3871</td>
</tr>
<tr>
<td></td>
<td></td>
<td>School p</td>
<td>0.1379</td>
<td>0.0044</td>
<td>0.1638</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Section p</td>
<td>0.6897</td>
<td>0.0046</td>
<td>0.6179</td>
</tr>
<tr>
<td><strong>Random Effect</strong></td>
<td></td>
<td>School*</td>
<td>0</td>
<td>0.0437</td>
<td>0.0799</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Section*</td>
<td>0</td>
<td>0</td>
<td>0.1095</td>
</tr>
</tbody>
</table>
### Table 4.4: Case-4 Simulation Results

<table>
<thead>
<tr>
<th></th>
<th>locus</th>
<th>scale</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>HL DISP</td>
<td>Med MAD</td>
<td>REML</td>
<td>RPP Methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed Effect</td>
<td></td>
<td></td>
<td>median</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
<td>est</td>
<td>se</td>
<td>est</td>
<td>se</td>
</tr>
<tr>
<td>$\theta_0$</td>
<td>0</td>
<td></td>
<td>0.0495</td>
<td>0.0521</td>
<td>0.0153</td>
<td>0.0399</td>
<td>0.114</td>
<td>0.0677</td>
<td>0.1151</td>
<td>0.0476</td>
<td>-0.0223</td>
<td>0.036</td>
<td>0.8141</td>
<td>0.572</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>0</td>
<td></td>
<td>0.0196</td>
<td>0.0204</td>
<td>0.0044</td>
<td>0.0158</td>
<td>0.0222</td>
<td>0.0226</td>
<td>0.0134</td>
<td>0.015</td>
<td>0.013</td>
<td>0.0213</td>
<td>3.2481</td>
<td>1.49</td>
</tr>
<tr>
<td>Scale Param</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{\text{sch}}$</td>
<td>4</td>
<td></td>
<td>0.0875</td>
<td>0.1012</td>
<td>0.0079</td>
<td>0.1062</td>
<td>3.302</td>
<td>0.1312</td>
<td>4.9641</td>
<td>0.1568</td>
<td>4.372</td>
<td>0.1914</td>
<td>15.617</td>
<td>0.269</td>
</tr>
<tr>
<td>$\sigma^2_{\text{sect}}$</td>
<td>16</td>
<td></td>
<td>10.2757</td>
<td>1.357</td>
<td>11.2067</td>
<td>1.589</td>
<td>4.752</td>
<td>0.1302</td>
<td>5.4906</td>
<td>0.1006</td>
<td>15.617</td>
<td>0.269</td>
<td>35.8844</td>
<td>0.1833</td>
</tr>
<tr>
<td>$\sigma^2_{\text{err}}$</td>
<td>36</td>
<td></td>
<td>24.5321</td>
<td>0.1427</td>
<td>24.6752</td>
<td>0.1133</td>
<td>10.7023</td>
<td>0.0573</td>
<td>10.8339</td>
<td>0.0539</td>
<td>35.8844</td>
<td>0.1833</td>
<td>1.4246</td>
<td>0.647</td>
</tr>
<tr>
<td>Intra-class Corr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{school} p$</td>
<td>0.0713</td>
<td></td>
<td>0.0779</td>
<td>0.0021</td>
<td>0.0965</td>
<td>0.0022</td>
<td>0.1787</td>
<td>0.0063</td>
<td>0.2052</td>
<td>0.0046</td>
<td>0.0724</td>
<td>0.0028</td>
<td>1.6158</td>
<td>0.3705</td>
</tr>
<tr>
<td>$\text{section} p$</td>
<td>0</td>
<td></td>
<td>0.3571</td>
<td>0.0036</td>
<td>0.3701</td>
<td>0.0031</td>
<td>0.4577</td>
<td>0.0068</td>
<td>0.4562</td>
<td>0.0044</td>
<td>0.3463</td>
<td>0.0037</td>
<td>1.4246</td>
<td>0.7071</td>
</tr>
<tr>
<td>Random Effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School*</td>
<td>0</td>
<td></td>
<td>-0.0121</td>
<td>0.0539</td>
<td>-0.0613</td>
<td>0.0733</td>
<td>0</td>
<td>0</td>
<td>-0.019</td>
<td>0.0779</td>
<td>0.024</td>
<td>0.0501</td>
<td>0.4572</td>
<td>0.4136</td>
</tr>
<tr>
<td>Section*</td>
<td>0</td>
<td></td>
<td>0</td>
<td>0.039</td>
<td>-0.07</td>
<td>0.1283</td>
<td>0</td>
<td>0</td>
<td>0.3854</td>
<td>0.1364</td>
<td>-0.1152</td>
<td>0.1175</td>
<td>0.8387</td>
<td>0.7421</td>
</tr>
</tbody>
</table>
4.1.2 Sensitivity

Rank-based inference inherits better efficiency properties of the estimates when outlier exists. In the simulation study, when corrupted data on one observation or one subcluster (section) were employed, it was observed that the RPP procedure was more efficient and less sensitive in the cases (See Table 4.5). The estimates of fixed effects using the REML were highly variable in case of having any outlier. Also, little biases were observed in small sample sizes in both methods.
### Table 4.5: Case-1 Simulation Results for Corrupted Data (Outlier)

<table>
<thead>
<tr>
<th>CASE 1: Normal case (No contamination)</th>
<th>1 corrupted observation</th>
<th>1 corrupted section</th>
<th>Empirical AREs to REML (1 obs)</th>
<th>Empirical AREs to REML (1 sect)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Loc-Scal</strong></td>
<td>HL-DISP</td>
<td>Med-MAD</td>
<td>REML</td>
<td>HL-DISP</td>
</tr>
<tr>
<td><strong>Fixed Effect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0</td>
<td>-0.4376</td>
<td>0.0226</td>
<td>-0.4376</td>
</tr>
<tr>
<td>51</td>
<td>0</td>
<td>0.0019</td>
<td>0.0113</td>
<td>0.0019</td>
</tr>
<tr>
<td><strong>Scale Params.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.32_2_sch</td>
<td>1</td>
<td>1.5429</td>
<td>0.0279</td>
<td>1.1105</td>
</tr>
<tr>
<td>0.32_2_sect</td>
<td>4</td>
<td>3.0419</td>
<td>0.0319</td>
<td>3.8933</td>
</tr>
<tr>
<td>0.32_err</td>
<td>9</td>
<td>11.0975</td>
<td>0.0273</td>
<td>11.3487</td>
</tr>
<tr>
<td><strong>Intra-class Corr.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error p</td>
<td>0.6429</td>
<td>0.7162</td>
<td>0.0021</td>
<td>0.6993</td>
</tr>
<tr>
<td>School p</td>
<td>0.0713</td>
<td>0.0835</td>
<td>0.0014</td>
<td>0.0925</td>
</tr>
<tr>
<td>Section p</td>
<td>0.3571</td>
<td>0.3138</td>
<td>0.0019</td>
<td>0.3286</td>
</tr>
<tr>
<td><strong>Random Effect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School b</td>
<td>0</td>
<td>0.0736</td>
<td>0.0422</td>
<td>-0.2078</td>
</tr>
<tr>
<td>Section b</td>
<td>0</td>
<td>0.4373</td>
<td>0.0646</td>
<td>0.3253</td>
</tr>
</tbody>
</table>
4.2 Empirical Results for JR, GR and GEER Estimators

In this section, the validity using the empirical level for alpha at 5% and efficiency using comparative confidence interval (CI) lengths (or ARE’s) are investigated for the proposed JR, GR and GEER estimators. Thirteen situations were formed with respect to the strength of intra and inter correlation in clusters (school) and subclusters (section within school). For each situation 10,000 simulations were used. Model is the 3-level nested model with unbalanced size, and the same model (4.1.1) is used. The total sample size is 185 observations in the total of seven schools with two to three sections within schools. The total measurements in each section vary from 6 to 20. Two error types in the model were generated from normal distribution. For non-normal situations, contaminated errors were generated at 10% to 20% contamination percentage and at 4 to 16 as the variances ratio (See Section 4.1). The variables of interests are response (a continuous data obtained from the errors), treatment (treatment or control group) and covariate (a normal continuous data).

The Monte Carlo results indicate that the performance of the Rank-based estimators of the fixed parameters $\beta = (\beta_0, \beta_1, \beta_2)$ is more efficient than the REML. This traditional estimator of the fixed parameters in the nested random model mostly meets the true alpha level at 5% when the error distribution is normal, however not optimal for some situations. For example, when the scale parameters $\theta = (\sigma_{\text{school}}^2, \sigma_{\text{section(school)}}^2, \sigma_{\text{error}}^2)$ were generated as (1,1,9) and (0,1,1), it yielded somewhat liberal results for the empirical level in the covariate (See Tables 4.8 and 4.11). Also, the empirical levels for intercept in both methods under each situation was liberal (>5% to 10%) The exception to this fact is that the GR generated slight conservative results (See Tables 4.6, 4.8, 4.9, 4.11, 4.6, 4.15 and 4.17). Overall, the GR and GEERs among the Rank-based methods are the best and closest to the true alpha level. One reason to explain why the GR is conservative (less than 5%) in some situations is that the standard error calculations and the estimates using the projected space in Theorem 1 were obtained without the correction for degrees
of freedom. Hence, this would make the error wider. However, Rank-based estimators have consistency for this type of estimators (Hettmansperger and McKean, 2011). This part can be further studied to get close results to the true level.

The ARE results in the proposed methods are competitive with the REML under normal errors, and better than it when the data follow contaminated errors. Some small degree of loss is observed in rank-based estimators. Under normal errors, the efficiency loss is about 5\% in fixed effects, and 30-50\% in intercept estimates. These empirical AREs are expected results for the estimator of intercept using $L_1$ (median) norm and the estimator of fixed effects using the Wilcoxon scores.

One weakness in the JR estimators was observed in the empirical level results of the treatment variable when observations within schools were highly correlated (>30\%) in Tables 4.7, 4.9, 4.12, 4.13, 4.14, 4.16 and 4.17. In the future, we are planning to investigate the JR method by fitting the random effects as fixed effects in addition to their estimation of the random effects. This appeared to be a positive correction in the studies of Kloke et al. (2009) The empirical alpha level in this simulation was close to the true level, 5\%, in the GR and GEER methods for the treatment effect estimators.

The covariate variable used in this simulation was continuous data, and overall our methods behaved very well in the empirical level and efficiency, better than the traditional method in the AREs. In this variable, the true alpha level for alpha was gained in general.

Under the highly correlated school and section situations (high intra and inter correlation), the empirical levels of the results in the GR, GEER-AP and GEER-CS were quite close to the true levels, whereas the REML was either slightly liberal or conservative. For example, Tables 4.7 and 4.16 show the outperformance of these methods. One of the most powerful results about the proposed methods can be observed here. The GR with the procedure med-MAD and HL-Disp is the winner among the rank methods.

The REML and the Rank-based methods had somewhat liberal empirical alpha level (>5\%) in covariate estimates in the situation of zero intra-school and intra-section correlation (See Table 4.10). In this case, the GEERs were observed better among the other
rank methods.

Tables 4.12, 4.14 and 4.16 summarize the results of the situation of little or zero correlation for nested subclusters, indicating that the GR is better, whereas the REML has liberal level in treatment and intercept. Even in the intercept estimate, the GR is precise.

Table 4.11 illustrates the results for independent situation for school clusters (zero intra-school correlation). The GR and GEER were observed better in empirical alpha level, however, the REML has lost some precision.

When contaminated errors were employed, the relative efficiencies of the estimators in the GR and GEER relative to the REML estimators were in favor of the Rank-based estimators. Tables 4.18, 4.19 and 4.20 illustrate that the GR and GEER methods outperformed the REML in the empirical AREs. These 3-level nested model results are in an agreement with the study of Hettmansperger & McKean (2011) and Kloke et al. (2009) for the independent and simple mixed model simulations.
4.2.1 Simulation Results

10,000 simulation yields the margin of error of 0.0043 at 5% alpha level, and the acceptable interval on level is [0.0457, 0.0543]. For 1,000 simulations, the margin of error becomes 0.0135 and the acceptable confidence interval for the alpha level is [0.0365, 0.0635]. Throughout the tables, the variance components are stated as $\theta = (\sigma_{\text{school}}^2, \sigma_{\text{section(school)}}^2, \sigma_{\epsilon}^2)$. By changing the parameters in $\theta$, new situations are formed in regard to the strength of intra and inter correlation coefficients $\rho_{\text{school}}$ and $\rho_{\text{section(school)}}$. Each table illustrates the situations in this simulation study.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept level</th>
<th>Intercept ARE</th>
<th>Treatment level</th>
<th>Treatment ARE</th>
<th>Covariate level</th>
<th>Covariate ARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>REML</td>
<td>0.0643</td>
<td>1.0000</td>
<td>0.0536</td>
<td>1.0000</td>
<td>0.0549</td>
<td>1.0000</td>
</tr>
<tr>
<td>JR</td>
<td>0.1324</td>
<td>1.0276</td>
<td>0.0397</td>
<td>0.6883</td>
<td>0.0519</td>
<td>0.8250</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0178</td>
<td>0.5020</td>
<td>0.0603</td>
<td>0.9870</td>
<td>0.0526</td>
<td>0.9659</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0176</td>
<td>0.6158</td>
<td>0.0599</td>
<td>0.9975</td>
<td>0.0536</td>
<td>0.9726</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.0686</td>
<td>0.7264</td>
<td>0.0522</td>
<td>0.9550</td>
<td>0.0500</td>
<td>0.9550</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.0839</td>
<td>0.8841</td>
<td>0.0505</td>
<td>0.9606</td>
<td>0.0509</td>
<td>0.9606</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1903</td>
<td>1.0095</td>
<td>0.0520</td>
<td>0.9537</td>
<td>0.0487</td>
<td>0.9538</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1645</td>
<td>1.0529</td>
<td>0.0506</td>
<td>0.9594</td>
<td>0.0509</td>
<td>0.9594</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept level</th>
<th>Intercept ARE</th>
<th>Treatment level</th>
<th>Treatment ARE</th>
<th>Covariate level</th>
<th>Covariate ARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>REML</td>
<td>0.0996</td>
<td>1.0000</td>
<td>0.0532</td>
<td>1.0000</td>
<td>0.0497</td>
<td>1.0000</td>
</tr>
<tr>
<td>JR</td>
<td>0.1386</td>
<td>0.8707</td>
<td>0.0004</td>
<td>0.1449</td>
<td>0.0489</td>
<td>0.3274</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0468</td>
<td>0.5594</td>
<td>0.0462</td>
<td>0.9257</td>
<td>0.0438</td>
<td>0.9243</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0485</td>
<td>0.7047</td>
<td>0.0484</td>
<td>0.9485</td>
<td>0.0457</td>
<td>0.9470</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.1397</td>
<td>0.8272</td>
<td>0.0497</td>
<td>0.9193</td>
<td>0.0482</td>
<td>0.9193</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.1627</td>
<td>1.0454</td>
<td>0.0554</td>
<td>0.9424</td>
<td>0.0505</td>
<td>0.9423</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1908</td>
<td>0.9665</td>
<td>0.0555</td>
<td>0.9472</td>
<td>0.0551</td>
<td>0.9471</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1690</td>
<td>1.0347</td>
<td>0.0594</td>
<td>0.9561</td>
<td>0.0543</td>
<td>0.9561</td>
</tr>
</tbody>
</table>
### Table 4.8: $\theta = (1, 1, 9)$, Normal

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept</th>
<th>Treatment</th>
<th>Covariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>ARE</td>
<td>level</td>
</tr>
<tr>
<td>REML</td>
<td>0.0740</td>
<td>1.0000</td>
<td>0.0564</td>
</tr>
<tr>
<td>JR</td>
<td>0.1409</td>
<td>1.0571</td>
<td>0.0594</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0207</td>
<td>0.5180</td>
<td>0.0695</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0253</td>
<td>0.6366</td>
<td>0.0696</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.0763</td>
<td>0.7379</td>
<td>0.0564</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.0928</td>
<td>0.8929</td>
<td>0.0535</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1840</td>
<td>0.9981</td>
<td>0.0541</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1520</td>
<td>1.0235</td>
<td>0.0516</td>
</tr>
</tbody>
</table>

### Table 4.9: $\theta = (1, 1, 1)$, Normal

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept</th>
<th>Treatment</th>
<th>Covariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>ARE</td>
<td>level</td>
</tr>
<tr>
<td>REML</td>
<td>0.0874</td>
<td>1.0000</td>
<td>0.0518</td>
</tr>
<tr>
<td>JR</td>
<td>0.1205</td>
<td>0.9369</td>
<td>0.0561</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0311</td>
<td>0.5337</td>
<td>0.0485</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0367</td>
<td>0.6664</td>
<td>0.0515</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.1076</td>
<td>0.7865</td>
<td>0.0473</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.1334</td>
<td>0.9799</td>
<td>0.0510</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1917</td>
<td>0.9839</td>
<td>0.0497</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1697</td>
<td>1.0375</td>
<td>0.0523</td>
</tr>
</tbody>
</table>

### Table 4.10: $\theta = (0, 0, 1)$, Normal, nsims=1,000

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept</th>
<th>Treatment</th>
<th>Covariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>ARE</td>
<td>level</td>
</tr>
<tr>
<td>REML</td>
<td>0.0552</td>
<td>1.0000</td>
<td>0.0491</td>
</tr>
<tr>
<td>JR</td>
<td>0.2070</td>
<td>1.2987</td>
<td>0.1976</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0150</td>
<td>0.4880</td>
<td>0.0722</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0160</td>
<td>0.5914</td>
<td>0.0720</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.0381</td>
<td>0.6637</td>
<td>0.0522</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.0480</td>
<td>0.7749</td>
<td>0.0360</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1655</td>
<td>1.0118</td>
<td>0.0502</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1450</td>
<td>1.0363</td>
<td>0.0350</td>
</tr>
</tbody>
</table>
Table 4.11: $\theta = (0, 1, 1)$, Normal, nsims=1,000

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept</th>
<th>Treatment</th>
<th>Covariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>ARE</td>
<td>level</td>
</tr>
<tr>
<td>REML</td>
<td>0.0540</td>
<td>1.0000</td>
<td>0.0520</td>
</tr>
<tr>
<td>JR</td>
<td>0.1373</td>
<td>1.0366</td>
<td>0.0340</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0170</td>
<td>0.4930</td>
<td>0.0680</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0180</td>
<td>0.5956</td>
<td>0.0450</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.0700</td>
<td>0.7202</td>
<td>0.0620</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.0950</td>
<td>0.8685</td>
<td>0.0460</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.2143</td>
<td>1.0397</td>
<td>0.0670</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.2022</td>
<td>1.0953</td>
<td>0.0460</td>
</tr>
</tbody>
</table>

Table 4.12: $\theta = (1, 0, 1)$, Normal, nsims=1,000

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept</th>
<th>Treatment</th>
<th>Covariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>ARE</td>
<td>level</td>
</tr>
<tr>
<td>REML</td>
<td>0.1020</td>
<td>1.0000</td>
<td>0.0630</td>
</tr>
<tr>
<td>JR</td>
<td>0.1190</td>
<td>0.9467</td>
<td>0.0505</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0490</td>
<td>0.5832</td>
<td>0.0590</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0700</td>
<td>0.7467</td>
<td>0.0700</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.1430</td>
<td>0.8564</td>
<td>0.0590</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.1750</td>
<td>1.0927</td>
<td>0.0630</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.2000</td>
<td>1.0246</td>
<td>0.0520</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1630</td>
<td>1.0329</td>
<td>0.0650</td>
</tr>
</tbody>
</table>

Table 4.13: $\theta = (100, 100, 1)$, Normal

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept</th>
<th>Treatment</th>
<th>Covariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>ARE</td>
<td>level</td>
</tr>
<tr>
<td>REML</td>
<td>0.0980</td>
<td>1.0000</td>
<td>0.0410</td>
</tr>
<tr>
<td>JR</td>
<td>0.1570</td>
<td>0.8427</td>
<td>0.0010</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0320</td>
<td>0.5269</td>
<td>0.0460</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0370</td>
<td>0.6764</td>
<td>0.0330</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.1110</td>
<td>0.7837</td>
<td>0.0760</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.1290</td>
<td>0.9975</td>
<td>0.0590</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1955</td>
<td>0.9542</td>
<td>0.0870</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1580</td>
<td>1.0327</td>
<td>0.0610</td>
</tr>
</tbody>
</table>
### Table 4.14: $\theta = (100, 1, 100)$, Normal

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept</th>
<th></th>
<th>Treatment</th>
<th></th>
<th>Covariate</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>ARE</td>
<td>level</td>
<td>ARE</td>
<td>level</td>
<td>ARE</td>
</tr>
<tr>
<td>REML</td>
<td>0.0930</td>
<td>1.0000</td>
<td>0.0532</td>
<td>1.0000</td>
<td>0.0546</td>
<td>1.0000</td>
</tr>
<tr>
<td>JR</td>
<td>0.1160</td>
<td>0.9551</td>
<td>0.0037</td>
<td>0.4087</td>
<td>0.0482</td>
<td>0.7395</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0536</td>
<td>0.5943</td>
<td>0.0550</td>
<td>0.9800</td>
<td>0.0542</td>
<td>0.9663</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0553</td>
<td>0.7462</td>
<td>0.0569</td>
<td>0.9801</td>
<td>0.0514</td>
<td>0.9655</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.1389</td>
<td>0.8711</td>
<td>0.0524</td>
<td>0.9580</td>
<td>0.0527</td>
<td>0.9579</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.1647</td>
<td>1.0899</td>
<td>0.0520</td>
<td>0.9569</td>
<td>0.0502</td>
<td>0.9569</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1817</td>
<td>1.0209</td>
<td>0.0511</td>
<td>0.9541</td>
<td>0.0519</td>
<td>0.9542</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1542</td>
<td>1.0379</td>
<td>0.0514</td>
<td>0.9551</td>
<td>0.0498</td>
<td>0.9551</td>
</tr>
</tbody>
</table>

### Table 4.15: $\theta = (1, 100, 100)$, Normal

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept</th>
<th></th>
<th>Treatment</th>
<th></th>
<th>Covariate</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>ARE</td>
<td>level</td>
<td>ARE</td>
<td>level</td>
<td>ARE</td>
</tr>
<tr>
<td>REML</td>
<td>0.0553</td>
<td>1.0000</td>
<td>0.0508</td>
<td>1.0000</td>
<td>0.0523</td>
<td>1.0000</td>
</tr>
<tr>
<td>JR</td>
<td>0.1349</td>
<td>1.0369</td>
<td>0.0329</td>
<td>0.5848</td>
<td>0.0501</td>
<td>0.7324</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0157</td>
<td>0.4934</td>
<td>0.0540</td>
<td>0.9686</td>
<td>0.0516</td>
<td>0.9544</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0161</td>
<td>0.5962</td>
<td>0.0516</td>
<td>0.9823</td>
<td>0.0537</td>
<td>0.9659</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.0695</td>
<td>0.7182</td>
<td>0.0496</td>
<td>0.9457</td>
<td>0.0505</td>
<td>0.9457</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.0760</td>
<td>0.8665</td>
<td>0.0459</td>
<td>0.9565</td>
<td>0.0520</td>
<td>0.9565</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1987</td>
<td>1.0255</td>
<td>0.0513</td>
<td>0.9518</td>
<td>0.0508</td>
<td>0.9517</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1817</td>
<td>1.0971</td>
<td>0.0465</td>
<td>0.9585</td>
<td>0.0525</td>
<td>0.9585</td>
</tr>
</tbody>
</table>

### Table 4.16: $\theta = (100, 1, 1)$, Normal

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept</th>
<th></th>
<th>Treatment</th>
<th></th>
<th>Covariate</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>ARE</td>
<td>level</td>
<td>ARE</td>
<td>level</td>
<td>ARE</td>
</tr>
<tr>
<td>REML</td>
<td>0.0957</td>
<td>1.0000</td>
<td>0.0496</td>
<td>1.0000</td>
<td>0.0469</td>
<td>1.0000</td>
</tr>
<tr>
<td>JR</td>
<td>0.1975</td>
<td>0.7838</td>
<td>0.0002</td>
<td>0.0684</td>
<td>0.0350</td>
<td>0.1840</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0713</td>
<td>0.6008</td>
<td>0.0437</td>
<td>0.9341</td>
<td>0.0469</td>
<td>0.9339</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0636</td>
<td>0.7578</td>
<td>0.0443</td>
<td>0.9495</td>
<td>0.0435</td>
<td>0.9493</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.1660</td>
<td>0.8887</td>
<td>0.0559</td>
<td>0.9288</td>
<td>0.0530</td>
<td>0.9288</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.1811</td>
<td>1.1295</td>
<td>0.0602</td>
<td>0.9445</td>
<td>0.0527</td>
<td>0.9445</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1811</td>
<td>0.9937</td>
<td>0.0620</td>
<td>0.9493</td>
<td>0.0620</td>
<td>0.9492</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1518</td>
<td>1.0357</td>
<td>0.0642</td>
<td>0.9563</td>
<td>0.0556</td>
<td>0.9563</td>
</tr>
</tbody>
</table>
### Table 4.17: $\theta = (1, 100, 1)$, Normal

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept level</th>
<th>Intercept ARE</th>
<th>Treatment level</th>
<th>Treatment ARE</th>
<th>Covariate level</th>
<th>Covariate ARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>REML</td>
<td>0.0556</td>
<td>1.0000</td>
<td>0.0521</td>
<td>1.0000</td>
<td>0.0525</td>
<td>1.0000</td>
</tr>
<tr>
<td>JR</td>
<td>0.1687</td>
<td>0.8593</td>
<td>0.0104</td>
<td>0.0812</td>
<td>0.0455</td>
<td>0.1384</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0151</td>
<td>0.4803</td>
<td>0.0417</td>
<td>0.9166</td>
<td>0.0440</td>
<td>0.9163</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0178</td>
<td>0.5983</td>
<td>0.0479</td>
<td>0.9514</td>
<td>0.0505</td>
<td>0.9512</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.0721</td>
<td>0.7110</td>
<td>0.0648</td>
<td>0.9110</td>
<td>0.0646</td>
<td>0.9109</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.0904</td>
<td>0.8860</td>
<td>0.0710</td>
<td>0.9457</td>
<td>0.0649</td>
<td>0.9457</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.2050</td>
<td>0.9944</td>
<td>0.0743</td>
<td>0.9491</td>
<td>0.0737</td>
<td>0.9491</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.2025</td>
<td>1.1185</td>
<td>0.0748</td>
<td>0.9558</td>
<td>0.0670</td>
<td>0.9558</td>
</tr>
</tbody>
</table>

### Table 4.18: $\theta = (1, 1, 3)$, CN at 20% with the Variance Ratio at 4

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept level</th>
<th>Intercept ARE</th>
<th>Treatment level</th>
<th>Treatment ARE</th>
<th>Covariate level</th>
<th>Covariate ARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>REML</td>
<td>0.0642</td>
<td>1.0000</td>
<td>0.0530</td>
<td>1.0000</td>
<td>0.0541</td>
<td>1.0000</td>
</tr>
<tr>
<td>JR</td>
<td>0.1236</td>
<td>1.2669</td>
<td>0.0430</td>
<td>1.0035</td>
<td>0.0511</td>
<td>1.2035</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0331</td>
<td>0.6837</td>
<td>0.0613</td>
<td>1.4218</td>
<td>0.0490</td>
<td>1.3825</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0541</td>
<td>0.9465</td>
<td>0.0643</td>
<td>1.4466</td>
<td>0.0521</td>
<td>1.3857</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.0941</td>
<td>0.9127</td>
<td>0.0524</td>
<td>1.3639</td>
<td>0.0479</td>
<td>1.3636</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.1297</td>
<td>1.2370</td>
<td>0.0499</td>
<td>1.3603</td>
<td>0.0487</td>
<td>1.3604</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1618</td>
<td>1.0603</td>
<td>0.0522</td>
<td>1.3625</td>
<td>0.0468</td>
<td>1.3623</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1298</td>
<td>1.1786</td>
<td>0.0512</td>
<td>1.3687</td>
<td>0.0494</td>
<td>1.3687</td>
</tr>
</tbody>
</table>

### Table 4.19: $\theta = (1, 1, 3)$, CN at 10% with the Variance Ratio at 4

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept level</th>
<th>Intercept ARE</th>
<th>Treatment level</th>
<th>Treatment ARE</th>
<th>Covariate level</th>
<th>Covariate ARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>REML</td>
<td>0.0645</td>
<td>1.0000</td>
<td>0.0520</td>
<td>1.0000</td>
<td>0.0543</td>
<td>1.0000</td>
</tr>
<tr>
<td>JR</td>
<td>0.1281</td>
<td>1.2347</td>
<td>0.0480</td>
<td>1.0008</td>
<td>0.0484</td>
<td>1.1600</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0327</td>
<td>0.6527</td>
<td>0.0596</td>
<td>1.3301</td>
<td>0.0524</td>
<td>1.2904</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0447</td>
<td>0.8576</td>
<td>0.0615</td>
<td>1.3578</td>
<td>0.0546</td>
<td>1.3002</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.0958</td>
<td>0.9004</td>
<td>0.0499</td>
<td>1.2719</td>
<td>0.0484</td>
<td>1.2720</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.1246</td>
<td>1.1523</td>
<td>0.0473</td>
<td>1.2763</td>
<td>0.0493</td>
<td>1.2763</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1664</td>
<td>1.0558</td>
<td>0.0492</td>
<td>1.2700</td>
<td>0.0477</td>
<td>1.2701</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1416</td>
<td>1.1519</td>
<td>0.0479</td>
<td>1.2798</td>
<td>0.0500</td>
<td>1.2799</td>
</tr>
</tbody>
</table>
Table 4.20: \( \theta = (1, 1, 1) \), CN at 20\% with the Variance Ratio at 2

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intercept level</th>
<th>Intercept ARE</th>
<th>Treatment level</th>
<th>Treatment ARE</th>
<th>Covariate level</th>
<th>Covariate ARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>REML</td>
<td>0.0857</td>
<td>1.0000</td>
<td>0.0525</td>
<td>1.0000</td>
<td>0.0518</td>
<td>1.0000</td>
</tr>
<tr>
<td>JR</td>
<td>0.1209</td>
<td>0.9761</td>
<td>0.0052</td>
<td>0.3667</td>
<td>0.0507</td>
<td>0.6475</td>
</tr>
<tr>
<td>GR (med-mad)</td>
<td>0.0339</td>
<td>0.5575</td>
<td>0.0435</td>
<td>1.0185</td>
<td>0.0446</td>
<td>1.0106</td>
</tr>
<tr>
<td>GR (hl-disp)</td>
<td>0.0405</td>
<td>0.6993</td>
<td>0.0496</td>
<td>1.0098</td>
<td>0.0497</td>
<td>1.0009</td>
</tr>
<tr>
<td>GEER-AP (med-mad)</td>
<td>0.1097</td>
<td>0.8017</td>
<td>0.0474</td>
<td>1.0033</td>
<td>0.0456</td>
<td>1.0034</td>
</tr>
<tr>
<td>GEER-AP (hl-disp)</td>
<td>0.1394</td>
<td>1.0144</td>
<td>0.0491</td>
<td>0.9937</td>
<td>0.0488</td>
<td>0.9938</td>
</tr>
<tr>
<td>GEER-CS (med-mad)</td>
<td>0.1872</td>
<td>0.9780</td>
<td>0.0496</td>
<td>1.0170</td>
<td>0.0480</td>
<td>1.0169</td>
</tr>
<tr>
<td>GEER-CS (hl-disp)</td>
<td>0.1658</td>
<td>1.0464</td>
<td>0.0517</td>
<td>1.0029</td>
<td>0.0510</td>
<td>1.0029</td>
</tr>
</tbody>
</table>

4.3 Application to Real World Data

4.3.1 PISA Data Set

The data set was obtained from the OECD Programme for International Student Assessment (PISA) in 2009 (OECD, 2010). Every three years, math, science and reading comprehension skills of students of age 15 in 65 countries are assessed. This is a very large data set. We consider a subset of the data concerning the private schools in USA (334 observations in 11 private schools across the country) on the educational outcome of metacognitive scores. This is an index measure of the metacognitive aspect of learning, which has a skewed distribution. The research interests are how metacognitive scores depend on gender and age, and how the variability of the scores are explained by region differences (here, the regions are Northeast, Midwest, South and West) and school differences. Student scores are nested in the private schools within the regions. Assuming the schools within the same regions are correlated; students within the same schools are correlated; hence, regions and schools could be considered to have random effects on observations in the random effects nested model. (These are clusters so that correlation structures are inherited.) This design is hierarchical with three levels (students in schools within regions). In a 3-level nested study, to measure each level’s contribution to the total variability, intra-class correlations are defined as intra-region,

\[
\rho_{Region} = \frac{\sigma^2_{Region}}{\sigma^2 + \sigma^2_{Region} + \sigma^2_{School(Region)}}
\]

and intra-school, \( \rho_{School(Region)} = \frac{\sigma^2_{Region} + \sigma^2_{School(Region)}}{\sigma^2 + \sigma^2_{Region} + \sigma^2_{School(Region)}} \).
In this data set, the equity of educational systems and outcomes are assessed via the calculation of percentage of the variance in student performance explained by cluster levels or hierarchical levels (i.e. for regional or locational differences, intra-region correlation coefficient helps to answer it). The coherence is the total variance between schools expressed as a percentage of the total variance within the region, which is defined as the intra-school correlation coefficient. We show the precision of the rank-based GR analysis with this data set by obtaining contextual parameter estimates. In this analysis, the sampling weights were not considered.

The fixed and scale estimates are reported in Table 4.21. Both the REML and GR agree on the fixed effect inference with little difference. The standard errors confirm the same or slightly better precision of the R estimates compared to the REML analysis. Moreover, in these estimates, there is gain, about 4% to 14%, in favor of the Rank-based analysis. The GR result indicates that 15.1% of the total variability is due to the region differences, 16.6% is due to the school differences within region. These are almost the same in the REML results. For the checking of the quality of both fits, the standardized residuals and the q-q plots in Table 4.22 indicate that the standardized residuals in the GR fit are scattered as in the REML. Also, both q-q plots suggest the skewness of the residuals.

For the sensitivity analysis, an outlier at 100 standard deviations away from the center is introduced in the response space. When this new data set is analyzed, it’s conclusions and inferences on the contextual interests might be corrupt and misleading. Doing the same analysis with the new data set, PISA results using the REML analysis in Table 4.21 dramatically changed. The fixed effect estimates remained the same for the GR estimates, whereas the REML results changed. In the REML, the age effect was calculated negative, indicating that as the age increases the metacognitive score decreases, -which is unrealistic-. The sign of gender effect in the new data set was reversed, indicating the conflict with the original data set results. The lack of precision of these estimates worsened in the REML, indicating the GR estimates were 900% to 4,500% more efficient.
Table 4.21: Estimates in PISA Data for Cognitive Scores with Two Covariates

<table>
<thead>
<tr>
<th></th>
<th>Original Data</th>
<th>REML</th>
<th></th>
<th>GR</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>est</td>
<td>se</td>
<td>est</td>
<td>se</td>
</tr>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.082</td>
<td>0.278</td>
<td>0.350</td>
<td>0.267</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>-0.264</td>
<td>0.109</td>
<td>-0.295</td>
<td>0.107</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.246</td>
<td>0.172</td>
<td>0.226</td>
<td>0.161</td>
<td></td>
</tr>
<tr>
<td><strong>Variance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td>0.275</td>
<td></td>
<td>0.147</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private School (Region)</td>
<td>0.001</td>
<td></td>
<td>0.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>0.855</td>
<td></td>
<td>0.812</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Intra-Inter Corr</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_{Region}$</td>
<td>24.3%</td>
<td></td>
<td>15.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_{School(Region)}$</td>
<td>24.4%</td>
<td></td>
<td>16.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>With One Outlier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>REML</td>
<td>est</td>
<td>se</td>
<td>GR</td>
<td></td>
</tr>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.267</td>
<td>0.516</td>
<td>-0.093</td>
<td>0.176</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>0.133</td>
<td>0.640</td>
<td>-0.324</td>
<td>0.106</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.376</td>
<td>1.033</td>
<td>0.185</td>
<td>0.154</td>
<td></td>
</tr>
<tr>
<td><strong>Variance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td>0.000</td>
<td></td>
<td>0.137</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private School (Region)</td>
<td>0.000</td>
<td></td>
<td>0.018</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>31.085</td>
<td></td>
<td>2.049</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Intra-Inter Corr</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_{Region}$</td>
<td>0%</td>
<td></td>
<td>6.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_{School(Region)}$</td>
<td>0%</td>
<td></td>
<td>7.0%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.22: The Q-Q Plots of PISA Data Analysis
Table 4.23: The Q-Q Plots with Outlier
Table 4.24: The Q-Q Plots with Outlier When Omitting the Outlier
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As shown in the REML results with the data with one outlier, Table 4.21 indicates that the regions and schools had 0% contribution to the total variability, which is debatable. The GR analysis is not nearly as sensitive to the outlier effect as far the REML analysis (See Tables 4.22, 4.23, and 4.24). Standardized residuals in the REML with outlier analysis and fitted values were distorted and forced to be within the range of \([-0.5, 0.2]\) and \([0.1, 0.6]\), respectively, except the residual’s value pertaining to the outlier. These ranges mislead the judgment of the goodness of individual fits and the prediction, indicating the REML fit is clearly poor when the data has an outlier. However, the GR were not affected that much and kept almost the same values of the standardized residuals and fitted values as in the original fit (See Tables 4.22 and 4.24).

### 4.3.2 PASSIVE Data Set

Next, we consider an application of the nested models with random and treatment effect in industry. A data set consisting of highly correlated data with 72 observations is discussed in Lit tell et al. (2006, p.81). The data are from a study in the semiconductor industry where the objective is to estimate the variance components to determine assignable causes for the observed variability. The outcomes are thicknesses of the oxide layer on silicon wafers determined at three randomly selected sites on each wafer. The variable ‘source’ has two treatments, one is control, hence, the treatment variable is binary. The wafers stem from eight different lots, and each lot consists of 3 wafers. The process consisted of randomly selecting eight lots, then 3 wafers were selected from each lot for use in the oxide deposition process. After the layer of oxide was deposited, the thickness of the layer was determined at three randomly selected sites on each wafer. The structure of the study involves three sizes of experimental units in the design structure with a uniform application of a single treatment in the treatment structure. Table 4.25 indicates that the estimates of the treatment and scale effects in both methods are consistent. The GR is more precise.

For the sensitivity analysis, an outlier at 15 standard deviations away from the center is
Table 4.25: Estimates for PASSIVE Data with Treatment

<table>
<thead>
<tr>
<th></th>
<th>REML</th>
<th>GR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed effects</td>
<td>est</td>
<td>se</td>
</tr>
<tr>
<td>Intercept</td>
<td>-5.04</td>
<td>5.77</td>
</tr>
<tr>
<td>Source</td>
<td>10.08</td>
<td>8.16</td>
</tr>
<tr>
<td>Variance</td>
<td>est</td>
<td>sd</td>
</tr>
<tr>
<td>lot</td>
<td>119.89</td>
<td>79.36</td>
</tr>
<tr>
<td>wafer(lot)</td>
<td>35.86</td>
<td>21.47</td>
</tr>
<tr>
<td>error</td>
<td>12.56</td>
<td>8.15</td>
</tr>
<tr>
<td>Intra-Inter Corr</td>
<td>est</td>
<td>est</td>
</tr>
<tr>
<td>$\rho_{\text{lot}}$</td>
<td>71.2%</td>
<td>72.8%</td>
</tr>
<tr>
<td>$\rho_{\text{wafer(lot)}}$</td>
<td>92.5%</td>
<td>92.5%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>REML</th>
<th>GR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed effects</td>
<td>est</td>
<td>se</td>
</tr>
<tr>
<td>Intercept</td>
<td>-5.04</td>
<td>8.28</td>
</tr>
<tr>
<td>Source</td>
<td>14.64</td>
<td>11.71</td>
</tr>
<tr>
<td>Variance</td>
<td>est</td>
<td>sd</td>
</tr>
<tr>
<td>lot</td>
<td>194</td>
<td>124</td>
</tr>
<tr>
<td>wafer(lot)</td>
<td>104</td>
<td>62</td>
</tr>
<tr>
<td>error</td>
<td>409</td>
<td>59</td>
</tr>
<tr>
<td>Intra-Inter Corr</td>
<td>est</td>
<td>est</td>
</tr>
<tr>
<td>$\rho_{\text{lot}}$</td>
<td>27%</td>
<td>51%</td>
</tr>
<tr>
<td>$\rho_{\text{wafer(lot)}}$</td>
<td>42%</td>
<td>76%</td>
</tr>
</tbody>
</table>
Table 4.26: The Q-Q Plots of PASSIVE Data Analysis
Table 4.27: The Q-Q Plots with Outlier
Table 4.28: The Q-Q Plots with Outlier When Omitting the Outlier
introduced in the response space. Passive data results dramatically changed in inferences of the REML analysis. The fixed effect estimates changed in both methods as well. The variance estimates in the GR method were not as sensitive as in the REML’s method. The estimate of the lot-to-lot variance of 194 in the REML is 1.5 times larger than the GR. The scale estimate of residual variance of 409 in the REML is 6.9 times larger than the GR. The precision of the scale and fixed effects in the GR was observed better than that of the REML (See Tables 4.25, 4.26, 4.27 and 4.28). In particular, standardized residuals in the REML fit with outlier were affected as to be correlated in Table 4.28 and thus the goodness of the fit is said poor. Also, the fits for the observations in the same cluster with the outlier were distorted. Table 4.28 illustrates that the GR fit still kept the randomness of the distribution of the standardized residuals the same as in the original fit. The outlier did not affect much the other fits and residuals in the GR except the intercept estimate, however, the REML was affected badly in these parts.
Chapter 5

Discussion, Conclusion and Further Study

This work proposes new rank-based fitting methods in handling random, fixed and scale effects in \( k \)-level nested designs for estimation and inference. Also, the proposed Rank-based fitting methods including Joint Ranking (JR), Generalized Rank Estimate (GR) and Rank-based General Estimating Equation (GEER), are investigated along with an algorithm for Rank Prediction Procedure (RPP) with two alternatives. In the RPP, the Hodges-Lehman (HL) and median (med) location estimators, and the Dispersion Function (Disp) and Median Absolute Deviation (MAD) scale estimators are employed. These methods with the RPP obtain robust estimation and prediction. Estimation includes fixed effects and their standard errors. Prediction includes random effects. The methods further obtain estimates of the variance components. The RPP is an iterative procedure, hence the GR estimation procedure is a \( k \)-step estimate. In this work, asymptotic distribution theory of the GR estimation is developed. Furthermore, the consistency of scale estimate using dispersion function is discussed. For simplicity, a 3-level nested design that deals with students nested within sections in schools is used to employ our methods. These methods can be applied to any mixed models, i.e. \( k \)-level nested random models with covariate. For hierarchical models, the RPP algorithm should be adjusted according to the design of random effects.

In this work, the validation and efficiency results of a Monte Carlo investigation including a comparison with the traditional analysis are presented. The proposed methods
are competitive with the traditional method when the errors have normal distributions. Under non-normal situations, these methods are less sensitive than the REML method. When random errors are contaminated, the intra-class correlation estimates in the RPP are unbiased, while the REML estimates are biased.

For the Wilcoxon score, the empirical precision of the estimates based on a Monte Carlo investigation exhibited empirical AREs that indicate the loss is close to 5% relative to that of the REML method when the error distributions are normal. In fact, this is what is expected from the Wilcoxon scores. When correlation structure is increased within nested groups, the GR and GEER outperform the traditional likelihood method (REML). In little correlated or highly correlated data, the validity of the proposed methods is confirmed, using the empirical significance level at 5%. The proposed methods have the empirical alpha level of nearly 5% in treatment and covariate estimates. However, for the intercept estimates, it is observed around 10%, which is liberal (>5%). This occurs in the REML as well.

Based on our investigations, the REML analysis is quite sensitive to outliers, whereas the proposed Rank-based methods are robust. Two real data analyses further validate this. When an outlier is introduced to response space in these examples, it is observed that the Rank-based methods are less sensitive to the outlier, hence, more reliable inferences are obtained relative to the traditional likelihood method.

Further research is recommended on the power, finite correction, geometry for the intercept in Rank-based analysis, the convergence of residual weights in the GEER, and fitting without intercept in the GR. Also, the growth rate of variance of empirical distribution function should be investigated. The extension of k-level nested designs with random effect and covariates should be applied to random coefficient models in hierarchical designs. Also, poor empirical alpha level and efficiency results of the JR analysis for correlated data could be fixed by augmenting the random effects as fixed to the model employed in some conventional techniques (see Pinheiro et al., 2011). This will be the next investigation.
Computation of the rank estimators are easily accessible for R Software users. We aim to develop a complete R Software package, called \textit{R-HLM} for two- and three-level nested cases, which are common in practice. This will make use of the R Software package \textit{Rfit} developed by Kloke and McKean (2012).
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Appendix

Assumptions

Assumptions required for the asymptotic theory in the rank-based analysis:

The regularity conditions are:

J1. $N^{-1}X^TX$ converges to a positive definite matrix where $X$ is centered design matrix. $n^{-1}_i \cdot X_i^T \cdot X_i \rightarrow \Sigma_i > 0$ as $n_i \rightarrow \infty$.

J2. Leverage values converge to zero. (leverage value assumption of the projection matrix onto range $X_{ij}$)

J3. $f(t)$ and $F(t)$ denote continuous pdf and cdf of errors $\epsilon$ and $f(t)$ has finite Fisher information.

J4. Exchangeable: Assuming $e_i$'s distribution is exchangeable: i.e.,

$$L(e_{i1}, e_{i2}, ..., e_{ij_i}) = L(e_{i\alpha_{1}}, e_{i\alpha_{2}}, ..., e_{i\alpha_{i}})$$

$L$ denotes distribution and $\alpha$'s are permutation of integers $1, ..., J_i$.

J5. (This is more general than J4.) All univariate marginal distributions of the random errors are the same.

J6. Errors are continuous variables; $X_i$ full column design matrix. Observations between schools are independent. Random errors are uncorrelated.