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Transportation departments are required to monitor the condition of road signs 

through appropriate condition assessment mechanisms to improve road safety and keep 

drivers properly informed. Typically, these mechanisms include visual inspection or 

specialized equipment such as retroreflectometers. These methods are costly, tedious, and 

risky since they need direct contact with road signs. Efforts to use emerging computer vision 

techniques for the assessment of road signs condition combined with the availability of road 

data inventories are allowing the automation of these processes, thus easing the inspection 

process, reducing costs of equipment, and decreasing the risks associated with the need for 

maintenance crews to be in direct contact with road signs.  

In this dissertation, a system is developed for automating road sign condition 

assessment using imaging databases. The system integrates several local discriminative 

features with support vector machine (SVM) methods to generate condition information on 

road signs. This work has several contributions that have been demonstrated by experimental 

results, including: 1) improving the detection and shape recognition results even when a road 

sign is partially occluded or tilted; 2) the ability to identify tilted road signs; 3) the ability to 

evaluate the condition of  road signs in terms of partial occlusion and partial breakage; 4) the 

ability to evaluate possible road sign vandalism; and 5) the ability to evaluate road sign 

deterioration in terms of quality and readability. 



This system has been tested using images from three different road sign databases. 

The experimental results successfully demonstrated the efficiency of the automated road sign 

condition assessment system proposed in this dissertation. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Transportation management and road inventory data 

Transportation management has gained significance in the last two decades due to the 

large increase in vehicles and roads [1]. The transportation environment consists mainly of 

the road and vehicle. Any transportation system can be evaluated according to two criteria: 1) 

Mobility which relates to travel time, speed, and other traffic parameters, and 2) Safety of the 

driver and vehicle on the road even if this will affect the mobility criterion [2]. To build a 

healthy transportation system that satisfies both mobility and safety, the conditions of the 

vehicles and the roads (pavements and signs) must be periodically monitored and assessed 

[2]. 

Investment in transportation research has led to developing automated systems to 

establish safer roads and more comfortable driving conditions using a variety of methods 

such as intelligent vehicles and road infrastructure, resulting in a large database of 

information about highways and roadways to be used with these automated intelligent 

transportation systems [3, 4]. 

1.1.1 Road network data 

Inventory data collection offers a large database of information about roadways, 

including descriptive data about roads, pavements, bridges, signs, and geo-reference data 

which describes the position of these objects [4]. In the last two decades, roadway data 

collection has been improved through several methods [3]: 

• Manual data collection: depends on a person who goes through the field using his 

measuring and recording devices [5, 6]. 
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• Photolog: provides a visual recording of the roadway elements using film cameras [3, 5, 

6]. 

• Videolog: digital video images captured can be geo-referenced using continuous GPS 

navigation system [3, 5, 6]. 

• Aerial Photography and Remote Sensing: road network imaging from an elevated 

position without actual contact with the network [5, 6]. 

• Mobile Mapping System (MMS): using multi-sensor data acquisition system along with 

one or more positioning sensors. There are many mobile mapping systems in the United 

States and Canada in full implementation such as GPSVan, GPSVision, ON-SIGHT, and 

VISAT [7, 8]. 

Among roadway inventory data, road sign condition information are increasingly 

becoming the focus of researchers who are developing automated systems that help in 

monitoring roadway hardware condition to create safer roads. Such automated systems will 

naturally have to employ road sign detection and recognition algorithms. 

1.1.2 Automated road sign detection and recognition 

Road sign detection and recognition techniques can be used in many applications such as 

[9, 10]: 

• Autonomous intelligent vehicle in which road sign recognition (RSR) would be used with 

other functionalities to control the vehicle. 

• Driver assistance systems in which a driver can get instructions from road sign 

recognition systems (RSRS) according to regulating and warning signs. 

• Road sign maintenance: Instead of manual evaluation of road signs status, road sign 

recognition (RSR) can help in determining the visibility of road signs. 
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• Building geographical information systems (GIS) and data fusion with aerial images to 

help in determining the position and type of road sign on a GIS map. 

Road sign recognition is a very complex task, with many possible problems. These 

problems can be classified in three different groups [11, 12]: 

• Weather conditions and surrounding environment: Road signs can be affected by weather 

conditions such as the sun and the wind either by fadedness and deterioration or tilting. 

Road signs can also be occluded partially or completely by surrounding trees or other 

sign posts cross the road. 

• Acquisition problems: Lighting conditions, camera settings, acquisition time during the 

day, and van speed during acquisition can affect the overall process of recognition, 

especially the segmentation and detection stages. 

• Vandalism: Vandalism can deface the road sign through breaking which affects the shape 

of the sign or painting and writings which affect the sign content. 

Many pattern recognition algorithms can be used in road sign detection and recognition, 

but each one of these algorithms has its limitations. Some algorithms have a problem with 

orientation, size, color intensity, or partially broken or hidden signs. 

In general, road sign recognition systems are divided into stages or cascaded methods 

(Figure 1.1): 

• Color based method (segmentation) 

• Shape based method (shape detection) 

• Content based method (classification) 

Many researches have been focusing in the last two decades on these individual stages, 

and they are finally beginning to integrate them to create hybrid RSR systems to increase the 
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efficiency and the computation speed. Modern RSR systems use color first to classify signs in 

order to narrow the road set, shape could be used next to narrow the road set more and finally 

the classification can take place with smaller road set than the original one. We should notice 

that this whole process is dependable on each stage which means that failing to detect road 

sign at any stage will lead to miss this sign by necessity [13]. 

 

Figure 1.1: General road sign recognition system. 

 

Research can be done on any stage to enhance the overall system. Road sign recognition 

systems still have efficiency problems especially with scale, rotation, and partially occlusion.  

RSR systems have to take care of luminance in addition to deploy different methodology on 

segmentation and shape detection if we are working on USA road signs other than European 

road signs. 

1.2 Motivation and significance 

Road signs suffer from many visibility problems such as occlusion, vandalism, and 

deterioration. Maintenance agencies need to keep track with the condition of road signs by 

following traditional methods of inspection and condition assessment. Typically, these 

mechanisms include visual inspection or specialized equipment such as retroreflectometer. 

These methods are costly, tedious, and risky since they need direct contact with road signs 

[14]. 

Latest emerging computer vision techniques can be mobilized for usage in road sign 

inspection provided the availability of road data inventories in appropriate formats and their 

RS Image 

Acquisition

Color 

Segmentation

Shape 

Detection
Classification
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applicability to automated processes. Using these techniques will ease the inspection process, 

reduce costs of equipment, and decrease the risk associated with direct contact of a person 

with road signs on roads [14, 15]. Road sign detection and recognition techniques are being 

used in these automated inspection and condition assessment systems.  

Visibility parameter such as retroreflectivity has been addressed by several researchers 

but most works in this sense have been done under the same illumination by using a fixed 

light source. Partial occlusion and vandalism have been addressed by several researchers in 

road sign recognition systems as a problem that has to be gotten over; but not as a defect that 

has to be detected.  

In the last twenty years a huge research was done on road sign detection and recognition 

[1, 16], but since that a great challenges have arisen. These challenges are concluded on 

processing time which is critical on driver assistant systems (DAS), classification efficiency 

since we have hundreds of road signs, and defected road signs detection and recognition. 

Road sign detection and recognition systems have many problems to work with; these 

problems can be classified in three different groups: 

• Road sign placement and circumstances: weather conditions may affect road signs either 

by fading them which will result on unreadable signs or rotating them by wind. Some 

road signs can be hidden partially by trees or street sign posts, in addition to problems 

resulted from placing two road signs together (see Figure 1.2). 
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Figure 1.2: Partially occluded and tilted road signs. 

• Road sign imaging conditions: imaging conditions which implement the acquisition unit 

in any road sign recognition system play a basic role in recognition because different 

lighting conditions mean different gray levels for the same road sign. Lighting conditions 

can vary by using different camera systems, different camera settings, or different times 

during the day. Blurred image is another problem resulted from imaging from a moving 

vehicle; this depends on the MMS used and on the vehicle speed (see Figure 1.3).  

 

 

Figure 1.3: Dark and blurred road sign images. 

• Manmade obstructions: manmade objects with the same colors as road signs can make the 

classification more complicated while vandalism can deface the road sign through 

breaking which affect the shape of the sign or painting and writings which affect the sign 

content (see Figure 1.4). 
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Figure 1.4: Vandalized road sign and road sign with similar background. 

Several pattern recognition algorithms have been proposed for road sign detection and 

recognition but limitations and drawbacks of these algorithms poses implementation 

challenges. Problems with identification of orientation, size, color intensity, or partially 

broken or partially hidden should be resolved and recognition efficiency needs to be 

increased. 

     Previous works on shape detection and recognition methods have either neglected 

addressing road sign partial occlusion and sign tilting problems or proposed partial solutions 

for these problems. In [17], partial occlusion of road sign side dimensions was considered 

while occlusion of vertices has not been addressed. In [18], only mild partial occlusion 

problems have been addressed. In [19], occlusion of the road sign content has been addressed 

while borders occlusion has been neglected. 

Road sign detection and recognition methodology depends mainly on the system 

being used for. In driver assistant systems (DAS), the purpose is to build a real time 

recognition system with high efficiency while time has less importance if we are applying a 

recognition algorithm to build geographic information systems (GIS) or if it is used by 

transportation departments or maintenance agencies to detect problems of road signs. 
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The significance of this work is to automate the detection and recognition of 

regulatory and warning road signs used in the United States (U.S.) by integrating road signs’ 

color information and outline shape data. This detection and recognition method should 

overcome partially occluded sign problem or titled signs by incorporating symmetry 

properties of signs’ shapes. In addition; this work aims to benefit from mobile mapping 

system (MMS) inventory data to assess the condition of road signs’ visibility as a 

replacement of traditional methods which depend on visual inspection. 

1.3 Research goals 

In this dissertation, I try to address the following research problems: 

• Detection and recognition of partially occluded road sign shapes by suggesting a new and 

simple geometric method which benefits from road sign color information and road sign 

shape vertices and dimensions. 

• Tilt detection and computation of road signs using the symmetry properties of road sign 

shape outline since tilting can affect the overall driver visibility of road sign. We will try 

to address this problem through suggesting a methodology that has the ability to decide if 

specific sign is tilted or rotated in addition to determine the degree of tilting. 

• Evaluation of road sign shape visibility in terms of partial occlusion and partial broken 

signs which affect the efficiency of detection and recognition systems and also affect the 

visibility of the driver on the roadway. I used the Distance to Border (DtB) vector as a 

feature of road signs to determine the shape visibility by training these vectors on Support 

Vector Machine (SVM). 

• Evaluation of road sign visibility in terms of vandalism which affects the driver visibility 

of road signs and can have wrong information in some situations. Gaussian-kernel 
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support vector machine has been deployed on gray-scale images of road signs to detect 

vandalized from non-vandalized ones. 

• Evaluation of road sign visibility in terms of deterioration which also affects the driver 

visibility of road signs especially at nighttime. A feature vector of red, green, blue, and 

gray of road sign background has been used with linear support vector machine to detect 

deteriorated from non-deteriorated ones. This inspection system can help transportation 

departments or maintenance agencies on keep tracking with the signposting and the status 

of road signs in addition to Driver Assistant Systems which can use this algorithm in the 

detection stage to increase the efficiency. 

1.4 Dissertation outline 

The remaining chapters of this dissertation are described as follows: 

In Chapter ΙΙ, I present a definition of road signs in the united states and mobile 

mapping systems in addition to some common techniques currently used in road sign 

detection and recognition and road sign maintenance and condition assessment. Section 2.1 

summarizes the concept of mobile mapping systems and introduces the VISAT system and 

road signs in the United States. Section 2.2 summarizes traditional methods of road signs 

maintenance and condition assessment in addition to computer vision methods used in this 

area. Section 2.3 summarizes some common detection techniques used in road sign 

recognition systems (RSRS) based on color and shape information. Section 2.4 summarizes 

most common road signs’ classification techniques.  

In Chapter III, I present theoretical background and concepts that are used in this 

dissertation. Section 3.1 defines the concept of support vector machine (SVM). Section 3.2 

defines the concept of k-nearest neighbor algorithm. Section 3.3 introduces cross-validation 
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methods. Section 3.4 defines the concept of particle swarm optimization (PSO). Section 3.5 

summarizes the classification performance measurements. 

In Chapter ΙV, I present an automated geometric road sign shape recognition and 

tilting computation methodology. Section 4.1 deploys color thresholding segmentation on 

road sign frames. Section 4.2 summarizes a cascade of geometric detectors used to recognize 

road sign shapes. Section 4.3 proposes an automated geometric methodology of road sign tilt 

detection and angle computation that is able to detect if a road sign position has been altered 

(i.e. tilted or rotated). 

In Chapter V, A new methodology is proposed that inspects road signs’ visibility, this 

framework evaluates the visibility of road sign in terms of partial occlusion or broken, 

vandalism, and deterioration. Section 5.1 introduces a shape feature extraction using distance 

to border (DtB) technique. Section 5.2 detects defective shapes (partially occluded or 

partially broken) using linear support vector machine (SVM). Section 5.3 evaluates road sign 

vandalism using Gaussian-kernel support vector machine. Section 5.4 shows road sign 

condition assessment of deterioration. 

Chapter VI presents the results of the proposed system under different parameters. 

Section 6.1 presents the methods used to acquire road signs data. Section 6.2 shows the color 

segmentation and shape recognition results. Section 6.3 summarizes the results of tilting 

computation method. Section 6.4 summarizes the results of partial occlusion condition 

assessment while Section 6.5 and section 6.6 summarize the results of both vandalism and 

deterioration condition assessment. 

Chapter VΙI describes basic achievements and conclusions in addition to some plans of future 

work. Section 7.1 summarizes results and achievements. Section 7.2 introduces conclusions, 
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recommendations, and limitations. Section 7.3 summarizes the contributions. Section 7.4 

discusses some future research directions.  
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CHAPTER 2 

LITERATURE REVIEW  

Monitoring transportation network is enormous task that has to work with huge 

databases. Mobile mapping systems offer both descriptive and geo-reference data of road 

networks. This data which includes road signs, road crossings, and pavements has to be 

managed and used in the best possible way. Road signs are one of the most road network 

elements; since they play a critical role in driver safety. Transportation departments have the 

challenge of keeping track with road signs to maintain them in a good shape in terms of 

visibility. 

Computer vision techniques are applied in road sign management and condition 

assessment instead of traditional methods. Using computer vision techniques will ease the 

condition assessment process, reduce costs of equipment, and decrease the risk associated 

with direct contact of a person with road signs on roads [14, 15]. Road sign detection and 

recognition techniques are being used in these automated condition assessment systems.  

This chapter presents a definition of road signs in the United States and mobile 

mapping systems; in addition to some common techniques in road sign detection and 

recognition systems and visibility estimation techniques in the literature. Section 2.1 

summarizes the concept of mobile mapping systems and introduces the VISAT system and 

road signs in the United States. Section 2.2 summarizes both traditional methods and 

computer vision methods that are normally used in road signs’ condition assessment. Section 

2.3 summarizes some common detection techniques used in road sign recognition systems 

(RSRS) based on color and shape analysis. Section 2.4 summarizes most common 

classification techniques in addition to some road sign recognition systems (RSRS) in the 

literature. 
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2.1 Mobile mapping systems and road signs  

Road signs inventory data is collected using mobile mapping systems. These mobile 

mapping systems have the ability to collect such a data with an efficient time rate and under 

the traffic speed. These systems provide photometric data with high resolutions and provide 

accurate geo-reference data [4].  

2.1.1    Mobile mapping systems (MMS) 

Mobile mapping systems consist of two main units [3, 7]: 

• Positioning Sensors (Navigation), which helps in finding the geo-reference data of any 

image or object and it has two categories: 

a. Environment-dependent positioning sensors such as global positioning system 

(GPS) and radio navigation systems. 

b. Self-contained inertial positioning sensors like inertial navigation system 

(INS), gyroscopes, and accelerators. 

• Mapping Sensors (Imaging), this helps in finding the descriptive data of the road 

infrastructure such as video and digital camera images. Figure 2.1 shows a general MMS. 

Among roadway inventory data, road sign condition information are increasingly 

becoming the focus of researchers aiming to develop automated systems that help in 

monitoring roadway hardware condition for safer roads. Such automated systems will 

naturally employ road sign detection and recognition algorithms. 
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Figure 2.1: General mobile mapping system (MMS) [3]. 

 
 
 
2.1.2 VISAT mobile mapping system  

University of Calgary has developed VISAT mobile mapping system in cooperation 

with Geofit, inc. [20]. The system collects road data with position accuracy at a maximum 

vehicle speed of 60 km/h. It consists of navigation and imaging sensors [20]: 

• Navigation sensors: VISAT uses a strap-down inertial navigation system (INS) and two 

L1/L2 global positioning system (GPS) receivers as positioning sensors. This integration 

of INS and GPS helps in providing accurate position and orientation of the VISAT 

system. The GPS provides the position of the vehicle and controls INS errors. On the 

other hand, INS gives camera attitude information and bridges GPS outages. In addition, 

VISAT system uses an anti brake system (ABS) to keep a fixed distance between camera 

exposures. 
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• Imaging sensors: VISAT uses a cluster of eight video cameras and an SVHS camera, to 

provide 3D positioning with respect to VISAT vehicle and two of any object. Figure 2.2 

shows VISAT Van. 

 

Figure 2.2: VISAT van [21]. 

 

On-line synchronization of GPS, INS, ABS, and camera images is a very important 

process to get true road data. In addition, the position of the object of interest can be 

determined later in the post-processing stage through photogrammetric triangulation from 

two images. This process depends on several information such as position of camera at 

exposure time, camera orientation at exposure time, interior geometry of the camera sensor, 

and the lens distortion parameters [3, 8, 22]. Figure 2.3 shows the VISAT data acquisition 

system. 

 

 

 

 

 

 

 Figure 2.3: VISAT data acquisition system structure [22]. 
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2.1.3 Road signs in the United States 

 Road signs are very informative source of information for drivers. It is placed along, 

beside, and above the highway or roadway to warn, regulate, and guide the traffic flow.  

There are three main classes of signs according to their functionality: 

• Regulatory Signs: “Regulatory signs shall be used to inform road users of selected 

traffic laws or regulations and indicate the applicability of the legal requirements” 

[23]. Figure 2.4 shows regulatory road signs in the US. 

 

 

Figure 2.4: Regulatory road signs in the US [24]. 

 

• Warning Signs: “Warning signs call attention to unexpected conditions on or 

adjacent to a highway, street, or private roads open to public travel and to situations 

that might not be readily apparent to road users” [23]. Figure 2.5 shows warning road 

signs in the US. 
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CHAPTER 6 

EXPERIMENTAL RESULTS AND VALIDATION 

To validate the proposed framework in this dissertation, real road sign images are 

gathered and used. To increase number of images with defects, synthetic defects were added 

to defect free images to simulate defects in the acquired road sings. Therefore, all realistic 

conditions were already available or added to test the robustness of proposed methods such 

as: 1) scale or size of ROI, 2) partial occlusion on the top or right side of the sign, 3) tilting, 

4) illumination variations, 5) vandalism, 6) deterioration, and 7) geometric distortions. 

This chapter is organized as follows: Section 6.1 introduces road sign images 

acquisition and preparation; Section 6.2 presents the color segmentation and shape 

recognition stage results; Section 6.3 introduces tilt angle detection and computation results; 

Section 6.4 presents the results of road sign partial occlusion condition assessment stage; 

Section 6.5 presents the results of road sign vandalism condition assessment; and Section 6.6 

presents road sign deterioration condition assessment results. 

6.1   Road sign image acquisition and preparation 

Three road sign image databases were used, these are: 

1. Images captured using SAMSUNG ST65 digital camera, still pictures 

2. Images from VISATTM mobile mapping system [21], taken using a moving van with 

60m/hr speed limit. 

3. Images from Michigan Department of Transportation (MDOT) [94]. 

Images from these three different databases were all color pictures but with different 

resolution. Preprocessing steps were enforced to rescale these images to 864x648 pixels 

for SAMSUMG camera images, 640x480 pixels for MDOT images, and 802x617 pixels 
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for VISATTM images. Since these images were captured under different circumstances 

and using different equipment, they have different levels of quality in terms of distortion, 

sharpness, noise, and contrast. Proposed methods were implemented using MATLAB 

environment and a 2.67-GHz Pentium4 and are independent of the source of data. 

Additionally, data were normalized to remove ROI actual size impact.  

Some images contained real defects that were captured by the SAMSUNG camera or 

extracted from VISATTM database while others contained simulated defects that were 

added into the images. Defects were added include tilting, partial occlusion, and 

vandalism. For example, partial occlusion defect was added by applying a mask to road 

sign background and ROI outline while vandalism defect has been achieved by painting 

on road sign’s content. Figure 6.1 shows real and synthetic defects in a sample of road 

sign images. 

 

Figure 6.1: Real and simulated defects appearing in road signs. a) real partial occlusion of 
a speed limit sign b) synthetic partial occlusion of a warning sign c) real graffiti on a 
STOP sign d) synthetic graffiti of paint to transform a 30 speed limit to an 80 one. 
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6.2   Color segmentation and shape recognition results 

Shape recognition has been satisfied geometrically by using color thresholding first 

and then applying a set of cascaded detectors. Threshold values of the color segmentation 

stage were chosen to segment different illumination levels images. Table 6.1 shows threshold 

values used in color segmentation stage. 

Table 6.1: Color segmentation threshold values. 

 Threshold values 

Red color 22.;3. == ThGThR  

Yellow color 95.=ThY  

White color 

240;160;240

;160;240;160

;40;40;32

212

121

321

===

===

===

ThBThBThG

ThGThRThR

ThAThAThA

 

 

Area and solidity thresholds of ROI in the detection stage were also chosen to discard 

non-road sign objects from the segmented frame. For each road sign shape, different road 

signs were tested to get the minimum and maximum solidity values considering partial 

occlusion; these values are used as the lower and upper bounds of solidity thresholds range. 

In fact, a safety margin was added to expand this solidity thresholds range since partial 

occlusion would have small effect on the solidity value.  

     Vertices and Dimensions ratio in the shape detection and recognition stage were also 

found within 3% tolerance of dimension length to assure the right process of the recognition 

stage. Table 6.2 shows shape detection and recognition threshold values of area, solidity, and 

dimensions-ratio tolerance used.  
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 Table 6.2: Shape detection and recognition threshold values. 

 

 

 

 

    

 

The shape detection and recognition methodology was applied on 420 images. Some 

images have no road signs and some have more than one road sign. Table 6.3 shows the 

results of the detection and recognition methodology. Number of existed road signs was 408, 

Five road signs were recognized falsely while twenty eight of the sample tested were not 

detected as road signs. This error is the result of segmentation and detection errors. The 

detection and recognition methodology has an accuracy of about 91.9%.  

Table 6.3: Summary of shape detection and recognition results. 

 

 

     

 

 

 

 

 

Table 6.4 shows the detection and recognition rate of each road sign shape. These shapes’ 

recognition results are also shown in Figure 6.2. 

 Area Solidity Dimensions-Ratio Tolerance 

Rectangle [2000-25000] 

[0.6-0.85] 3% 

Triangle [0.71-0.77]  

Octagon [0.77-0.85] 3% 

Diamond [0.5-0.85] 3% 

Pentagon [0.6-0.7] 3% 

Number of frames 420 

Number of existed road signs 408 

Number of detected road signs 380 

Number of recognized road signs 375 

Number of missed road signs 28 

Number of Falsely recognized road signs 5 
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Table 6.4: Shape detection and recognition rates or each road sign shape. 

Number of Signs Detected Missed Falsely recognized 

All Signs 375 28 5 

Rectangular 98 12 0 

Diamond 97 9 0 

Triangular 50 3 0 

Pentagonal 42 2 4 

Octagonal 88 2 1 

Total number of existed  signs  408  

 

 

Figure 6.2: Road sign shapes detection and recognition rate. 

 

Figure 6.3 shows the shape detection process of speed sign. Figure 6.4 shows the shape 

detection process of partial occluded warning sign while Figure 6.5 shows the shape 

detection process of tilted STOP sign. 
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Figure 6.3: Shape recognition process of speed sign. a) original frame b) segmented frame c) 
detected road sign. 

 

Figure 6.4: Shape recognition process of partially occluded warning sign. a) original frame b) 
segmented frame c) detected warning sign. 

 

Figure 6.5: Shape recognition process of partially occluded STOP sign. a) original frame 
b) segmented frame c) detected STOP sign.
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6.3   Tilt computation results 

A total of 105 images that contained all road sign shapes with real and synthetic tilting 

defect were used. Additionally, the methodology has been tested under different conditions: 

1) Scale; 2) Partial occlusion; and 3) Geometric distortion. In Table 6.5, the results of tilt 

angle computations under these different conditions are presented. It shows the maximum 

error and the average accuracy for all road signs tested. Figures 6.6, 6.7, and 6.8 show the 

results of tilt detection and the value of titling angle for a geometrically distorted warning 

sign, a tilted STOP sign, and partially occluded speed sign, respectively.  

Table 6.5: Summary of tilting computation results. 

 

 

The methodology has limitations in terms of maximum tilt angle values that can be 

computed due to the fact that we compute the tilt angle using only the shape outline 

regardless of sign content. For example, incorporating the content of the STOP sign in the 

direction calculation allowed for an increase in the range of its tilt angles. The method has the 

ability to determine the tilt angle up to ±45o for rectangular, diamond, octagonal and 

pentagonal shaped signs and up to ±60o for triangular shaped signs. 

Type of defect Number of signs Maximum error Average accuracy 

Partial occlusion 40 2o .5o 

Scale variations 40 2o 1o 

Geometric distortion 25 4o 2.5o 
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1.4−=θ

Figure 6.6: Geometrically distorted warning sign. a) original frame b) segmented frame c) 
detected shape with tilt angle. 

 
 

4.23=θ

Figure 6.7: Tilted STOP sign [18]. a) original frame b) segmented frame c) detected shape 
with tilt angle. 

 
 

3.18−=θ

Figure 6.8: Partially occluded tilted speed sign. a) original frame b) segmented frame c) 
detected shape with tilt angle.
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6.4 Partial occlusion condition assessment results 

Five linear support vector machines (SVM) were trained using DtB vectors, one for each 

of the occluded and non-occluded five road sign shapes. In addition, another five KNN 

classifiers were used as a benchmark to compare and evaluate the performance of the 

proposed SVM. The partial occlusion assessment method has been tested using 375 different 

road signs as shown in Table 6.6 with 225 non-occluded signs and 150 partially occluded 

ones. The testing data set has different conditions than the training set in terms of: 1) Scale; 

2) Rotation; 3) Geometric distortion; and 4) Different levels of partial occlusion.  

 

Table 6.6: Partial occlusion test data classification. 

 

 

 

 

 

 

The performance of both the KNN and SVM classifiers was evaluated under different 

number of training data; 16, 20, and 24 and different DtB vector sizes; 50, 100, and 200. Four 

possible cases are available for any test instance: 

• True positive (TP): partially occluded road sign correctly identified as partially occluded. 

• False positive (FP): non-occluded road sign incorrectly identified as partially occluded. 

• True negative (TN): non-occluded road sign correctly identified as non-occluded. 

• False negative (FN): partially occluded road sign incorrectly identified as non-occluded. 

Shape tested Test Data 

Sign Shape Non-occluded Partially Occluded Total  

Octagonal 55 33 88 

Rectangular 58 40 98 

Diamond 62 35 97 

Triangular 30 20 50 

Pentagonal 20 22 42 

All Signs 225 150 375 
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The performance is evaluated in terms of sensitivity, specificity, and accuracy as follows: 

)1.6(
FNTP

TP
ySensitivit

+
=

 

)2.6(
FPTN

TN
ySpecificit

+
=

 

)3.6(
FPTNFNTP

TNTP
Accuracy

+++
+

=
 

The performance of the KNN classifier is better than the performance of the SVM 

when a small training data used but as the training data increases; SVM outperformed KNN. 

Table 6.7 shows the performance of both SVM classifier and  KNN classifier with DtB vector 

equals 200.  

 

Table 6.7: SVM and KNN performance with DtB vector equals 200. 

Training Data TN TP FN FP Sensitivity Specificity Accuracy  

16 198 125 25 27 83.3 88 86.1 
S
V
M
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

20 214 131 19 11 87.3 95.1 92 

24 218 139 11 7 92.6 96.8 95.2 

16 206 128 22 19 85.3 91.5 89.1 

K
N
N
 

20 213 130 20 12 86.6 94.6 91.5 

24 215 134 16 10 89.3 95.5 93.1 
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The DtB vector length has an effect on the classifier performance, as DtB vector 

length decreases; the classifier accuracy decreases. Figure 6.9 shows the relation between 

classification accuracy and DtB vector length. Also, in figures 6.10 and 6.11, the ROC curves 

of KNN and SVM classifiers versus DtB vector length of 200 and 50 respectively, are shown. 

SVM is a more accurate than KNN.   

 

 

Figure 6.9: The relation between classification accuracy and DtB vector length.  

 

 
Figure 6.10: ROC curve of both KNN and SVM. a)  ROC curve with DtB length of 200 b) 

ROC curve with DtB length of 50. 
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Figure 6.11 shows an example of both occluded and non-occluded STOP signs along with 

their DtB. 

θ

θ  

Figure 6.11: Occluded and non-occluded STOP signs and their corresponding DtB. 

 

6.5 Vandalism condition assessment results 

The classification process between vandalized and non-vandalized road signs has been 

achieved using three one-versus-one Gaussian-kernel SVM classifiers with STOP sign, 

school sign, and YIELD sign. Rectangular and diamond vandalized road signs have been 

inspected using two one-versus-all Gaussian-kernel SVM classifiers (Figure 5.10). The input 

of each SVM is a gray scale image of size 40x40 pixels where each SVM has been trained 

with vandalized and non-vandalized road signs.  
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Parameter values of Gaussian-kernel SVM (   , C) were selected using two different 

methods: 

• Grid search (GS) in which the best parameter values combination is selected from 

exponentially growing sequences of   and C. Sequences are defined as 

}2,........,2{};2........,,2{ 71155 −−− ∈∈ σC and the best combination is selected using 

cross-validation for checking the accuracy [95, 96]. 

• Particle swarm optimization (PSO) where each particle is characterized in the parameter 

space by a 2-dimensional vector x= [  , C]. Each particle is initialized randomly with C    

and   ; then the fitness function which is the classification rate is calculated by training 

SVM after partitioning the training data to 6 partitions as shown in Figure 6.12. The 

fitness function of the best particle would be used to update particles’ positions and 

velocities and the operation will repeat until the termination condition is satisfied [97, 

98]. Table 6.8 shows the values of both     and C for each classifier using both PSO and 

GS. 

 

Figure 6.12: PSO-SVM model. 
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Table 6.8: Gaussian-kernel SVM parameter values using PSO and GS. 

 

Vandalism assessment methodology has been tested separately on each road sign shape 

with different vandalized and non-vandalized road signs as shown in Table 6.9. The accuracy 

of both rectangular and diamond shapes represents the accuracy of the assessment classifier. 

The overall accuracy of the vandalism assessment methodology is 88.7%. Figure 6.13 shows 

the ROC curve of vandalism assessment performance using Gaussian-kernel SVM with PSO, 

Gaussian-kernel SVM with GS, linear SVM, and KNN classifiers where SVM has 

outperformed KNN. Additionally, Gaussian-kernel SVM with PSO parameter selection has 

the best accuracy among the four classifiers. 

 

 

 

 

 

 

 

 

 

Parameter Octagonal Rectangular Triangular Pentagonal Diamond 

σ  11.898 19.652 6.5692 19.854 18.878 
PSO 

C 38.0546 96.26 48.44 54.24 28.78 

σ  11.25 54.35 11.1 20.85 32.5 
GS 

C 38.1 52.2 48.5 32.5 48.45 
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Table 6.9: Summary of vandalism condition assessment results using SVM-PSO. 

Sign shape  TN TP FN FP Sensitivity Specificity Accuracy 

Octagonal 49 41 2 5 95.3 90.7 92.8 

Triangular 31 27 2 6 93.1 83.8 87.9 

Pentagonal 26 23 1 5 95.8 83.9 89.1 

Rectangular 66 54 6 13 90 83.5 86.3 

Diamond 64 51 4 11 92.7 85.3 88.5 

All signs 236 196 15 40 92.9 85.5 88.7 

 

 

 

Figure 6.13: ROC curve of the vandalism condition assessment methodology 
performance. 
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6.6 Deterioration condition assessment results 

Linear support vector machines (SVM) was trained using a feature vector of road sign 

background’s red, green, blue, and gray channels of both deteriorated and non-deteriorated 

red signs. The deterioration methodology has been tested over 91 different red road sign 

objects with 58 non-deteriorated objects and 33 deteriorated ones. Road signs’ test data has 

different conditions in terms of illumination level. 

The feature vector was built by extracting a small portion from the road sign background 

with size equals 30x30 pixels where the different channels were computed from it. Figure 

6.14 shows the process of extracting the feature vector components from the original road 

sign object. Two feature vectors (FV) were suggested in the training process of support 

vector machine, the first feature vectors (FV1) is defined as [Red; Green; Blue; Gray] while 

the second feature vector (FV2) is defined as [Red, Green, Gray]. The classifier was trained 

with 30 different instances with 15 deteriorated signs and 15 non-deteriorated ones. All road 

signs in the training and testing subsets were classified visually as deteriorated or non-

deteriorated. 

 

Figure 6.14: Feature vector extraction method from road sign background. a) non-
deteriorated road sign with background and the four channels b) deteriorated road sign with 

background and the four channels. 
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 The performance of SVM classifier was evaluated with the two feature vectors as shown 

in Table 6.10 and Figure 6.15 using the four possible test results mentioned in Section 3.5: 

• True positive (TP): deteriorated road sign correctly identified as deteriorated. 

• False positive (FP): non-deteriorated road sign incorrectly identified as deteriorated. 

• True negative (TN): non-deteriorated road sign correctly identified as non-deteriorated. 

• False negative (FN): deteriorated road sign incorrectly identified as non- deteriorated. 

The overall accuracy of the SVM with FV1 is slightly better than that with FV2. 

 

Table 6.10: Summary of deterioration condition assessment results. 

Feature vector TN TP FN FP Sensitivity Specificity Accuracy 

FV1 51 31 2 7 93.9 87.9 90.1 

FV2 49 31 2 9 93.9 84.5 87.9 

 

 

Figure 6.15: ROC curve of the deterioration condition assessment methodology 
performance. 
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CHAPTER 7 

CONCLUSION 

 

7.1 Summary 

 In this dissertation, a framework to automate the condition assessment of road signs in 

terms of tilting, partial occlusion, vandalism, and deterioration has been developed. The 

framework methodology includes a defect-invariant method for sign detection and shape 

recognition. The framework consists of the following stages:  

1. Road sign detection using color segmentation;  

2. Road sign shape recognition based on sign geometry and color;  

3. Sign tilt detection and computation using geometric dimensions of shape outline; 

4. Partial occlusion assessment using distance to border (DtB) feature vector and linear 

support vector machine (SVM) as a classifier;  

5. Vandalism condition assessment of road signs based on Gaussian-kernel SVM; and  

6. Deterioration condition assessment of road signs using color channels and linear 

SVM. 

The framework was tested and validated on three different road sign image databases. 

Furthermore, in addition to the real defects in the dataset, synthetic defects were added to 

some of the real images to satisfy certain conditions and to increase the number of images 

with sign defects.  

The proposed framework can be applied to any mobile mapping system images. This 

automated inspection and condition assessment system should improve the process of road 

sign maintenance that is currently achieved by a human operator going through the field. 

Maintenance agencies and departments of transportation can benefit from such a system by 
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providing an automated mechanism for tracking the condition of road signs among other 

applications such as intelligent vehicle information system.   

 

7.2 Limitations and recommendations 

The condition assessment framework demonstrated in this dissertation can be improved 

by increasing its efficiency and reducing it execution time. Limitations of this system include: 

1) the lighting condition problem is still a challenge, affecting the detection of road signs 

especially the white colored ones; 2) the tilt angle values are limited due to the fact that we 

compute the tilt angle using only the shape outline regardless of sign content; and, 3) the 

algorithms for the assessment methodology and detection of signs are computationally 

demanding. 

Recommendations for improvements to enhance performance may include:  

– Proposing another color segmentation technique that is more robust to variation in 

illumination;  

– Improving the efficiency of detection of small size road sign objects by post-

processing of already segmented frames;  

– Including the possibility of partial occlusion occurring on the left side of the road sign 

which can be useful in detecting defects such as breakage in left side of sign and 

graffiti; and, . 

– Investigating deterioration further by using real images with pre-determined 

retroreflectivity to validate the results of this work and perhaps to establish a better 
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understanding of the correspondence between sign retroreflectivity and deterioration 

perception from an image. 

7.3 Contributions 

Contributions of this dissertation are: 

• Detection and recognition of partially occluded and tilted road signs by using geometric 

features integrated with color information.  

• Tilt detection and value computation of road signs using the symmetry properties of road 

sign shapes.  

• Evaluation of road sign shape visibility in terms of partial occlusion and partial breakage 

using DtB feature vector and SVM methods. 

• Evaluation of road sign visibility in terms of vandalism using Gaussian-kernel SVM. 

• Evaluation of road sign visibility in terms of deterioration using color based feature 

vector and linear SVM.  

7.4 Future research directions 

 Extensions to this work should investigate other methods for the shape detection and 

recognition instead of the color segmentation based method used in this work to improve 

computational efficiency.  Assessment of road sign visibility and deterioration stages using 

background homogeneity should also be addressed in the future to establish a correspondence 

with road sign retroreflectivity measurements. The deterioration detection can also be 

enhanced by allowing for multi-level assessment and classification of defects as opposed to 

the current binary result of being either a defective or non-defective road sign within specific 

categories of defects.  
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 Assessment of road sign deterioration can be compared to retroreflectivity 

measurements of any maintenance agency to establish a relation between deterioration and 

retroreflectivity. Visibility parameters can also be combined to set up one visibility parameter 

with multi-levels that describes the overall status of road signs. 
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