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JACOBI MOMENTS IN APPLIED MATHEMATICS WITH COMPUTER APPLICATIONS

John A. Kapenga, Ph.D.

Western Michigan University, 1986

This work provides solid asymptotic representations, sharp 

error bounds and stable recurrence methods (both three term and two 

dimensional) for the Jacobi moments. These moments are currently 

used in several areas of numerical analysis (numerical integration, 

Integral equations and boundary value problems).

A  powerful representation theorem, due to H. Gingold, which 

uses the Jacobi moments is extended and analyzed. Applications of 

this theorem to multi-turning point problems and several other areas 

are given.

For a number of Important problems in mathematical physics it 

is not possible to prove that the currently employed methods of 

solution converge, or are valid in any sense. In many such cases 

our methods may be shown to be uniformly convergent and numerically 

stable.
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CHAPTER 1

INTRODUCTION

1.1 Historic Perspective

Starting in the 18th century the development of the techniques 

of Applied Mathematics was driven by the need to solve, by hand, the 

problems of Mathematical Physics. Methods that required the use of 

advanced symbolic operations and moderate arithmetic were preferable 

to methods requiring large amounts of arithmetical calculation.

Long before the advent of the digital computer many of the 

problems of Mathematical Physics had already been investigated and 

numerical solution techniques proposed. Two common techniques were 

the formal use of power series and orthogonal expansions (e.g.

[24] and [80]).

The Importance of the use of Chebyshev expansions, known to
«

Chebyshev over 100 years ago, was lost to Applied Mathematics until 

it was rediscovered by C. Lanczos some 40 years ago. ([78], [79] 

and [80]). At that time one popular numerical method was to assume 

a formal power series solution to a problem, then attempt to find 

conditions which could be used to solve for the coefficients. A 

partial sum of the power series could then be evaluated to give an 

approximate numerical value of a solution to the original problem.

Some major problems with formal power series techniques are: 

almost no verifiable conditions for convergence, non-uniform

1
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convergence in cases when convergence occurs and divergence at the 

endpoints of the Interval of interest, even though the solution to 

the problem under investigation may be continuous there.

The work of C. Lanczos, and others after him ([22], [23], [65] 

and [74]) provided arguments for using formal Chebyshev series in 

place of formal power series. The classic text by Fox and Parker 

([46]) summarizes many applications of this approach.

The results of using formal Chebyshev series are truely im

pressive; however the lack of verifiable conditions for the con

vergence of this method and the fact that divergence may still occur 

at the endpoints of the interval of interest still remain major 

problems.

The use of formal Chebyshev series might have replaced the use 

of formal power series methods in many problems had it not been for 

the digital computer. The computer developments in the 1950's 

caused a real drop in the importance of many formal methods. This 

was due to the fact that simpler methods which required large 

amounts of arithmetical computation could be used. These methods 

often have simpler error analysis and convergence criteria than 

formal methods.

One area where formal methods remains the dominant technique is 

that of singular perturbation problems (e.g. [98], [123] and [125])

reasons for this are that formal perturbation methods provide the 

information of interest and these problems are inherently numerical

ly stiff. Thus no simple method can be reliably applied to them.
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3

The use of orthogonal expansions In singular perturbation pro

blems has had very little Impact. Their use in several other re

lated areas has led to some important recent work. Some of the 

areas are:

Singular Integral Equations

([20], [50], [60], [69] and [101])

Cauchy Principal Value Integrals 

([67], [68], [114] and [122])

Product Integration

[37], [112], [113] and [119])

Partial Differential Equations, with boundry singularities 

([74]p, [89], [99] and [117])

Function Approximation

([62], [83], [84] and [118])

It should be noted that recent work in solving systems of par

tial differential equations connected with chemical reactions, using 

the so called decoupled direct method, demonstrated to those doing 

the research the need for sensitivity coefficients for their sys

tems ([27], [29], [30] and [76]).

These sensitivity coefficients are usually calculated as part of the 

numerical procedure for solving the system. This can be viewed as 

an attempt to calculate the first perturbation term of a perturbed 

system numerically. It appears that formal orthogonal methods, like 

those to be presented here, will provide sensitivity coefficients
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far more accurately and easily than the techniques currently employ

ed ([26] and [98]).

The use of orthogonal expansions in the Investigation of prob

lems with singularities, or at least great stiffness, is now viewed 

as an important tool. This use is greater today than it was when 

the digital computer was initially involved in such problems.

There is a small paradox in the fact that, the digital computer 

caused a decline in interest in formal methods. The paradox is that 

because new advanced software allows the computer to compute symbo

lically as well as numerically, the computer may become an important 

tool in the application of formal methods.

Already there have been numerous cases where formal methods 

have been applied to problems where much of the symbolic work was 

carried out by computer. Some of these are examples of problems 

that could not have been solved by hand or numerically by the com

puter ([39], [40], [56], [64], [66], [77], [105] and [130]).

The work to be presented here is a extension of material de

veloped by H. Gingold. The goal is to provide a rigorous basis for 

the use of formal methods, including basic error estimates and meth

ods of calculating required constants efficiently and accurately.

With the previously presented, admittedly somewhat myopic, view 

of recent developments it is possible that the work done here may 

prove to be a foundation for some state of the art numerical techni

ques, rather than extensions of methods that dropped from importance 

25 years ago.
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1.2 A Summary of Some Results by H. Gingold

The paper [51] by H. Gingold contains a representation 

theorem which allows the explicit calculation of a sequence of 

finite Chebyshev series from the power series expansion of a 

function.

Under mild, often verifiable, conditions the sequence of 

functions so calculated will converge to the original function.

This convergence will tend to be faster and more uniform than the 

convergence of the original power series, and it can even occur at 

points on the radius of convergence of the power series where the 

power series diverges.

The motivation for this work is its application to problems in 

singular perturbations, as follows.

A  solution for a singular perturbation problem is calculated 

by a formal power series method at a regular point close to the 

singular point. This power series solution then has a radius of 

convergence up to the singular point. The representation theorem is 

then applied to this power series to produce a finite Chebyshev 

series that is an approximation to the solution; perhaps even at the 

singular point!

To make these remarks more concrete a few definitions will be 

given followed by the main representation theorem from H. Gingold 

([51]). Then an example from [51] will be discussed with respect to 

some work in [52]. The work in [52] attempts to compare this
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method to other summability methods in regular use. The results in 

Chapter 2 are compared to those in [52] in a set of Remarks (2.4).

1.2.1 Notation

Let Uffl(u) denote the mth degree Chebyshev polynomial of 

the second kind, (see Appendix A.1.56)

1.2.2 Definition (The Chebyshev Moments) 

Let the Chebyshev moments be defined by

1
<j> * 7  /^(l-u 2)2 un U (u)du, 1.2.2.1m,n x -i m

for m,n * 0 , 1, •••

1.2.3 Definition (Cesaro summation of order 2). 

For a series

T  A , 1.2.3.1
m»0

let

( C . 2 )  I  *  -  I  - m -  Am«0 m»0 ( M )

denote its Mth (C,2) partial sum.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



7

In addition let

®  M
<C,2) I Am - Lim (C,2) X

ui"0 M-*» m-0
1.2.3.2

denote the (C,2) sum of 1.2.3.1, if the limit exists.

Now, slightly restated, we present the main expansion theorem 

of Gingold ([51]).

1.2.4 Theorem (Gingold)

Let y(t,e) be a holomorphic function of e for 

Re e > 0 and t e [0,1].

Let

y(t,e(u)) » X yn(t)«n
n«0

1.2 .4.1

be the power aeries expansion of y in the disk 

|u| < 1, where

y — gu ■ *— 7"" for some fixed y > 0y + e --------------- 1.2.4.2

Assume that for some a < 0.5

lyn<t)l “ 0(na) 1.2.4.3

Also assume that is integrable with respect to u

on [-1,1].
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8

Then the Fourier expansion of y(t,u) in terms of {U (u)}"„_  -------  —  —  — ------  —  m m-u
exists and the mth Fourier coefficient, a^Ct), is given by the 

absolutely convergent series

co
a (t) ■ I  „ y„(t), for m ■ 0 , 1, ••• . 1 .2 .4.5m " m,n nn«m

Additionally, at all points u e (-1,1), and at u ■ 1 

(or u ■ -1) if y(t,u) is continous there,

OB

y(t,u) ■ (C,2) 2 a u (u) » 1.2.4.5n ® mm«0

for t e [0 ,1].

This theorem, roughly speaking, can be applied to problems 

where any singularities involved have orders less than 0.5.

Gingold ([51]) presents contains some more general results on 

the existence of the Fourier coefficients and the convergence of

1.2 .4.5 in cases where y(t,u) has integrability conditions imposed 

but may not have a power series expansion or even be continuous for 

u e [-1 ,1].

Gingold also states conditions under which 1.2.4.4 will con

verge uniformly in t.

The fact that closed forms are given in [51] for the Chebyshev 

moments is important from a computational standpoint since they will 

be needed numerically for any application of Theorem 1.2.4.

Extensions of these results will be presented in Chapters 2 

and 3 replacing the Chebyshev polynomials with Jacobi polynomials.
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This allows the restriction o < 0.5 to be removed from the theorem 

corresponding to Theorem 1.2.4. Thus problems with any singular

ities of finite order may be attacked.

There are a number of practical error bounds presented in 

Chapter 2 that have no counterparts in [51]. These bounds were ob

tained as a result of a different, and more direct, method of proof 

than that employed in [51] or [52]. The remarks in Chapter 2 con

tain some details on comparing the results there with those in [52].

1.3 The Simplest Singular Pertubation Problems.

The simplest singular pertubation problem

was analyzed by Gingold in [51] using Theorem 1.2.4.

We observe that the general solution to 1.3.1 is given by

e y' + y - 0; O S t S l ,  e > 0 1.3.1

y(0 ,e) - 1

t
y(t,e) ■ e e 1.3.2

which meets all the conditions of Theorem 1.2.4

Following Gingold we take

1.3.3

which takes 1.3.1 into
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r(l-u)y' + (l+u)y * 0 ;  0 S t S 1, -1 S u S 1

y(0,u) - 1

1.3.4

Then assuming a power series solution of the form

a>
y(t,u) - £ y_(t)un , |u| < 1 1.3.5

n-0 n

and substituting it into 1.3.4 we obtain the system

r y'0+ y 0- 0; y £0) - 1, O S t n  1.3.6

y y' + y » 7 y' . • y ,: y (0) ■ 0 ,Jn Jn ■'n-l Jn-1 * Jn
0 S t S 1 .

These equations may be recursively solved for y^, y^> Y2 

in that order.

A recursive solution to the system 1.3.6 is presented in

[51]. The y 's so formed can be used to calculate the a (t)'s, n m
which can be used in approximating the solution y(t,u), according 

to Theorem 1.2.4.

It should be noted that, even though

{ 1: t - 0

0: 0 < t S 1
Lim y(t,u) ■ \ 1.3.7
u+1

is discontinuous in t, the approximation to y gives by 1 .2 .4.5 

will converge for all t e [0,1] and u e [-1,1]. The power

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



11

series solution not only converges very slowly near u ■ 1, t ■ 0 ; 

but falls to converge at all for u ■ 1. This difference Is the 

real motivation for applying this technique.

In [52] Gingold presents a justification for this approach 

is based on formal properties of formal expansions. One of the 

points raised in that paper is that the system 1.3.6 has one unique 

formal solution, while if a formal Chebyshev expansion is formally 

substituted into an equation such as 1.3.4, a system can result 

which has an infinite number of formal solutions, only one of which 

can correspond to an actual solution to the original problem.

While this objection to the use of formal expansions is valid

it is not as important as it might appear. The fact that there will

only be one solution among all the formal solutions that converges,

or even has la (t)| bounded, follows in most cases, just as it m
does in the analysis of formal Chebyshev methods, presented in 

[22, [45], [46] and [74]. This allows formal system to be used in

several ways to estimate the Chebyshev coefficients directly. The

importance of attempting this follows from the fact that many func

tions whose Chebyshev expansions converge relatively quickly have 

formal power series which converge very slowly, forcing an un- 

acceptably large number of the yn 's to be found in order to

calculate the first few a 's.m
To see how the formal Chebyshev approach might be applied, let

us consider the formal series

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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O n in

Formally substituting 1.3.8 into 1.3.4, then using the identities

u Um(u) " 2tUm-l(u) + Um+l<u)] * m " 2’ '** ’ 1,3,9

and

u Uq (u ) - j U^u)

we get a formal Chebyshev series. Equating the coefficients of 

this series to 0 we obtain the system

y ag(t) + aQ(g) - 2 + \ ai^fc) * °» 1.3.10

' 2 ai-l<,;) * 2 V l (t) + r am(t) * a»(t) ‘ 2 ai(t) 

+ 2 a»(t) " 0>

for m ■ 1, 2, 3,

aQ(0) - 1;

and

a (0) ■ 0, for m ■ 1, 2, 3, m

Letting

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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a(t) » [aQ(t), aj(t), ••• ] 1.3.11

and R and S be the Infinite tridiagonal matrices

R - 1
2

1
2

1 
2

1
2

1
2

1
2

we can write the system 1.3.10 as the matrix system

1.3.12

1.3.13

y R a' + S a ■ 0, for 0 £ t £ 1, 1.3.14

7(0) - [i, o, o, ••• r  .

where 0 is the zero vector in the form of 1.3.11.

The solution of 1.3.14 can formally be written as,

- I  R_1S t
a(t) ■ e [l, o, o, ••• }l. 1.3.15
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Of course, as noted earlier, this formal solution has little real 

value.

One method of approximately solving the system 1.3.10 Is to use 

the upper left M x M subsystem given by

y Rjj b^ + SM bM - 0, for 0 S t S 1, 1.3.16

bM(0 ) - [1 , 0 , ••• , 0 ]T ,

where and are the upper left M x M submatrlcies of R

and S respectively.

The actual solution of 1.3.16 may be written as

4  C 1 SM t
bM(t) - e 7 [1, 0, ••• , 0]T 1.3.17

• a  ftm

To compare the solution bu(t) to a(t), the actual solutionn
of 1.3.10, let

ajjCt) ■ [aQ(t), ••• , aM_1(t)]T , 1.3.18

then satisfies the system

7 *M aM + SM ®M " *0, °* * °* 2 “ 2 aM^ ’ 1*3.19

for 0 £ t S 1 ,

^ ( 0 ) - [1 , 0 , ... , 0 ]T .

Using the standard variation of parameters method we have
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The fact that the eigenvalues of are positive

follows quickly from the definitions of and S^. (It can also

be shown that those eigenvalues are distinct). Thus from 1.3.20 we 

get the estimate

|am (t) - bm (t)| 6 /jj || a^(S) - aM (S)|ds. 1.3.21

Thus the approximation is good.

In the more general setting of arbitrary linear singular per- 

tabuation problems the same type of analysis may be carried out, 

the conclusion being that the approximate solution will be very good 

for solutions whose Chebyshev expansions converge quickly.

1.4 Turning Point Problems

One very important area of application for the type of methods

considered here will be general turning point problems [126].

As an example consider the problem

ey" + q(t,e)y' + r(t,e)y ■ s(t,e), 0 < t, -1 S t S 1, 1.4.1

y(-l) ■ a, y(l) • B,

which is a generalization of the chemical reaction problem presented 

in [98].
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Assuming r(t,e) has no zeros for -1 £ t £ 1 then 1.4.1 Is 

said to have a turning point at each of the zeros of q(t,0), for 

-1 £ t S 1. These turning points play havoc with most standard 

solution techniques. The result Is a group of ad hoc methods that 

often break down and almost never have any conditions under which 

they can be proved to converge. For a presentation of several of 

the such methods to 1.4.1 see Section 7.3 of [8 8 ].

The reasons these methods break down stem from the fact that 

they usually attempt to solve the 'reduced system' corresponding to 

1.4.1, namely

q(t,0)y' + r(t,0)y » s(t,0) 1.4.2

y(“l) - o, y(l) • B,

and then use some formal aspect 1.4.1 to correct the solution of

1.4.2 for small e. There are several problems in carrying these

steps. The system 1.4.2 is singular, while 1.4.1 is regular for 

any fixed e. There might be no analytic connection between the 

reduced system and the full problem. The system 1.4.2 is over 

determined with respect to having two boundary conditions. The 

formal correction to the solution of 1.4.2 may have no analytic 

meaning. None of these problems has a simple solution, or for that 

matter any solution in general.

The connection of an inner expansion valid near e ■ 0 and an

outer expansion valid away from e ■ 0 has a vast literature. There 

are no known general numerical methods that can be shown to be valid 

under reasonable conditions.
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Applying the method we have outlined earlier In this section 

to 1.3.21 has no such difficulties. In addition there are simple 

conditions for the global convergence of the technique. Turning 

points do not play nearly as important a role in this setting as 

they do when standard methods are applied.

There are only two fairly general methods, other than the one 

suggested here, for attacking multi-turning point problems known to 

the author.

The work of Olver ([95], [96] and [97]) is considered classical 

in multi-turning point problems. The complex plane is divided into 

regions based on the positions and types of the turning points, then 

an expansion for the solution to the problem is produced for each 

region. Olver has shown that connection formulae exist for his 

expansions in a reasonably general setting.

The work of H. Gingold and P. H. Hsieh ([54], [55]) attacks the 

multi-turning point problem in a very general manner with a fairly 

complete and satisfactory theory. There are some formal steps in 

this theory which may prevent it from having any numerical impact.

It is a little early to tell.

1.5 Chapter Preview

Chapter 2 will contain a fairly complete analytic theory on the

use of Jacobi expansions in the same sense that was developed by

Gingold in [51]. There are a number of error bounds presented which

are quite sharp.
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Chapter 3 contains a number of results on using recurrence 

relations to calculate the modified Jacobi moments and some Jacobi 

series.

Chapter 4 contains several applications of the material pre

sented in Chapters 2 and 3 to some of the problems mentioned in 

Section 1.1.
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CHAPTER 2

ASYMPTOTICS OF THE JACOBI MOMENTS AND REPRESENTATION THEOREMS.

2.1 Introduction

This chapter provide a fairly complete analytic and asymptotic 

analysis of Jacobi moments, which are direct generalizations of the 

Chebyshev moments presented in Section 1.3. This analysis also 

provides some sharp bounds on the size of these moments and errors 

in using asymptotic approximations to them.

Section 2.2 contains some basic definitions and references.

Section 2.3 contains the main theorems of the chapter. The 

main result of the chapter is Theorem 2.3.4, the Jacobi moment 

expansion theorem. Section 2.3.7 contains a discussion of these 

theorems and a number of references to the literature.

Section 2.4 contains a group of basic lemmas that are needed in 

the proofs of the results of Section 2.3.

Section 2.5 contains the proofs of the theorems of Section 2.3.

2.2 Definitions and Notation

For the most part the notation used here is that of Szego 

([120]). Appendix A contains a small list of results on orthogonal 

polynomials and references to some standard sources. Throughout 

this chapter it will be assumed that a, B > -1.

19

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



20

2.2.1 Definition
ci 8Let P * (u) denote the nth degree Jacobi polynomial with

ci 8parameters a and 0. Let w ’ (u) denote the Jacobi weight

function

w0,’P(u) - (1 - u)a(l + u)B. 2 .2 .1.1

M tt
With this notation It Is known that {P ’ (u)| m ■ 0, 1, •••}----------           JQ

Is an orthogonal set, namely

/11Pa,B(u) Pa,B(u) wa,B(u)du - 0, n # m 2.2.1.2■'-1 m n

with the normalization constants given by

/11[Pa,B(u)]2 w°,B(u)du - h“ *B , m - 0, 1, 2. ••• , 2.2.1.3* -I m m

where

.c»,B 20t* B+1r(m+q+nr(in+B+l)
m “ (2m+a+B+l)r(m+l)r(m+a+B+l) » “ l f  2 » ’ 2 .2 .1 .4

and

.q.B  .  2ct+B+1r(q+ l)r<B +l) 
n0 r(a+B+2)

€1 8The Jacobi moments 4 * are defined as -------------------  Tm,n ---------------

♦m’n “ 7T1T /*1 u" ?!!,B(«)wa’B(u)du; m,n » 0, 1, 2, ••• . 2.2.1.5 m,n }]
m
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Given a function f(u) auch that all the Integrals

a ■ -— t Z1. f(u) p“ ’®(u) wa ’P(u)du 2 .2 .1.6m ĵ o, p — i m
m

m « 0 , 1 , 2 , ••• ,

exist the formal Fourler-Jacobl expansion of f la defined as

oo
f(u) ’ I a P “ ,P(u) . 2.2.1.7n m m  m«0

2.2.2 Definition

as

A  series 2 t is called (C,fc)-summablel k > -1,— ------  _ m —  ------m*0

with the sum S if

S(k)
lim -rrr - S , 2.2.2.1
M-to C\ }fl

where

00 GO
(l-r)”k_1 £  t rm - 2  S<k)r“ , 2.2.2.20 m n nm-0

and

(l-r)-1-1 - 2  C(k> r" - 2 <Btk) rm . 2.2.2.30 m „ mm»0
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When the limit in 2.2.2.1 exists this will be denoted as

(C,k) T t - S. 2.2.2.I*
n Qm«0

2.2.3 Remark

Appendix A contains references and remarks on Cesaro sum- 

mability. It is an easy matter to write the Mth partial Cesaro sum

of order k of the series 7  t asg\ ID m«0

SM °  M CM-n

which would be the normal computational form for an explicitly known 

series.

2.2.4 Definition
oo

For a given set U and u e U a series T  t (u) will—  — “-----      — — —  _ m ----m«0

be called uniformly (C,k)-summable over U (uniformly (C,k)-

SMk>(u)summable if U is understood), if 1 " 1 converges
S T

uniformly to a limit S(u).

2.2.5 Definition

For sequences {t }, (B V such that   — ------  n n -------------
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t S B ,  n ■ 0 , 1 , 2 , ••• 2 .2 .5.1n n

B„ is said to be an upper bound for tR . IjE in addition

t
lim r21 « 1 2 .2 .5.2
n-ta n

then Bn is[ called an asymptotically sharp upper bound for tn<

Similar notation is used for lower bounds. J[f tn and Bn 

both depend on a parameter u and the limit in 2 .2 .5.2 ijs uniform 

over a set U then the bound is said to be uniformly asymptotically 

sharp.

2.2.6 Remark

If B is an upper bound for t ; r t , as n -> «; and n n n n
r

lim ~  - A  * 0. 
n-*» n

then it follows that

t
lim r2  - A  + 0. 
n-te n

Hence if A ■ 1 then Bn is an asymptotically sharp upper bound

for t . n
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2.3 The Main Expansion Theorems

Lemma 2.3.1 and Propositions 2.3.2 and 2.3.3 give a fairly 

complete analysis of the Jacobi moments. This material is used in 

the proof of Theorems 2.3.4 - 2.3.6. The Jacobi moment expansion 

Theorem 2.3.4 is the basic theorem of this chapter. It shows when 

and how a power series may be used to produce a Jacobi expansion. 

Theorems 2.3.5 and 2.3.6 are collections of results on (C,k)-sum- 

mability of Jacobi series that show how to use Jacobi expansions to 

produce results valid over the entire interval (-1 , 1) and some

times at one or both endpoints. This is the main reason for such 

usage of the power series, since very little can be said about the 

convergence of the power series itself at the endpoints. There is a 

set of remarks at 2.3.7 describing these results and giving some 

references. The proofs for these results will be given in Section 

2.5.

2.3.1 Lemma (The asymptotics of the Jacobi moments).

Cg Q
If m 0 an asymptotic expression of $m *n as 

n-to is given by:

.$a’̂  ■ o, for n < m 2 .3.1.1Tm,n ’ ---

or n - m even and a ■ B,
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.a,8 „ (2m+«+B+l)r(m»a+B»l) 9 9 * 1 0Y_, - * *.i ^ V-/ »
’ 2 r(n+r+l)

for a ■ 8 and n - m odd.

.0,8 - (2m+q+B+l)r(m+ot+B+l) / 1\ 4+1 « * i o9_ _ * j*i » a.j.i.j
* 2®+1r<m+7+l)

for a ^ B»

where

i ■ min(a,B)f 2.3.1.4

7 ■ tnax(a,8), 2.3.1.5

and

if a > 8 

if a < 8 .
2 .3.1.6

In the case m ■ 0 the above relations hold for

when (2m+o+8+l)r(a+m+l) is replaced by T(a+8+2) in o.n ---- —  — ------ —

2.3.1.2 and 2.3.1.3.

The proof for Lemma 2.3.1 is given in 2.5.1. The following 

corollary follows Immediately. The Corollary to Lemma 2.3.1 is:

U “ ’!| - 0< < V +1), as n*+®. 2 .3.1.7| m,n| n

2.3.2 Proposition (Bounds for the absolute values of the Jacobi 

moments).
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The following bound for 14**’^I holds:   --------  -----  -—  m,n " ■"

l«a ’e i *'Mn.n1

where B is given by-----  m,n —  a------ -£-

2® — r < « w l )   ̂ for m 2 0 or m » 0
(n-m+1) and a*0 , B2 0 ,

2^ , for m ■ 0 and a < 0, B i 0,
n

2 .3.2.2
 ̂ for m ■ 0 and a 2 0, B < 0,

(n+1)

, for ra ■ 0 and « < 0, B < 0.a+1 --- ---n

Furthermore, when a + B or m is even, the bound in 2.3.2.1

is asymptotically sharp if B £ 0 and a 2 0.

The proof of Proposition 2.3.2 may be found in 2.5.2.

2.3.3 Proposition (An error bound on the first asymptotic term 

for the Jacobi moments).

B0 *8 - m,n

m.n-2̂ - [Ba>® + B®’0 ], for n - m even — ~ m.n --- ----

oin
hm

2.3.2.1

_ Max{B°’® , B®’0*!, for n - m odd!D9n fflfTl 1
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Let

(?)♦::S ■ 757$ 128 “ssr1 * 2” £iHsTx i •’ h ’ n nm

-0 A tt ft
The error in using $m ’n approximate A® bounded by

/n)
U°*P -  A«»eI < m _ r r(q+m+2) ,<* r(p+m+2) , o *» * 2
m,n m,n 0 , . ,a+m+2 + 2 , . ,B+m+2]* 2 *3 *3*2

%  (n_d0) (n"d0)

where

0 , for m ■ 0 , 1,
dQ - < 2 .3.3.3

m-1, for m ■ 2, 3, ••• ,

and

+ 1, for m ■ 0 , 1 , 

cQ - <  2 .3.3.A

njax(--, + 1), for m ■ 2, 3, 4, ••• .

Furthermore if Cg ■ + 1, then the bound in 2.3.3.2 is

asymptotically sharp. The Corollary (to Proposition 2.3.3) is: 

With 6 and y as defined in Lemma 2.3.1,
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l . M l  4 Q ^ r C r w i )  f _ j _  .0( r ^ i )  1I n,m( h«,e („-d0)Jt"t2 J '
The proof for Proposition 2.3.3 and it's corollary may 

2.5.3.

2.3.4 Theorem (Jacobi moment expansion theorem).

Let J be an arbitrary set and ®q “ lu l <

Suppose that y(x,u) is holomorphic in u on J x Bg 

admits an expansion

oo
y(x,u) ■ £ y <x)un , |u| < 1 ,  x e J; 

n-0 n

furthermore assume that:

o, P > -1 ,

4 ■ min (ct,B), 

y ■ max(a,P), 

q < <

and for some function M(x), independent of n, 

|yn(x)| £ M(x)n^, for x e J, n ■ 0, 1, 

Then y(x,u) admits a Jacobi expansion

2 .3.3.5 

be found in

and

2.3.4.1

2.3.4.2

2 .3.4.3

2.3.4.4

2.3.4.5

2 .3.4.6
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y(x,u) ” 2  a a,®(u), for x e J , 2.3.4.7
m«0 1,1

where way be calculated by the absolutely convergent

series

a (x) * T  4°’ y (*)» for x e J and 2.3.4.8
m n-m m,n " ---

m ■ 0 , 1 , 2 , •••.

Moreover, the truncation error

m,N
N

|am (x) - 2
n«m C n  yn(x)| m.n n 2 .3.4.9

can be approximated by

T<»jB s (2m+a+8+l)r(m+a+P+l)  ̂ 1 ^<-q
m,N 24r<m+y+l)(«-q) N_1

where for m ■ 0 the factor (2m+u+8+l)r(m+oi+B+l) must be 
replaced by r(a+f$+2).

tf QFurthermore, bas the following upper bound:

t“ '5 sm,N
Z^rtr+mtl)

h«,B
m

(4-q)m! N
1_

«-q 2.3.4.11

c0( r w l )

(N-d0)“ (4-q+l) (N-d0)4-q+l
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where and Cq are defined by 2 .3.3.3 and 2 .3.3.4.

The proof of Theorem 2.3.4 may be found in 2.5.4. Trivially, 

we have Corollary (to Theorem 2.3.4) is:

2.3.5 Theorem. (Summability theorem for Jacobi expansions of 

of functions continuous on f~l.ll).

Fix x e J and x such that 0 < x < 1. Assume the conditions of 

Theorem 2.3.4 hold and in addition suppose that y(x,u) is 

continuous in u for u e [-1 , 1].

Then:

1) the expansion 2.3.4.7 is uniformly (C,k)-summable on 

[-1+x, 1-x] for any k 2 0 ,

2) if k > a + j then 2.3.4.7 is uniformly (C,k)-summable 

on [-l+x,l],

3) if k > B + j  then 2.3.4.7 is uniformly (C,k)-summable

T®’J - 0(M(t) • 2.3.4.12

on

[-1, 1-x]

4) if k > max(a + ^, fl + ^) then 2.3.4.7 is uniformly (C,k)-

summable on [-1 , 1]

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



31

Furthermore, 2), 3) and 4) fall if the Inequalities in 

k are replaced by equalities.

The proof of Theorem 2.3.5 may be found in 2.5.5.

2.3.6 Theorem. (Summabillty Theorem for Jacobi expansions of 

functions continuous at one end point).

Fix x e J and x such that 0 < x < 1. Assume the 

conditions of Theorem 2.3.4 hold and in addition suppose 

that y(x,u) ill continuous from the left at u * 1 .

then the expansion 2.3.4.7 is uniformly (C,k)-summable on 

[-1 + x, 1 - x).

2) If: condition 2.3.6.1 holds,

Then:

1) If k 2. 0 and

Jlj |y(xfu)|wa '®<u)du exists 2.3.6.1

a + j < k < o  + B + l 2 .3.6.2

2 .3.6 .3

and the integral

B _ I 
/ °1ly<x»u)l<i+u)2 *du exists 2 .3.6 .4
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(the antipole condition), then the expansion 2.3.4.6 i£ uniformly 

(C,k)-summable for u e [-1 + T, 1].

3) If condition 2.3.6 .2 in 2) is replaced by

a + 3 + 1 £ k 2.3.6.5

then condition 2 .3.4.2 may be dropped and the same conclusion 

holds.

If k S « + |  ££ 2.3.6.1 holds without 2.3.6 .4, then

the expansion 2.3.4.7 _is in general not (C,k)-summable at 

u ■ 1.
It should be noted that similar results hold at u • -1 with 

the conditions on a and 3 interchanged. The proof of Theorem

2.3.6 may be found in 2.5.6

2.3.7 Remarks

Results similar to 2.3.1 - 2.3.6 were presented for o * 3 ■ 

(Chebyshev polynomials of the second kind, see A.1.5.6) by Gingold 

in ([51]). After that work it was suggested to the author by 

H. Gingold that those results might be generalized to include the 

cases of Jacobi, Laguerre and Hermite polynomials (see A.1.5.1 - 

A.I.5.7).

An attempt was made in [52] to carry out such an extension to 

the case of Jacobi polynomials. That work was only partly success

ful because the main summability theorem in [51] could not be 

carried out. Instead summability theorems of Szego were quoted (see 

A.2.5 and A.2.6). The reason the original summability result
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could not be extended was the lack of a suitable form for the Cesaro 

kernel, which is a well known problem in summability theory (e.g. 

[3], [4], [5], [14] and [15]).

The fact that a reasonably simple form for the Cesaro kernel is 

known for the case of expansions in ultraspherical polynomials 

([14]) leaves the possibility of extending the results of Gingold 

([51]) to include that case. In the proof of Theorem 9.1.3 of Szego 

[120] a form for the Cesaro kernel for jacobi expansions is used. 

Unfortunately,this form appears to be unsuitable for attempting to 

extend the theorems in [51] to include Jacobi expansions.

The main tool used by Gingold in [51] and [52] is Laplace's 

method (e.g. see [108]. Instead of Laplace's method this chapter 

uses Watson's Lemma (A.2.8) and an interesting theorem on the 

change in order of integration and summation (A.2.1). This 

approach is more direct and it's benefits include: a well defined

method for generating higher order terms, asymptotic and actual 

error bounds and a direct extension to Laguerre and Hermite expan

sions.

The theory of error bounds and estimates from Watson's Lemma is 

due to Olver ([95] and [96]). The results included here on error 

bounds and estimates are not contained in Gingold [52].

There are many relationships between the Jacobi moments and 

the hypergeometric functions. One such relationship is shown in 

3.2.1.1. Some authors use similar relations in connection with so
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called modified moments to show the rates at which the moments tend 

to zero.

We chose not to follow the approach using the relationship 

between the Jacobi moments and the hypergeometric functions 

(3.2.1.1) for two reasons. First the result would only yield the 

first term of the asymptotic expansion, with no error bounds; and 

second the results would rely on the fact that in this special case 

several identities in hypergeometric functions hold outside their 

normal range of validity. For these reasons the analysis of the 

Jacobi moments by using the fact that they can be expressed as 

hypergeometric function was not presented here.
1 1 

~2 '~2Asymptotic results for quantities such as $ have to bem,n
studied in connection with the classical method of moments (e.g. 

[Ill] and [124]).

More recently such quantities have been used in connection with 

numerical integration formulae, where they are called modified 

moments. In this setting asymptotic results are used to provide 

error estimates and justify extrapolation methods ([11], [100] and 

[116]).

Currently many types of modified moments are under study in 

connection with product integration rules. These rules allow ef

ficient integration of integrands with many types of singularities. 

This work is interesting in its own right, but its real importance
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will come if it can be applied to integral equations with singular 

kernels. The results and methods of this chapter and the next fit 

in very closely with the current work in this area.

Numerical aspects of formal methods using power series and 

Chebyshev series are presented in [46] and [73]. There are two main 

weaknesses of these methods. No conditions exist for the conver

gence of a solution (especially at the end points of the interval of 

interest); and if a formal power series solution does converge, it 

may converge slowly (even in cases where the orthogonal expansion 

converges quickly). Theorems 2.3.1 -2.3.3 answer the first of these 

objections for a wide class of problems. The second objection is 

Inherent in the method, although the application of the (C,k) 

summation process may indeed help.

The interrelation between the selection of < in Theorem

2.3.4 and k in Theorem 2.3.5 (or 2.3.6) cannot be treated analyti

cally, but some general observations can be made. The larger 6 is 

chosen, the smaller the bound on the truncation error in the series

for a (t) (2.3.1.8) becomes. Thus the actual rate of convergence m
may be improved by choosing a larger 4. Unfortunately a larger 

6 forces a larger k in Theorem 2.3.2 or (2.3.3).

The selection of k has the following consequences:

1) Selecting k close to its minimum (say close to o + ^  in

case 2 of Theorem 2.3.2) may make the calculation of the Cesaro 

partial sums a numerically unstable process. This follows since 

for some functions there can be a divergence of the sums when 

k S # + |.
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2) For all but terminating series there Is some point at which a 

larger k will slow down the rate of convergence of the Cesaro 

partial sums.

It follows from these two facts that < should be selected larger 

than Its minimum value, but not too much larger, and then k should 

be selected somewhat larger than its minimum value as well. An 

excess value of ^ for both k and 6 , over their minimum values, 

has been used successfully.

Since the summability is needed only at the endpoints of the 

interval [-1,1] in Theorems 2.3.2 and 2.3.3, it is natural to ask 

about using a k that depends on u e [-1,1] in a continuous way. 

This still produces a continuous representation over [-1,1] and may 

provide better convergence, say in the L* norm, than a constant k 

could. This is true in examples but no theory will be given. The 

function

K(u) ■ k «(u2 + j); where k ■ o + ^

was used in connection with case 2 of Theorem 2.3.1.

The reason that little analytic information is available about 

the rate of convergence of Cesaro partial sums is that in general 

the Cesaro summation process itself admits no such analysis. There 

has been active work on the question of the rate of convergence 

for Cesaro and other summability methods in, the last decade (12], 

[53], [61] and [110]). The best hope for improvements in the
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theory presented here, in terms of getting analytic Information on 

error terms of the final representa tion, would seem to be to use 

some other summability method; one that allows asymptotic informa

tion about the terms of the series to provide information about the 

asymptotic truncation error. The e-algorithm and several other 

summation (often called convergence accellerating) methods have such

features. (See f53] and [61]).
The problem with UBing these methods to form another represent

ation theory is that they do not seem to support as solid a con

vergence theory, with respect to orthogonal expansions, as the 

Cesaro summation method.

If the detailed information on the error terms presented in 

this section is not needed, a greatly simplified proof of the con

vergence of the expansion for the Fourier-Jacobi coefficient

a (t) may be presented, m
This presentation would prove the corollary to Lemma 2.3.1 

directly by using the formulae for the asymptotic ratio of two 

Gamma functions, the connection between the Gamma and Beta functions 

and the integral representations of the Beta function. The corol

lary to Lemma 2.3.1 could then be used to prove that results 2.3.4.7 

and 2.3.4.8 in Theorem 2.3.4 and the corollary to Theorem 2.3.4 

hold.

There is current work using factorial series to sum divergent 

asymptotic expansions in connection with perturbation theory. ([6 ], 

[7] and [125). The theory usually presented is in terms of Laplace
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transforms. The results there and here are related but neither 

theory dominates the other.

To apply Thoorem 2.3.4 equation 2.3.4.6 must hold. Sometimes 

such a relationship may be known from the problem under considera

tion ([6], {51], and (52] and [68)).

There are some general results that are useful in showing

2.4.3.6 holds. One such general type of result relates to functions

with algebraic singularities. We will now examine a few results in 

this direction.

For notation assume y(u) is analytic for |u| < 1 and has 

the power series expansion

oo
y(u) ■ 2 y un , |u| < 1 . 2.3.7.1

n-0 n

If y has a singularity at u ■ Uq that singularity is said 

to be algebraic if we can write

N -w
y(u) • fn(u) + 2  (1 - -71) 1 f.(u); 2 .3.7.2

u i-1 u0 1

where f^, for i ■ 0 , 1 , ••• , are analytic in a neighborhood 

of u0 ,

fi(u0) * 0 » for i ■ 1 , 2 , ••• , and
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w^, for i ■ 1, 2 , ••• , k, are complex numbers not equal to 

0, -1, -2, ••• .
Asymptotic formulaes for power series that have only algebraic 

singularities can be found as early as 1878 in the work of Darboux.

There is useful corollary to a theorem of Hardy and Littlewood 

presented in [103] (page 33). A slight restatement of that result 

is the following

2.3.7.4 Theorem

Suppose Yq 2 yj 2 y2^ i 0 and

y(u) ~   , as u -> 1 - ;
(1—u)

where 0 < r < 1.

Then

Lim T(r)n* r y ■ 1 
n-*» n

(thus yn ■ 0(nr *)).

Results of Heilbronn and Landau (see [103]) show the following

2.3.7.5 Theorem

Suppose y(u) is regular at u • 1 and

ayn 2. - r(n + 1) , where
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r > 0 Is a constant and a i - 1. Then

|yn l ■ 0(na).

Another attractive result is contained within the proof of 

Tsuji's Theorem presented in [103] (page 128). That result gives us 

the

2.3.7.6 Theorem
iMSuppose y has M algebraic singularities *uy j » i  —

|u| " 1  and all the w . ,'s, i » 1, 2, ••• N., in expressionX t J j
2 .3.7.2 are rational, at each singular point, u^,

Then letting p ■ max {w.} it follows that 
iSiSNj 1
l£j£M

|yn l ■ o(n^_1) .

If the function under consideration is known to be univalent 

then the recently proved Bieberbach conjecture ([133]) provides 

a bound on the growth role of the coefficients.

Theorem (de Branges)

Suppose y is a one-to-one analytic function on 

the unit disk for which y^ ■ 0 and y^ ■ 1 , then 

|yn l £ n, for n ■ 2, 3, ••• .
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As a final result In this direction consider the case where y 

has a pole of order w at u ■ 1 as Its only singularity In the

disk |u| £ 1 + e, for some c > 0.

Then we may write

y(u) ■ (l-ujw g(u) 2.3.7.7

with g analytic on |u| < 1 + e and w real. The expansion

CD
\~v - r /n+w-l\ n(1-u) - I ( „ ) un nn«0

and the condition

|gn| “ where

g(u) - 2 8n u"
n-0 n

can be used to show that

|yn l •  0(nw_1) .

This last result Is of interest considering that Equation

2.3.7.7 shows that a 2. w - 1 is required for the existence of the 

Jacobi-Fourier coefficient (2.2.1.6). This is the same condition 

required for the selection of $ in Theorem 2.3.4. Thus the condi

tion on < in Theorem 2.3.4 is the best possible.
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As final references, the recent work In Hunter and Guerrieu 

((68]) may prove useful In relating the properties of the singular

ities of analytic functions to growth rates of the coefficients.

2.4 Some Basic Lemmas

This section contains a series of Lemmas followed by their 

proofs. These results are used in Section 2.5 to prove the results 

of Section 2.3.

Analysis of the Jacobi moments is the key to the Jacobi moment 

expansion Theorem 2.3.4. Lemma 2.4.2 shows that these moments may 

be expressed as a sum of two terms involving integrals of the form
CK 6I * , as given in the following definition.m,n

2.4.1 Definition Denote

J . ,6  .  r  e<-n+»-lH t«M> dt 2.4.J.!
m,n u t i

2.4.2 Lemma

(")
- - V -  [l“ ’S + (-l)"'" I# ’“ ] • 2*4.2.1Tm,n ^a,B2m m »n ®tn

The proof of Lemma 2.4.2 is given in 2.4.8.

The next lemma collects some results about two functions that
o Boccur within the integrand for I ’ in 2.4.1.1. These results° m,n

will be used in the proofs of Lemmas 2.4.4 and 2.4.6.
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2.4.3 Lemma

Let

l ~ tfl<t) - *■" * , 0 S t, 2.4.3.1

and

f2(t) - , O U .  2.4.3.2

The following facts about f^ and f2 hold for 

t 2 0:

fj and f2 are analytic (without restrictions on t); 2.4.3.3

f^O) - 1, f2(0) - 1; 2.4.3.4

0 < f^t) S I ,  | < f2(t) S 1; 2.4.3.5

f'(0) - - f2(0) - - |  ; 2.4.3.6

i £ fj(t) < 0 ,  f£(t) < 0 ; 2.4.3.7

f i (t) + 2 fl(t) 2 °* f2(t) + 2 f2(t) * 0 ; 2.4.3.8

f'(t) + ^ f.(t) . fl(t) + j  f„(t) .
M m   ---------------------, Aim   - 7  5 2.4.3.9
t-M) z t-K)
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Here the expressions Involving fj and fJ at t ■ 0 In 

2.4.3.4-2.4.3.8 and 2.4.3.10 should be taken as the limit 

as t ■+ 0+ .

This Lemma can be shown easily using elementary calculus.
q QWatson's Lemma may be applied to the integral for I inm,n

M  O

2.4.1.1 to show that the asymptotic behavior of X as n -> ®m,n
is given by,

2.4.4 Lemma

jOt.B _ 2B+m r(0+in+1)(I)«‘+m+1 2 .4 .4.1
m,n n

-  2S+“ r(a+m+2) t  1) + . . .  ,i n
as n *> ®.

Details of the proof are given in 2.4.9.

Lemma 2.4.5 provides a bound on the integral I that is anm,n
easy consequence of using Watson's Lemma to prove 2.4.4.

2.4.5 Lemma 

Let
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_ a,3 B ■m,n

,B r(a+l)
(n+l)a+1

,  B r (a + l )
£ a+1n

r(a+l)
(n+1)

r(a+ i)
a+1n

a+1

; m ■ 0, a 2 0, B i 0,

; » ■ 0, a < 0, B 1 0

; m ■ 0, a £ 0, B < 0,

; m ■ 0, a < 0, B < 0.

2.4.5.1

Then

0 < I*'» S b “ ’B ,m,n ra,n for m S n.

Furthermore, in the cases where B t 0 the bound is 

asymptotically sharp. (When B < 0 ,

Jtim
n->® b

[d.B
m.n
a,B
m,n

2B )

2 .4.5.2

The proof of Lemma 2.4.3 is given in 2.4.10.

As suggested by Olver ([95] and [96]) it is often possible to 

produce error bounds for asymptotic expansions derived by Watson's 

Lemma. This is accomplished by first showing a specific type of 

Inequality related to the asymptotic expansion. The next lemma is a 

delicate Inequality that is used in Lemma 2.4.7 in this manner.
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2.4.6 Lemma

The Inequality

,1 - e tva+m A  + e ^ B + n  (m-l)t . I  ̂ <*Ot(---£---) <--- 1--- ) e - 1 S cQ t e 2 .4.6.1

holds for a > -1, 0 > -1 , 0 6 t, a ■ 0 , 1 , 2 , ••• , 

where and Cg are given by 2.3.3.3 and 2.3.3.4.

Furthermore.

d„ - »in jd: .(m-1)e - l|

!•
6 c t e^fc, for all t 2 0

and if c q  * + 1 then

,i„ {=: | ( ^ )

5 c t e ^ ,  for all t k ° j .

Ot+ftFinally note that Cq » + 1 does not suffice for all

-1 < o and -1 < 0 in 2.4.4.1. (If a + 0 k -1 then

c . «+£ + 1 ) 0 2
The proof of Lemma 2.4.6 is given in 2.4.11.

2.4.6.2

» i/i-« vd+m ,1+e t»B+m (m-t) .i „ , , «,cQ - min <c: (— -— ) (— —̂ )K e' - 1| 2.4.6.3
d, *

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



47

2.4.7 Lemma

The inequality

|Ta,0 ,B+m r(a+m+l) I < ,B+m r(a+m+2) o a 7 i
I n,m “ * a+m+1 | * z c0 , . .a+m+2 ’

'n“a0 '

holds, where and Cq are given by 2.3.3.3 and 2.3.3.4.

The proof of Lemma 2.4.7 is given in 2.4.12.

2.4.8 Proof of Lemma 2.4.2

By applying the second corollary to the Jacobi reduction 

formula (A.1.22) to the integral in 2.2.1.5 it follows that

(n).a.B m /I a+m,B+m, v n-m. „ . „ .<f> ’ - -7 7 -! w (u) u du . 2 .4.8.1m,n , l>2m * 
m

Breaking the integral into two ranges [-1,0] and [0,1] then 

applying the transformation v ■ -u on the integral over [-1 ,0 ], 

we have the equation

(").o.B m r #1 o+m.B+m, . n-m. .......<t> ’ ■ --'7 "  L Jn w (u)u du 2 .4.8.2m*.n 1 2̂
in

. . ,\n-m .1 B+m,o+m, . n-m. ,+ (-1) JqW (v )v  dv].

Applying the transformation u « e ^ to the first integral in

2 .4.8.2 and v ■ e ^ to the second, by 2 .2 .1.1 and 2 .4.1.1 , the 

lemma follows.
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2.4.9 Proof of Lemma 2.4.4

d 0
Regrouping under the integral 2.4.1.1, I ’ can bm,n

as

1° ’® m fn * ntq(t)dt, m,n

where

/M.\ /, -txo+m/t . -tx8+m (m-l)tq(t) - (1 - e ) (1 + e ) e'

Factoring 2.4.9.2, q(t) can be written as

,(t> -
where

h(t) .

with fj and f^ given in Lemma 2.4.3. Thus, by 2.4.3. 

2.4.3.5, h(t) is analytic at t ■ 0. Differentiating 

then using 2.4.3.4 and 2.4.3.6, it follows that

h(0)

and

h'(0) - -(q+B + 1)

rewritten 

2 .4.9.1

2 .4.9.2

2.4.9.3

2 .4.9.4

3 and 

2 .4.9.4,

2.4.9.5
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Now, since h is analytic at t ■ 0, using 2.4.9.5 and 2.4.9.6 

with 2 .4.9.3, we have the asymptotic expansion of q(t),

q(t) * 2,+" t“tm - ( 2 ^  * l)2B*m t“+m+l + ... . 2.4.9.7

as t -> 0 .

Watson's Lemma ([96]) can now be applied to 2.4.9.1 using 

2.4.9.7. This result is 2.4.4.1, the conclusion of the Lemma.

2.4.10 Proof of Lemma 2.4.5

a 6The inequality 0 < I ' follows immediately since the intern, n
grand in 2.4.1.1 is positive. To show i°'® £ B01’® for t 2 0 letm,n m,n

H(t)

(m-l)t.9 9 for m > 0 9
-te ; for m ■ 0, a 2 0, 6 2 0 ,

l; for m ■ 0, a < 0, 6 2 0 ,

for 9 a o a i 0, 6 < 0 ,

(i)e; for m ■ 0, a < 0, 6 < 0.

2.4.10.1

Using 2.4.3.5 it follows that

h(t) £ H(t), for t 2 0 , 2.4.10.2

where h(t) is given by 2 .4.9.4.

Applying 2.4.10.2 on 2.4.9.3 we have
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q(t) S 2B+® ta+m H(t), for t 2 0 2.4.10.3

Substituting the bound 2.4.10.3 into equation 2.4.9.1 and

integrating, using the integral tepresentation of the ganuna function,

2.4.5.2 follows. The fact that xc,»® < Ba ’® unless tn ■ a ■ B * 0m,n m,n

may also be observed.
Of BTo justify the statement that when B 2 0 B is anm,n

asymptotically sharp upper bound for *m ’n » Remark 2.2.6

together with Lemma 2.4.4 may be used. Only the first term in

2 .4.4.1 needs to be considered.

2.4.11 Proof of Lemma 2.4.6

In order to show 2.4.6.1 define i|>j(t) and i|»2(t), for t £ 0,

by

. /.v /1-e txO+m/l+e ^ B + m  (m-l)t , <*0t „ , ,, ,♦l<t) ■ (— £— ) (— j— ' e " 1 ” c0 + e 2.4.11.1

r .^tt+m r /^vB+m (m-l)t . A ^0fc» fj(t) f2(t) e' - 1 - cQ + e

and

. y.v . yl-e tia+a ,1+e ^ B + m  (*0ti|)2(t) - 1 - (— -— ) (— ^— ) - Cq + e 2.4.11.2

t * /oO+n c. (m-l)t , d0fc- 1 - fj(t) f2(t)M e' - c0 + e ,

where fj and f2 were defined in Lemma 2.4.3 by 2.4.3.1 and 

2.4.3.2.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



51

By 2.4.3.4 It follows that

^(0) - 0, 2.4.11.3

i|»2(0) - 0. 2.4.11.4

It will be shown later that

i|>{(t) £ 0, for t i 0 , 2.4.11.5

and

i|>2(t) £ 0, for t £ 0. 2.4.11.6

Because of 2.4.11.3 and 2.4.11.4 the inequalities 2.4.11.5 and 

2.4.11.6 imply that

^(t) £ 0 ,  for t £ 0 , 2.4.11.7

and

<|i2(t) S 0, for t S 0. 2.4.11.8

Then the proof is complete for it is easy to see that 2.4.11.7 

and 2.4.11.8 together imply 2.4.6.1.

The inequalities 2.4.11.5 and 2.4.11.6 will be verified in 

three cases m • 0, m ■ 1, m ■ 2, 3, 4, •••

Note that, since a,B > -1, we have

+ 1) > 0 , 2.4.11.9
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( f  + 1) > 0 2.4.11.10

<§ + 1) > 0 . 2.4.11.11

Cage 1 (m • 0)

First 2.4.11.5 will be shown to hold. Differentiating
2.4.11.1 yields

Using 2.4.11.12, 2.4.11.5 will be proved in four cases depending on 

o and 8 . If o 2 0 and B £ 0, then by 2.4.3.5, 2.4.3.7 and 

2.4.11.9 it follows that each of the four terms in 2.4.11.12 is 

nonpositive, hence 2.4.11.5 holds. If a < 0 and B < 0 

rewrite 2.4.11.12 as

*J<t) - [« f j U )®"1 f2(t)B f'(t) 2.4.11.12

+ B fjCt)0 f2(t)B-1 f'<t) - fjCt)® f2(t)P ]e_t - (2±£ + 1)

*J<t) - [a f ^ t )*” 1 f2(t)B[f*(t) + \  fjU)] 2.4.11.13

+ B fjCt)0 f ^ O ^ f ' U )  + \  f2(t)]

- + 1) fj(t) f®(t)]e"t - (2±i - 1)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



53

Then by 2.4.3.5, 2.4.3.8 and 2.4.11.9 it follows that Is

the sum of four negative terms, hence 2.4.11.5 holds. If m 2 0 

and 0 < 0, rewrite 2.4.11.12 as

i|i'(t) - [a f j U )01” 1 f2(t)B f'(t) 2.4.11.14

+ 0 f2(t)a f ^ t ^ I f ' C t )  + \ f2(t)]

- <| + 1) fjCt)" f2(t)B]e-t - + 1) .

Then by 2.4.3.5, 2.4.3.7, 2.4.3.8 , 2.4.11.9 and 2.4.11.11 it 

follows that 2.4.11.5 holds. If a < 0 and 0 2 0 then

rewrite 2.4.11.12 in the form

*'<t) - [a fjCt)01"1 f2(t)B[fJ(t) + \ f^t)] 2.11.15

+ 0 fj(t)a f ^ t ^ l f ’U )  - | f2(t)]

- (f + 1) f^t ) "  f2(t)B ]e”t - + 1)

and again it follows that 2.4.11.5 holds. Thus for all possible 

o,0 2.4.11.5 holds. This completes the first half of the case

m ■ 0.
Now to show 2.4.11.6 holds. Differentiating 2.4.11.2 yields

♦J(t) - [-o f j U )®”1 f2(t)B f'(t) 2.4.11.16

-0 f j U )0 f2(t)B_1 f£(t) + fj(t)“ f2(t)B]e"t - ( * § & -  1).
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Breaking up the analysis of into four cases similar to

2.4.11.12, 2.4.11.13, 2.4.11.14, and 2.4.11.15 it follows that in

all cases may b® written as the sum of four terms. The

first three of these terms are positive and decreasing, the fourth 

term is - - 1). It follows that the maximum value of

is i|>2(0). This proves that 2.4.11.6 holds. This completes the

proof for the case m ■ 0 .

Case 2 (m • 1)

First 2.4.11.5 will be shown to hold. Differentiating

2.4.11.1 yields

*{(t) - (a+1) fj(t) a f2(t)P+1 fj(t) 2.4.11.17

+ (3+1) f1(t)a+1 f2(t)e f£(t) - + 1).

Since, a,3 > “1 by 2.4.3.5, 2.4.3.7 and 2.4.11.9 it follows 

that each of the three terms in 2.4.11.17 is negative, hence

2.4.11.5 holds.

Now to show 2.4.11.6 holds. Differentiating 2.4.11.2 yields

i|>J(t) - -(a+1) f^t)* f2(t)B-1 fj(t) 2.4.11.18

-(3+1) f2(t)a+1 f2(t)B f'(t) - (2±£ + 1).

2.4.11.18 can be rewritten as
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- - (a+1) fjCt)" f2<t)P+1[fJ(t) + |  fj(t)] 2.4.11.19

- (8+1) fjCt)®*1 f2(t)P [f'<t) + \  f2(t)]

+ (2|ft+ 1) f“+1(t) f®+1<t) - (2± & -  1).

By 2.4.3.5 and 2.4.3.8 it follows that the first two terms in

2.4.11.19 are negative. By 2.4.3.5,

0 < f ^ t )®*1 f2(t)B+1 £ 1. 2.4.11.20

So that the sum of the last two terms in 2.4.11.19 must be non-

positive. This shows that 2.4.11.6 holds and completes the proof

for the case m ■ 1.

Case 3 (m ■ 2, 3, 4, ••• )

First 2.4.11.5 will be shown to hold. Differentiating

2.4.11.1 yields

* ’<t) - [(a+m) fjCt)®41*"1 f2(t)B+m fj(t) 2.4.11.21

+ (B+m) fjCt)®*1" f ^ t Z + ^ f ' C t )  - cQ 

+ (m-l)[f^(t)®+n f2(t)*+m - c0t]]e(m'1)t.

Now, let

il(t) - f1(t)a+® f2(t)e+“ - Cgt. 2.4.11.22
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By 2.4.3.7 and the fact that o + m ,  M  m > 0 it follows that

fj(t)a+m f2(t)^+m is strictly decreasing. 2.4.11.23

Thus,

n(t) is strictly decreasing. 2.4.11.24

By 2.4.3.4

i)(0) - 1 2.4.11.25

and by 2 .4.3.5 and 2 .3.3.4 it follows that:

Jlim n(t) ■ - ®. 2.4.11.26
t-*®

From 2.4.11.24, 2.4.11.25 and 2.4.11.26 it follows that

there is a unique € such that 0 < £ < ®  and

n(C) - 0. 2.4.11.27

Furthermore,

n(t) > 0 on [0,0, 2.4.11.28

while

T>(t) < 0 on (5,®). 2.4.11.29

Since a + m, 8 + m > 0, using 2.4.3.5, 2.4.3.7 and 2.3.3.4, it 

follows that the first three terms in 2.4.11.21 are negative.
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From 2.4.11.27 and 2.4.11.29 it follows that on the

fourth term in 2.4.11.21 is

(m-1) n(t) e*®"1* S 0, for t c [5,®). 2.4.11.30

Thus each term in 2.4.11.21 is nonpositive on [€,®), therefore

tfrjU) S 0 , for t e [5,®). 2.4.11.31

Now to show 2.4.11.5 for t e [0,£)> write 2.4.11.21 as

♦jet) - l(u+n)f,(t)®+m-lf2(t)B+m [f;<t> fl<t> - ^§1. 2.4.11.32

rm l r  / .  .a+mr *2 (t> + 2 fz<t> ° ° i ,+ (e+mjfjtt) f2(t) [------- -------------p t  - C q

- (saa * iHf^ti"*

It will be shown that each of the four terms in 2.4.11.32 is 

nonpositive. Let

fl(t) + i f , ( t )  cn 
HjCt) - — ------ . 2.4.11.33

By 2.4.3.10 it follows that

nj(t) i 0, for t 2  0, 2.4.11.34

and by 2 .4.3.9
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1 c0Hj(0) • j2 “ 2 • 2.4.11.35

i 1 c0Since Cq 2 j by 2.3.3.4 it follows that yy - < 0.

This with 2.4.11.35 and 2.4.11.34 shows that

TijCt) £ 0, for t 2 0 2.4.11.36

Now conisder,

fi(t) + 4 f»(t) cn 
H2(t) - — ----------  2 ’ 2.4.11.37

in a similar manner to 2.4.11.34 - 2.4.11.36 it follows that:

n2 '(t) S O ,  for t 2. 0 2.4.11.38

1 °0
n2(°) " 4 " 2 ; and 2.4.11.39

h2(t) £ 0, for t 2 0 . 2.4.11.40

Now by 2.4.11.36 and 2.4.11.40 the first two terms in 

2.4.11.32 are nonpositive. By 2.3.3.4 the third term is negative 

and by 2.4.11.28 the final term is negative on [0,£). Thus

tlijCt) £ 0, for t e [0,£). 2.4.11.41

This together with 2.4.11.31 gives 2.4.11.5. This completes the 

first half of the case m ■ 2, 3, 4, ••• .
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Now it will be shown that 2.4.11.6 holds. Differentiating

2.4.11.2 and regrouping yields

*2<t> - [-(a+m)f1(t)a+m‘1f2(t)B+“ [q(t) + \ fj(t)] 2.4.11.42

- (8+m)f1(t)fll+mf2(t)P+m 1[f^(t) + ^  f2(t)] - cQ

- < * * ♦  1> f1<t>#+" f2(t)e+” - c0 (,n-l)t]e(”-1)t.

By 2.4.3.5 and 2.4.3.8 the first two terms in 2.4.11.42 are 

nonpositive. By 2.3.3.4 the last term is nonpositive. Consider,

n3(t) - - c0 - + l)f1(t)“+m f2(t)P+” . 2.4.11.43

It follows from 2.3.3.4 and 2.4.3.5 that T)^(t) is nonpositive. 

Thus 2.4.11.6 holds. This completes the proof for the case 

m ■ 2, 3, ••*. Thus 2.4.6.1 is verified in all cases.

To prove 2.4.6.2 first consider the cases for m ■ 0,1.

Let d < dp ■ 0. Then,

Aim[l - f1(t)a+mf,<t)B+® - c t edt] - 1, 2.4.11.44
t-to

for m ■ 0 , 1 .

For m ■ 2, 3, 4, , let d < dg ■ m - 1. Then

.<”’1)t - 1 - c t edt] - 2 .4.11.45
t-X»
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where c is any constant. Thus In either case 2.4.6 .2 fails to 

hold at ®.

Taking a limit as t**0 one can prove 2.4.6.3 in a similar 

manner, by considering

1 - f.U)** e'-1*' ...
Llm ----- *---------^ - 1).
t-K) *

The final claim may be verified directly with the example 

a ■ 8 ■ - .99 and m ■ 2

for then

*2<t) > 6 .

2.4.12 Proof of Lemma 2.4.7.

For iJ>j and ^  given by 2.4.11.1 and 2.4.11.2 it has 

been shown that 2.4.11.7 and 2.4.11.8 hold.

Multiplying 2.4.11.7 by

28*" t“+m e~nt 2.4.12.1

and integrating from 0 to ® , then using 2.4.11.1 we have

z, -tvO+m , -tvp+m -(n-m+l)t, • „ . 0Jq (1 - e ) (1 + e ) e dt 2.4.12.2

_ —(n—d~ )t,8+m .a+m -nt,. 0P+m . a+m+1 0 .- /o 2 t e dt - /q Cq 2 t e dt

£ 0.
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Then using the formula

W  -9t ylvW+1tw e dt - <j> r(w+l), 2.4.12.3

which follows from the Integral representation of the Gamma 

function, on the second and third terms in 2.4.12.2 and using

2 .4.1.1 to identify the first term, it follows that

j«,B _ 28+» _ 2S+” S 0. 2.4.12.4m,n a+m+1 0 a+m+2, .n (n"do'

Taking similar the same steps for 2.4.11.8 and using 2.4.12.4, 

yields

B+m Haisili . j®.B . c 2S*“ S 0 . 2 .4 .12.5a+m+1 m,n 0 a+m+2. . x
n 'n-do'

Inequalities 2.4.12.4 and 2.4.12.5 prove the Lemma.

2.5 Proofs of the Main Theorems

2.5.1 Proof of Lemma 2.3.1.

2.3.1.1 follows directly from 2.4.2.1. Applying 2.4.4.1, using 

only the first term in the asymptotic expansion, to equation

2.3.1.1, both 2.3.1.2 and 2.3.1.3 follow.

It should be noted that using both terms in 2.4.4.1, rather 

than just the first, on 2 .3.1.1 produces at least the first two
g  O

terms of the expansion of $m ’n • Higher order terms could be pro

duced in this manner with relative ease.
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2.5.2 Proof of Proposition 2.3.2

This proposition is a direct application of Lemma 2.4.5 to
a o

4 ,  given by equation 2.4.2.1. The comments on asymptotic m,n

sharpness follow from Remark 2.26 by 2.3.2.1 and Lemma 2.3.1.

2.5.3 Proof of Proposition 2.3.3

Using 2.4.5.4 and 2.11.2.1, then regrouping, noticing that

Using the triangle inequality and Lemma 2.4.7, the inequality

2.3.3.2 follows.

The corollary to Proposition 2.3.3 is proved by using the re

verse triangle inequality on 2 .3.3.2, then using 2.3.3.1 and 

maximizing each term with respect to a and 6 .

2.5.4 Proof of Theorem 2.3.4

Using 2.2.1.7 and 2.3.4.1, the Fourier coefficient of the 

Jacobi expansion may be expressed in the following steps, if the 

final Integral exists. From 2.3.4.7 and 2.2.1.1,

ha ’̂  ■ h^’01, we obtain m m

i*“ ’? - -m,n ra,n 2 .5.3.1

-B+m r ( a+m+1) ,

na+m+1
_B,a _ -a+m r(B+m+l) 
m,n B+m+1
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where

and

then

2.5.

F (u) - — w ^ U )  un P°’P(u). 2.5.4.2nv ho,B

Theorem A.2.1 In Appendix A shows that If

CO
2 t i F (u)duj exists 2.5.4.3

n-0 n

/ I 2 F (u)]du - X  I/1-,̂  F (u)du] 2.5.4.4
-1+e n-0 n n-0 1+6 n

for all e (0 < e < 1),

2 .5.4.1 exists and the order of summation and integration in 

LI can be interchanged. Thus

09
a (x) • I [/*. F (u)du]. 2.5.4.5m r> * nn-0
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We first show that 2.5.4.3 holds. By 2.5.4.3, 2.5.4.2 and 

2 .2 .1.5

09 ®
I [J1. F (u)duj - I  [— *- un wa,B(u)P°,B(u)du] y(x) 2.5.4.6 

n-0 " n-0 ha,p 1IB

- 2  +“ ’S y „ < x)*n-0 m,n n

We now show the series 2.5.4.6 converges. By the corollary to Lemma

2.3.1, 2.3.1.7 and 2.3.4.6 it follows that

I O n  * 1+q). 2.5.4.7oijn n

Since 2.3.4.5 implies that

- « - 1 + q < -1 2 .5.4.8

2 .5.4.7 shows that 2 .5.4.6 converges absolutely.

Next to show that 2.5.4.4 holds, let e (0 < e < 1) be fixed.

Since

—l- w“ ’B(u) p“’B(u) 2.5.4.9
m

is continuous on [-1 + e, 1 - e ]  there exists a constant L such 

that

— w“ ,B(u) Pa,P(u) S L, for u e [-1 + e, 1 - e]. 2.5.4.10a»P h ®
m
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Now by 2.5.4.2, 2.3.4.6 and 2.5.4.10

|Fn(u)| £ L M(x)nq(l - e)n , for u e[-l + e, 1 - e]. 2.5.4.11

The series

CO
2  nq(l - e)n 2.5.4.12

n«0

converges for all q and e (0 < e < 1). Using the Weierstrass 

M-test, 2.5.4.11 and 2.5.4.12 we obtain that

2 F (u) 2.5.4.13n n n«0

converges uniformly on [ - 1 + e ,  1 - e ] .  Consequently 2.5.4.4 holds.

Now that 2.5.4.3 and 2.5.4.4 hold we have that 2.5.4.5 holds.

2 .5.4.5 and 2 .5.4.6 together prove 2 .3.4.8 , which is the first

conclusion of the theorem.

The estimate of Ta ’® Given by 2.3.4.10 follows from 2.3.4.9 m,N J

since by 2 .3.4.8

ao

Replacing <|> ’ by the asymptotic expression 2.3.1.3 and y (x) by m,n n
it's bound, 2.3.4.6 produces
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Ta ’£ * | 2  gtt,B h (x ) (i)4+1“q |, 2.5.4.15
m ’N n-N+1 n ’“ 2 r(m+r+l) n

where

n,m

for a * B and n - m odd,
S«,B m )  2, for o» ■ B and n - m even, 2 5 4 16

for « > B,

and in the case m ■ 0, (2m+a+B+l)r(a+B+l) must be replaced by 

r(a+B+2) In 2.5.4.15. The notation

** means that 2.5.4.17N N

for any e > 0 there exists Nn > 0 such that for all N > Nr

S  * BN + e *

The bound

|S“ ’B | S 2 , 2.5.4.18' n,m' *

which follows from 2.5.4.14, and the bound

i ,  < * > * s &  2 -5-4 -19n«N+l

together applied to 2.5.4.15 produce 2.3.4.10.
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It should be noted that In some cases 2.3.4.6 might be much 

larger than is needed for large n. If relationships of the form

%|yn(x)| £ M^(x)n , for n 2 N > 0,

or

yn(x) " A(x)n , as n -> ®

are known they could produce much better approximations than

2.3.4.10 for large N by replacing q and M(x) by qN (qo > 

and M ^ x )  (A(x)).

The proof of the bound 2.3.4.11 follows from 2.5.4.14 by 

using 2.3.3.5 and 2.3.4.6 to produce

Ta,l 2.5.4.20m,N

a> (")2r+1r(y+m+l) . cn(r+m+l)
s — [ , °n*N+l h n (n~<WID U

where Cq and dg are defined by 2.3.3.3 and 2.3.3.4. 

Using

(n) £ (n - 2.5.4.21m £

and 2.5.4.20 together with 2.5.4.19 the result 2.3.4.11 follows.
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The same remarks following the proof of 2.3.4.11 apply here. This 

completes the proof of Theorem 2.3.4

2.5.5 Proof of Theorem 2.3.5

Let

S (u,x) denote the nth partial sum of the Jacobi 2.5.5.1n
expansion of y(u,x) and

8n(u,x) denote the nth partial sum of the Fourier 2.5.5.2

cosine expansion of

“ + I I + I
(1 - cos(0))2 4 (1 + cos(0))2 4 y(cos(0), x). 2 .5.5.3

Theorem A. 1.23 of Appendix A will be used, With f(u) in 

Theorem A.1.23 replaced by y(u,x). The continuity of y(u,x) 

implies that conditions A.1.23.1, A.1.23.2 and A.1.23.3 all hold. 

Then by A.1.23.6 it follows that

_a _ 1 JJ _ 1
Lim |S (u,x) - (1-u) 2 4 (1+u) 2 4 s (u)| - 0 2.5.5.4
n->® n

uniformly on u e [-1 + e, 1 — e).

A well known corollary to Fejer's Theorem is that the Fourier 

series of f(u) converges uniformly in any interval interior to an 

interval where f is continuous and of bounded variation. Since 

y(u,x) is analytic it follows from this corollary that
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“ + I £ + I
Lim |(l-u)2 * (1+u)2 * y(u,x) - s (u)| * 0 2.5.5.5
n-ko "

uniformly for u e [ - l + e ,  1 -e].

_a. _ 1 ju _ 1 
Multiplying 2.5.5.5 by (1-u) (1-u) 2 which is

continuous on [-1 + e, 1 - e], shows

_ a _ ! JL _ I
Lim |u(u,x) - (1-u) ^(1+u) 2 ^ s (u)| ■ 0 2.5.5.6
n-*> "

uniformly on [-1 + e, 1 - e ] .  Now 2.5.5.4 and 2.5.5.6 together

show that 1) holds for k ■ 0. A  simple proposition is that

Cesaro summability is uniformly regular. This then completes the

proof of 1). It might be noted that this result may hold for
0 < k < 1 as well.

To show 2) and 3), Theorem A.1.24 of Appendix A may be taken. .

Result 4) is proved by Theorem A. 1.26 of the Appendix. It is
interesting to note that the condition in Theorem A.1.26 (o,6 2 -

is the same as that found for Inequality 2.4.6.1 to hold. This

completes the proof of Theorem 2.3.5.

Proof of Theorem 2.3.6 

The proof of 1) follows as the proof of 1) in Theorem 2.3.5.

The proofs of 2) and 3) follow directly from Theorem A.1.2.6 of 

Appendix A.
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CHAPTER 3

RECURRENCE RELATIONS FOR JACOBI AND MODIFIED JACOBI MOMENTS

3.1 Introduction

This chapter provides stable (see Appendix R) computational

tools that may be used in applying the theoretical results of

Chapter 2. Appendix J contains descriptions of several Fortran

subroutines from the JLIB library ([72]) that is based on the

results of this chapter.

Section 3.2 presents closed forms for the Jacobi moments.

These closed forms are interesting, but from a computational point

of view they are not satisfactory. Their main use is in deriving

the recurrence relations in Section 3.3

Section 3.3 presents a stable three term recurrence relation, in

n, for the Jacobi moments 6 ’ . This relation is then used withm,n

a standard result to derive a three term recurrence relation, in n,
N Q

that allows the stable calculation of the sum T ’ y
n-0 n ’n n

ct 6without calculating the moments, 6 ’ .id f n

In section 3.4 we investigate an interesting 'two dimensional' 

recurrence relation for the Jacobi moments.

3.2 Some Closed Forms for Jacobi Moments

Closed forma for the Jacobi moments are given by the following 

theorem. Remarks on Theorems 3.2.1 and 3.2.2 are contained in 3.2.3.

70
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Let 2*1 ( ) b® hypergeometric functon and (n+k)n ■

n(n-l)•••(n-k+1).

3.2.1 Theorem

The following closed forms for the Jacobi moments hold.

a (n-m+1)
C n  " (-1)n‘m2,n (m+o+p+l) 2Fl(“(n“ffl) *8+m+1 ;a+e+2ffl+2;2) 3 ‘2 *1*1

and

« a n-m m (n-m+1) n-m (-(n-m)), (B+m+1) ■ .i®>p _ / _ i m«m m p > K 9 9 1 9
m,n ' 1 (m+a+B+l)m k£0 <a+3+2m+2)k k! 1 ’

for n ■ m, m+ 1 ,

In addition

- (-1)""® . 3.2.1.3Tm,n Tm,n

The proof of Theorem 3.2.1 is in Section 3.2.4.

The next theorem provides a representation of the Jacobi moments 

in terms of the Beta function when a ■ P, which corresponds to the 

ultraspherical polynomials.

3.2.2 Theorem
Let y > - 1. It f0II0W8 that

(n)
+r . r  sl_  ^ a a U .  , ,  ♦ ,  + i>. 3 .2 .2 .I
m,n hr,r 2® 2

m

The proof of Theorem 3.2.2 is contained in 3.2.5.
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3.3 Remarks

Although Theorem 3.2.3 expresses the Jacobi moments in terms

of the hypergeometrlc function this Is not a real aid In

their calculation. The reason for this Is twofold. First the

calculation of 2^1 *3 a ve^  studied problem; but very difficult.

The solution is usually obtained only for special cases. Second, 
when one attempts to evaluate at 2 ■ 2 , which is outside the

normal radius of convergence, |z| < 1, most commonly used methods

are not be applicable at all.

The expression 3.2.1.2 can be used to calculate the Jacobi

moments; however it is both slow and prone to considerable roundoff

for n >> m.

The main importance of Theorem 3.2.1 is that it allows the

calculation of recurrence relations and other formal relationships.

Theorem 3.2.2 is a somewhat different matter since the quani-

ties involved (n), ha ’®, 2m and B(n , r + m + 1) all m m  z
can be expressed as well defined products. (For the Beta function 

and Gamma function see [83]. The only problems in performing 

the calculation numerically is to avoid overflow and underflow. The 

time required to calculate the moments in this manner is still 

large, so that the recurrence relations to be presented in the next 

sections provide a better means of calculating these moments even 

in the ultraspherical case.

As a last observation we note that Equation 2.4.8.1 makes a 

good choice for a means of evaluating the Jacobi moments if
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numerical quadrature routines are available and an assured error on 

the calculations Is desired (e.g. [102]).

3.2.4 Proof of Theorem 3.2.1.

Applying the transformation v ■ to 2.4.8.1 we have

(n)+«,». ----------------------2«6+2mtl A  (1. v)o+»vll^,a . 2v)n-»(Jv 3 2 4 j
t&fi) 2®

m

A  standard integral representation of the Hypergeometric 

function is

jFjU.bjc;*) - r(b)rfc-b) /J t ^ d - t ^ ' ^ d - z t ^ d t ,  3.2 .4.2

for Re(c) > Re(b) > 0 and |z( < 1. The proof of 3.2.4.2

[104] shows that if a is non-positive the restriction |z| < 1  may

be dropped.

Using 3.2.4.1 and 3.2.4.2 with

z • 2, 3.2.4.3

a ■ - (n-m) 

b ■ 8 + m + 1 , 

c » a  + B + 2m + 2

we have
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(n).<*,B m , . vn-m1)o+$+2m+l r(B+m+l)(r(a+in+l) % l l
*m,n " ha,B 2m ("1' 2 r(a+B+2m+2)

2Fj (-(n-m),B+m+l; a+B+2m+2;2) .

Now using the identity

" (4)N ’ for 4 * °» ~1, ~2, 3.2.4.5

and N - 0, 1, 2, •• •

3.2.4.4 nay be simplified into the result 3.2.2.1. 

To show that 3.2.1.2. holds, recall

® ( a ) k(b )k k (a,b;c;z) ■ £  -t-t— rr z , 3.2.4.6
^ A k-0 Ac;k K!

c ^ 0 , -1 , -2, ••• and |z| < 1 .

As with 3.2.4.2, under some cases the restriction |z| < 1  may be 

dropped. One such case is when a is a negative integer, for 

then the sum terminates at the -a th term.

Using the terminating expansion 3.2.4.6 on 3.2.1.1, the result

3.2.1.2 follows.

Note that the sum in 3.2.1.2 may be written as

n-m

k-0 K
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where

and

k (o+B+2m+k+l)k ic-1(o+B+2m+k+l)k

To prove 3.2.1.3 refer to Lemma 2.4.2. This completes the 

proof of Theorem 3.2.1

3.2.5 Proof of Theorem 3.2.2

Letting 7 ■ a ■ B in 2.4.8.1 and using 2.2.1.1

(n).7,7 m ,1 ,, 2,7+m n-m. „ „ , .a — ..... / , (1 - u ) u du. 3.2.5.1n,m hy,y 2m ■'-1
m

When n - m  is even, the integrand is positive and an even func

tion.
2Using this and the transformation v ■ u , we have

*n’m “ “T r ” "*; 2^0 (1"v)r+0 v 2 2 d v <  3*2 -5 *2h 2 m

Using the integral representation of the Beta function on 3.2.5.1 

we obtain 3.2 .2 .1.
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3.3 A Three Term Recurrence Relation for the Jacobi Moments

The main result is the following

3.3.1 Theorem

The three term recurrence relation

o ,8 b fo ,8 +o,B  ̂ + sa ,8 +a,B for n 2 B + 2, 3.3 .1.1
Tm,n n,m m,n-l n,m Tm,n-2 ---

holds, where

ra »3 . n(a-B)
n,m (n+o+B+m+1)(n-m)

and

u,B . n(n-l)
n,m (n+o+8+m+l)(n-m) ’

The proof of Theorem 3.3.1 may be found in 3.3.5.

The fact that, unlike the closed forms in Section 3.2, the 

recurrence relation in Theorem 3.3.1 may be used computationally is 

indicated by the next Theorem.

3.3.2 Theorem

The recurrence relation 3.3.1.1 is weakly stable, 

in both the absolute (See Appendix R) and the relative 

sense, for calculating the Jacobi moments.

The proof of Theorem 3.3.2 can be found in 3.3.6.

3.3.1.2

3.3.1.3
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The next theorem 1b the result of a well known recurrence
method applied to the recurrence relation 3.3.1.1. It should be

noted that this algorithm Is appealing, as It does not require the

calculation of the moments ^ ' or the storage of any vectors.m,n

3.3.3 Theorem

The partial sum of 2.3.4.7,

N
a - 2 ♦ y 3.3.3.1m,n m,n 7n,

can be computed by the following recursive scheme.

Compute B(n), for 0 £ h £ N + 2 from

B(n) - - r®*® B(n+1) - s ® * ®  B(n+2) + yn 3.3.3.2m,n+l m,n+i n

in the order of n ■ N, N - 1, • • • , 0, starting with

B(N+1) - B(N+2) - 0. 3.3.3.3

Then

a - B(0H®»J! + B(l)[<>a ’f + r“ ’® $*’*} . 3.3.3.4m,n Tm ,0 Tm,l m,l Tm ,0

Proof. This is a direct application of a result known as the 

Clenshaw method (eg. [21] and [94]).

3.3.4 Remarks

The recurrence relation in Theorem 3.3.1 is surprisingly 

simple, considering the complicated nature of the definitions of the
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Jacobi moments and the algebra needed to derive the relation. The

fact that it is computationally stable is even more pleasing.

A fair amount of numerical exploration with the recurrence rela

tion in Theorem 3.3.1 was done and confirms the stability indicated

by Theorem 3.3.2.

Starting values for the recurrence may be determined from

3.2.1.2, which only becomes unstable as n gets much larger than m

Starting values may also be determined from the recurrence

relations for the moments n and (4°*^.,)* n to be pre-Tm,ra m«0 Tm,m+1 m«0 e

sented in Section 3.4.

As a third method for determining starting values, direct

numerical integration of equation 2.4.8.1 can be used, though great

care must be taken to avoid underflows overflows and roundoff error,

as m and n become large.

It was pointed out in Chapter 2 that the behavior of $ *m,n
is a little strange even is the cases a, 8 > 0 , where

Lim $0,,® ■ 0. Formally if we let . m,n

U(m) « max and+ ,Tm,n' 3.3.4.1

N(m) - min {n: | ^ ’®| ■ U(m)} ▼ m,n 3.3.4.2

then we may observe that

ut,m; and 3.3.4.3
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Lira N(m) ■ <*>lU KD 3.3.4.4

We may estimate N(m) from equation 3.3.1.1 as

N(m) - 3.3.4.5

where

a ■ min(a,B) 3.3.4.6

These remarks show that for a large m backward recurrence or 

the Miller algorithm must be used to calculate the moments in a 

stable manner.

No error analysis for Theorem 3.3.3 is presented because it is 

a little more complicated than Theorem 3.3.1. However, Elliott 

([35]) in the general case and Oliver ([91] and [92]) in the case of 

applying the Clenshaw method to Chebyshev polynomials (note that we 

are not applying the Clenshaw method to Jacobi polynomials, but 

rather to the Jacobi moments) have shown that this method will tend 

to be stable providing the solution being calculated is not domi

nated by any other solution. From Theorem 3.3.2 we know that is the 

case here.

Finally we should remark that if we have two expansions for the 

same Nth degree polynomial f„

N
f„(x) * Z A P (x) 
N n*0

3.3.4.7

and
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N n»0
3.3.4.8

where each set [P } and {P*} obeys a three tern recurrence n n
relation (but is not necessarily orthogonal) and has Pn and P*

each a polynomial of degree n then there exists a fifth degree (or

lower) recurrence scheme for calculating A* from A . ([107])n n

In particular this allows the expansion in terms of Jacobi 

polynomials to be calculated from the power series expansion. The 

stability in this method for Chebyshev expansions is investigated in 

[127] and [128].

By producing a three term recurrence relation for

we were able to generate a recurrence method to produce the Nth 

Cesaro sum of order k of the Jacobi expansion of a function given 

its power series expansion. That of course is the sum of interest 

in Theorems 2.3.5 and 2.3.6.

Numerical results on this look promising, but the error 

analysis is not complete at this point.

Should further work on this material produce viable results it 

will in no way diminish the importance of the theorems of Chapter 2 

or 3. It is expected that the theorems in Chapter 2 would prove to 

be crucial in extending results in this direction.

C(k) 3.3.4.9
c(k)
m
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3.3.5 Proof of Theorem 3.3.1

The proof will be based on Fasemyer's technique ([41] and 

[104]).

Formally let

to
f " 2 e(n,k), 3.3.5.1
n k-0

where

(-1)n-®2m< n-m+1)( - < n-m)), (p+m+1). , 
e(n,k) " (m+a+8+l)m (a+8+2m+2)k k! 2 3.3.5.2

(compare this to 3.2.1.2).

By 3.3.5.1 and 3.3.5.2 each of the following hold:

f y  22+in+k e(n>k)f 3.3.5.3
n_1 k-0 n

CD (n-m-k) (n-m-k-1) y , *f , - 2  L e(n,k) 3.3.5.5n—2 k—Q nvn

and

2 f , - I  E<„,k). 3.3.5.6n-2 k“g n(n-l)(B+m+k)
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The next step Is to let Cj, C2 » c^ and be arbitrary

functions of a, 0 , m and n, independent of k, and then find 

conditions such that

f + c.f . + c„Zf . + c-f „ + c.Zf » * 0 .  3.3.5.6n 1 n-1 2 n-1 3 n-2 4 n-2

Equation 3.3.5.6 may be satisfied by using 3.3.5.1 and 3.3.5.3 

- 3.3.5.6 , forcing each coefficient of e(n,k) to sum to 0. The 

least common denominator of the coefficients of e(n,k) in 3.3.5.1 

and 3.3.5.3 - 3.3.5.6 is

n(n-l)(B+m+k). 3.3.5.7

Using this and 3.3.5.6 we have the following equation for - c^.

n(n-l)(B+m+k) + Cj(-n+m+k)(n-l)(0+m+k) 3.3.5.8

+ C2(a+B+2m+k+l)k(n-l)

+ Cj(n-m-k)(n-m-k-1)< B+m+k)

+ c -n+m+k)(a+B+2m+k+1)k 

■ 0.

The degrees in k of the terms in 3.3.5.8 are 1, 2, 2, 3 and 3 

respectively. This Insures that we can solve 3.3.5.8 for c^ - c^. 

A solution for 3.3.5.8 may be found by setting k ■ 0, n - m ,
3n - m - 1 and finding the coefficient of k . This gives a system 

of four equations for the four unknowns c^ - c^.
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The values for are then used in 3.3.5.8 . The identl

fication of the fact that

f ■ when Z ■ 2n m,n 3.3.5.9

which follows from 3.2.1.2, and using the relations

3.3.5.10

and

3.3.5.11

on 3.3.5.6 completes the proof

It is noteworthy that Fusemyer’s technique usually requires that

f - be Included in 3.3.5.6 . However this was not needed here. n-J

3.3.6 Proof of Theorem 3.3.2

From equations 3.3.1.2 - 3.3.1.3 it follows that

Thus the recurrence relation 3.3.1.1 is of Poincare type and 

has characteristic equation (see Appendix R.3)

3.3.6.1

3.3.6 .2

X2 1 - 0 3.3.6 .3
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which has roots

\ ■ ± 1 3.3.6.4

It follows from Appendix R that the recurrence relation is 

weakly stable in the absolute sense.

To prove weak stability in the relative sense some detailed 

information on the general solutions to the recurrence relation is 

needed. Neither Poincare's Theorem nor the Perron-Kreusev Theorem 

(e.g. [87]) provides specific enough information for our purpose.

By the existence theorem for Birkhoff series (see Appendix R.10) 

we know a general form for an asymptotic series representing any 

solution to the recurrence relation. In particular this repre

sentation will hold for any fundamental set of solutions

This follows since any solution to the recurrencen n
relation $n may be written as

for some constants a and b.

We now recall the proof of Lemma 2.3.1, where it was noted that

3.3.6 .5

3.3.6.6
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£g BSince 6 ia indeed a solution to the recurrence relation it Tm,n
may be written in the form 3.3.6 .5. The existence theorem for

Birkhoff series (see Appendix R.10) then implies we may choose the

fundamental set such thatn n

♦ < * > » ( V 1Tn n and 3.3.6 .7

♦<2> * <I)»+1n n 3.3.6.8

From 3.3.6.6 we conclude that there is a constant C such that forIB
all n

.o.B
m.n

l (1) for i ■ 1, 2 .

This, according to Appendix R.6 , proves that the recurrence rela

tion is weakly stable in the relative sense for forward recurrence.

It is noteworthy that the generally difficult process of sub

stituting the Birkhoff series into the recurrence relation to try 

and determine its form was totally avoided in the proof.

Section 3.4 Two Dimensional Recurrence Relations for the 

Jacobi Moments

The definition of a two dimensional recurrence relation is 

given in Theorem 3.4.1 followed by two important examples connecting 

the Jacobi moments, Theorem 3.4.2 and its Corollary 3.4.3. The
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remainder of the section provides a stability analysis for these 

recurrence relations.

3.4.1 Definition

Let N • {0, 1, 2, } and C be the complex plane.

Suppose N x N C.

If there exist constants ig, Jg,

- SE5* 4 „ ra 5 iSl 1 - 0, 1, ••• 1- ; 3.4.1.1tiy is l, j tn,m u

j « 0 , 1 , ••• , jg ,

n,m ■ 0 , 1 , 2 , ••• ;

such that

*0
3.4.1.2E ^  ai i n ■ ♦(n+i’ "+J) " gn m 5i«0 j-0 n »®

for n,m ■ 0 , 1 , 2 , ••• ,

Then 3.4.1.1 Is said to he a finite two dimensional linear

recurrence relation for 4 *

If g ■ 0; for n,m ■ 0, 1, ••• ; then the recurrence re- n,m
latlon Is said to be homogeneous.

3.4.2 Theorem

The Jacobi moments have the following two dimensional 

recurrence relation
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. - b?’P + b?’B < & B ♦ b?’B ; 3.4.2.1Ta,n+1 l,a Ta-l,n 2,a T«+l,n 3,m Ta,n

where

b«.» «  2m(a+ct+ft)  3 4 2 21,m (2a+a+8+l)(2m+a+0) »

Ka,B 2(a+tt+2)(a+B+l) . , . «, ,
2,a (2a+o+p+3)(2a+«+8+2) a,m

b“ .» . ______________   . 3 4 2 43,a (2a+a+B)(2a+a+B+2) ’

for a ■ 1, 2, 3, ••• and n ■ 0, 1, 2, ••• .

The proof of Theorea 3.4.1 aay be found in 3.4.11.

The following corollary aay be used to calculate the diagonal

and first super diagonal eleaents of the aatrix {$a,B}* ifn,m nim*u
starting values are known.

3.4.3 Corollary

The following recurrence relations hold

♦a,B - b?,B 4a,B . , for a - 1, 2, ••• 3.4.3.1a,a l,a Tm-l,m-l

and

l«»8
a,a+l

b.,s «,8 t b«,B b«,B
l,a a-l,a 3,a m,m for a ■ 1 , 2 , 3.4.3.2

where b?,B and ba,B are given by 3.4.2.2 and 3.4.2.4.   l,m --- 3,a --- --------  ---
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Proof. The proof follows at once from 2.3.1.1.

There Is one more two dimensional recurrence relation which 

may easily be obtained for the Jacobi moments. This is given by the 

next

3.4.4 Theorem

The following recurrence relation holds

o,$ .0,8 _ „te:8-L *0,8 3 4 4 1
0,n+l (a+B+3)(a+8+2) *l,n (a+B+2) 90,n ’

for n ■ 0 , 1, 2 , ••• .

Proof. The proof follows from A.1.8.6 and A.1.8.7 in a 

manner similar to that used in the proof of Theorem 3.4.2.

We are now in a position to describe the means intended for 

calculating the Jacobi moments using these two dimensional 

recurrence relations.

3.4.5 Method for Calculating the Jacobi Moments.

4**’®: 0 S m £ M and m £ n £ m + N ,m, n ---

where M and N are positive integers.

Step 1. Calculate ♦q ’q and using 3.2.1.2.

M O
Step 2 . Calculate $Q*n » for n ■ 2, 3, N using 3.3.1.1.
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Step 3. Calculate 4a ’^, for m ■ 2, 3, ••• M using 3.4.3.1.— — — —  —

tt ftStep 4. Calculate for m • 2, 3, ••• M using 3.4.3.2

Step 5. Calculate f°r m ■ 2, 3, ••• M using 3.4.2.1.

The recurrence In step two Is Intended to be forward recurrence 

In n while that in steps three, four and five is Intended to pro

ceed down the diagonals.

The following two definitions attempt to provide insight into 

the stability of the proposed method for calculating the Jacobi 

moments given in Method 3.4.5.

3.4.6 Definition

If a two dimensional linear recurrence relation (Definition 

3.4.1) is used in some method to calculate <(i(n+iQ, m+jg), 

where 0 £ i^ S ip and 0 S Jq £ Jq, at each step as

*0 J0 
4(n+i’, m+j') - I I 

U U i-0 j«0
^(n+i, m+j) + g

6,^6,n,in
n,m 3.4.6.1

and if
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Lin 
|n| + |m|-» ®

*0 J0 
I 2i-0 j-0

1#10

s 1, 3.4.6 .2

then the recurrence nethod 3.4.6.1 is said to have type 1. weak 

stability in the absolute sense in the forward direction.

If

*0 ^0
2 2

i-0 j-0
i.j.n.m

W " * ”

, for n,m - 0 , 1 , 2 , ••• ;

then the recurrence method 3.4.6.1 is said to have type 1̂ stability 

in the absolute sense in the forward directions.

3.4.7 Definition

If we can write 3.4.6.1 as

4(n+i£, m + Jq) - J ,  \ , n , «  *(n+10 - k. ■ + JJ - W 3.4.7.1

*0 j0
“ 2  2  b 4 « n m 4<n+i, n+j) + g ,i«0 j-0 i.J»n,m n,m

i-J<io“Jo

for n,m - 0 , 1 , 2 ,
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then we say that the recurrence method la diagonal 

If the one dimensional recurrence relation

k, m+j^-k) 3.4.7.2

has any kind of stability (weak, absolute, relative, etc.) then

3.4.7.1 is said to have diagonal stability of the same type.

With these definitions in hand the following theorem is 

immediate.

3.4.8 Theorem

The diagonal recurrence relation 3.4.2.1, is weakly stable in 

the absolute sense in the forward direction.

It is also diagonally stable in the relative sense.

There is one more result on the error propagation of 3.4.2.1 that 

can be observed. If a more detailed general theory of error pro

pagation for two dimensional recurrence were presented here this 

result would provide the means of integrating the stability analysis 

of 3.4.2.1 into that theory.

3.4.9. Theorem

The two dimensional recurrence relation 3.4.2.1 jLs of Poincare 

type with limiting recurrence relation

3.4.9.1

for m * 1 , 2 and n ■ 0 , 1,
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If an error e is added to 4°’^, and exact arithmetic------------m , n ---------------- m , n ------------------------

is used from then on in 3.4.9.1 thenthat error propagates as

em+kj,n+k2 —  ^m+kj,n+k2 ,

where k2 > 0

|kxl S k2,

em+kj,n+k2

0 ; for k2 - |kj|

k. cm,n’ 
2 1

; for k2 - |kj| even

odd

3.4.9.2

m,n

Proof. 3.4.9.2 is obtained by a simple induction.

3.4.10 Remarks

' It ia tempting to try to extend the general theory of one 

dimensional recurrence relations to a general theory of two dimen

sional recurrence relations. Many of the definitions in one dimen

sion may be extended in reasonable ways to two dimensions.

This was not done for two reasons. First, the general nature of 

such a theory would be better based after more examples of practical 

importance are analyzed; and second, any general theory would make 

this special case less clear.

The two dimensional recurrence relation 3.4.2.1 is a very good 

one. It in fact is better than the theorems here would indicate.
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This can be seen in 3.4.2.1 since not only do b?’J[, b!?’® and b,'®l ,ro c 9n
quickly reach their limiting values, independent of n, the sum of

their absolute values is never much larger than 1 and is quickly

less than 1, again independent of n.

In extending the error analysis of theorem 3.4.8 further one
Bmight compute the asymptotic of ♦n,,in+jt as m -> ® and compare

that to a solution of the diagonal part of 3.4.2.1, whose limiting 

form is

m.m+k

^m,m+k

This shows so that any error does not grow in the relative sense 

along the kth upper diagonal, where that error is made. Further 

analysis based on this and Theorem 3.4.9 shows that in some sense 

the relative error does not increase in later diagonals (i.e. the 

k + 1 , k + 2 diagonals).

This diagonal recurrence scheme improves over the three term 

recurrence in the last section which becomes numerically less useful 

as m increases. The reason this method works is that, while 

l^m’n+k) decreases eventually as k -> ®  it does not decrease as 

quickly as |^|+k n+k|* *n ^act’ ^or <*» P ^ th® decrease 
appears monotonic, although no proof of this monotonicity is known.

This type of behavior should be expected in most modified 

moments of practical importance. For such moments the general idea 

of diagonal 2 dimensional recursion should have some merit.
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Two dimensional recurrence relations are being Investigated in 

connection with calculating modified moments for product integration 

rules ([13]. Unfortunatley, there has not been any large degree of 

success to date, other then the results presented here.

In attempting to formulate a general theory for two dimensional 

recurrence the results of finite differences used in estimating 

PDE's have a superficial resemblance to the recurrence relations 

here. Superificial in the sense that there the asymptotics are 

computed as the mesh size goes to zero over a constant area, while 

here the mesh size is constant while the area is increasing. It is 

felt by the author that little of that work will be useful here.

3.4.11 Proof of Theorem 3.4.2

The proof is very simple. Starting with the three term recur- 

rence relation, in n, for the Jacobi polynomials P ’ (u)

(see A.1.8) multiply by the factor

and integrate each term from -1 to 1. The use of 2.2.1.5 then 

allows the identification of the following equation.

3.4.11.1

a ,8 a ,8 .a, 8 .a,8
m+1 l,m *m+l,n m 2 ,m *m,n 3.4.11.2

for m ■ 1, 2
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where a. a, , a~ _ end a. _ ere given by A.1.8.2 - A.1.8.5.1 )1B eyll JyB g A

The uee of Equation 2.2.1.4 then conpletes the proof.

3.5 Jacobi Moments with Logarithmic Singularities

In general the closer the nature of the singular point of a

modified moment is to that of a function to be expanded with those

moments, the better the expansion will be. With this in mind, the 

definition of the Jacobi moments will now be extended to include log 

singularities at the end points, after which some recurrence 

relations for these moments will be presented.

3.5.1 Definition
oi 6The moment 4 * . . is defined by-----------m,n,i,j ---------------- i

4 * " i h  /11 [<l-u)“(Ln(l-u))1(l+u)B(Ln(l+u))J 3.5.1.1
hm

un P“ ,B(u)] du,A

x for a ,8 > “ 1 and n,m,l,j ■ 0 , 1 , 2 , ••• .

The lcey to the recurrence relations that will be presented is 

given in the following lemma, whose proof is immediate.

3.5.2 Lemma

The following equations hold

dot f 0 , n , i , j  ♦o .n . i+ l . J  i.s.z.l
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and

JL a°»® -36 *0 ,n,i,j 0 ,n,i,j+1 3.5.2.2

Lemma 2.5.2 may now be used to provide a recurrence relation

First we prove 3.5.3.1. The proof is by induction on i. The 

induction is grounded at i ■ 0 by Equation 3.3.1.1. For the in

ductive Step, 3.5.3.1 is multiplied through by n + a + 6 + 1 and 

then the partial derivative with respect to o is taken. Using

3.3.1.2, 3.3.1.3 and Lemma 3.5.2, the inductive step is completed.

for the moments {$.’0 ,n,i,j>n,i,j - 0 ,1 ,-.. ’

3.5.3 Theorem

The following recurrence relations hold

3.5.3.1

i . .o,B
n+a+6+1 0 ,n-l,i,j *0 ,n-l,i-l,j

and

3.5.3.2

i /a«,6 
n+ot+6+1 0 ,n,i,j-l

where and s?’® are given by 3.3.1.2 and 3.3.1.30,n   U,n

Proof
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The proof of 3.5.3.2 is similar, taking partiala with respect to 

$ in the inductive step.

3.5.4 Remarks

Theorem 3.5.3 provides a very stable way of calculating the
tt 8moments 4n -i 4 • providing only small values of i and j are u,n,i,j

needed; say i, j ■ 0, 1, 2, 3 .

The recurrence relations 3.5.3.1 and 3.5.3.2 can be used as 

non-homogeneous three term recurrence relations in n,

tt B NThat is if we want i i)1 n we could calculate the following,T0 ,n,i,j,n-0
sets can be calculated, in order, using Theorem 3.5.3:

/ .#,8 iN / .C|8 »N I .#|B iN
0,n,0,0 n»0’ 0,n,l,0 n«0 T0,n,i,0 n*0’

I.a,3 .N \N
0,n,i,l n*0’ Vn,i,2 n»0 * "  ^O.n.i,j'n-0 *

This approach is reasonable for small values of. i and j.

We can provide an error analysis of this technique based on the

analysis of the homogeneous recurrence relation in Theorem 3.3.1.

Such an error analysis would not take into account error propagation 

from one set to another but, only within a given set. This proves no 

problem for the small i and j's mentioned but would cause disas

ter if used very far in the 1 or j directions.

These moments, and many others, obey the same simple two dimen

sional recurrence relation as the regular Jacobi moments, as the 

following theorem indicates.
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3.5.5 Theorem

For g(u): (-1,1) ■* C

Assume the existence of

n " ^-1 8(«)«" P“ ’B(u)du ;« tn idhm

for n,m - 1 , 2,

Then

1 x l  “  b ? * ®  ♦  1 +  b » * ®  ♦  +  b « ’ ® ♦  x l  »m,n+l l,m m-l,n 2,m m+l,n 3,m Tm+l,n

where b?’®, b̂ f*® and b?’® are given by 3.4.2.2 - 3.4.2.4.  1 ,m 2 ,m ------ 3,m --- ■“------ i

Proof

The proof follows the Bame line as the proof of Theorem 3.4.2.

Remarks 3.5.5.1

As a corollary to Theorem 3.5.5 we may calculate the moments

1 ® 1 1 S N}*i»3

from the moments {♦«* . n ■ 0 , 1, ••• N} andW,n,i,j
A

{♦ ’n j m ■ 0, 1, 2, ••• N). Furthermore this calculation will m,u,i, j
be reasonably stable, as the analysis for the recurrence relation in

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Theorem 3.4.2 shows (the extra log terms do not greatly effect the 

analysis).
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CHAPTER 4

APPLICATIONS

4.1 Introduction

This chapter will present a number of applications of the 

results in Chapters 2 and 3. These applications will be in 

areas others then the perturbation problems mentioned in Chapter 1.

These sections are Intended to be a very light set of remarks. 

Some numerical work has been done for the new methods mentioned, and 

as can be observed from the comments made, many convergence 

theorems, whose proofs are very short, can be produced.

It should be noted that, in general, corresponding convergence 

criteria for more traditional formal methods do not exist.

The sections will be:

4.2 Numerical Integration

4.3 Cauchy Principal Values

4.4 Ordinary Differential Equations

4.5 Integral Equations

4.6 Partial Differential Equations.

4.2 Numerical Integration

The most immediate application of the work in Chapters 2 and 

3 is in the area of numerical integration. Two cases will be 

explained. The first is the integration of a function that can

100
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be expanded in a rapidly converging modified Jacobi expansion and 

the second Is the more Interesting case of product Integration.

4.2.1 Theorem

Since the results of Chapter 3 provide an accurate and 

efficient means for calculating the modified Jacobi moments, this 

theorem gives an easy means of calculating the Integral of a func

tion with endpoint singularities.

The integration of a function such as

Suppose

n«0 ma0 n,m 4.2.2.1

+ rN M (u), -1 < u < 1.

Then

n*0 ma0

Additionally If

lrN,M*u^  * e1JjM(l-u)0,(l+u)® un 4.2.1.3

then a bound for the error term in 4.2.1.2 Is given by

4.2.1.4
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_ 3 _ 2
f(u) ■ (1-u) ^ (1+u) (l+u-2u^)cos(u) 4.2.2

can be carried out by simply expanding the cos(u) In terms of 
3 2

” 4* ” 7{J (u) }, which is a rapidly converging series, and then
SI

using Theorem 4.1.1.

It should be noted that this method of integration will be 

numerically stable for functions with rapidly converging modified 

Jacobi series.

The special cases M ■ 0 or N ■ 0 in Theorem 4.2.1 should 

also be noted.

An extension of Theorem 4.2.1 allows the inclusion of the

factor [ L n (l-u)]*[Ln(l+u)in the integrand in 4.2.1.2. This
ci Bis covered by the use of the moments & * in 3.5.1.1, which7 n.m.i,j

gives a result similar to 4.2.1.1. For results in this direction
1 1 

~  2 ’ ~  2using the moments 4a i 1 aeeu yn 9 i y i
The integration of functions by Theorem 4.2.1 requires some 

analytic work. The work done recently on product integration by a 

number of authors does not require any analytic effort and also 

provides the values of integrals whose integrands have singularities 

within the range of integration.

The key to most of the work on product integration may be pre

sented in terms of a special form of an interpolation formula. To 

give this formula we need
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4.2.3 Notation
tt ALet u ., IS 1 £ m, be the zeros of P ’ (u). Also letIB|1 ID "

(u .I? . be the Christoffel numbers of the Gauss Jacobi •m.i i«l --------------------------------------------------

integration rule

1 ®/ t f(u) du » X  YL < f(um h )* 4.2.3.1•I m,i m,i

Recall that the u 's are chosen to make the rule 4.2.4.1•m.i
exact for all polynomials of degree less than 2m.

It should be noted that the very important problem of

generating the sets {u .}? . and {p .}? . has received aid,i  x * i  in, i  i ® i
great amount of attention and many effective computational methods 

are known (see [25], [57], and [81]).

4.2.4 Theorem

The polynomial of degree m - 1 which interpolates

f^ um,i^i-l —  —  nodes ^um,i^i-l —  given ^

4.2.5.1 I (f,u) - V  X
* Jl-0 i-1 h m,i * m,i *

%

This result is fairly direct, although it only seems to be 

recently known (e.g. [116]). The possible use of 4.2.4.1 in many 

settings should be apparent. It will be mentioned again in Section

4.4 in connection with integral equations.
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One type of product Integration rule is of the form

1 ■/ 1k(u)f(u)du « J w f ( u  .) 4.2.5“i m,i a,i

where the w . are to be determined. m ti
Smith and Sloan ([116]) suggest one choice of the weights 

-

• -1 „
"m * ■ A X bt V  <um 1 S i S m, 4.2.6m,i m,i ft m,i

where

bJt * "ale /ijWu) p£’b(u)du» Jt 2 0. 4.2.8
b»

With this choice of weights Smith and Sloan produce several 

powerful convergence theorems of the form

m .

Lim X  w . f(u .) » / .k(u) f(u)du. 4.2.9
nr*> i-l *’*■ a*i _1

Their results appear in a series of papers ([112], [113], [114] and 

[116]).

A  similar theorem, with fairly simple conditions, is the 

following
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4.2.9 Theorem

Let a,8 > -1,

«q  ■ - n a x ( , 0) 4.2.9.1

and

Bq “ - a a x ( , 0). 4.2.9.2

Suppose

. an B_
/ ^ I W u X l - u )  (1+u) °|p du < ® 4.2.9.3

for some p > 1, then 4.2.8 holds for all contlnous functions f.

This is a very powerful theorem which allows many types of

singularities in k both Inside the interval [-1,1] and at the

endpoints u ■ -1, 1.

One major weakness to the whole area of product integration has

been the work required to evaluate 4.2.7. This point is usually

not brought up by the papers on product integration. The relation
o Bbetween b. in 4.2.7 and the moments 6 * , . should be% m,n,i,j

immediately apparent. Thus the recurrence relations of Chapter 

3 provide an important tool for the area of product integration.

It is also true that Theorem 4.2.1 and its extension should be the 

first application of the modified Jacobi moments to calculating 

Integrals such as 4.2.7.
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There are a number of other convergence theorems for product 

integration in the literature, some with error bounds. The main 

application may well be integral equations, and the only thing so 

far preventing its practical application there has been the 

difficulty in obtaining the b^'8* Since, as noted, the Jacobi 

moments form a broad class of b.'s it is clear that their 

evaluation by the methods of Chapter 2 is an important contribution.

4.3 Cauchy Principal Values

The problem of calculating a Cauchy Principal Value of a func

tion is an important problem of Mathematical Physics. It can be 

transformed into the calculation of

Pn ■ Llm[/ Jr f(u)du + f(u)du], 4.3.1
U e-K) e

where the proper integral

/^f(u)du 4.3.2

may not exist.

A  number of authors have shown that the use of some product 

integration rules with nodes placed at the Jacobi zeros actually 

give rules which converge for Cauchy principal value problems 

([116]). Thus the whole of Chapters 2 and 3, as suggested in 4.1, 

may be applied to these problems.

There is also another approach to calculating Cauchy principal 

values which may be taken. That is to consider
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P(u) - - j) - £(- |v + dv. 4.3.3

Noting that

Pn • Lin P(u) , 4.3.4
U u->l

we see that the fundamental expansion theorem from Chapter II 

may be applied to yield the value P(0) ■ Pq . All that Is needed

Is the calculation of {P^n^(0)l^aQ an(* some bound of their growth 

rate.

He can see that

P(0) ■ " 2^ “ T' + 2 ^ 1  dv’ 4.3.5

P(n)(0) - [ f ^ * 1^ -  |) + <-l)n f<n”1)<|)]<2>n » 

for n 2 1.

With an appropriate transformation the points where the deriva

tive In f is needed could have been moved to points other than
1 a 1
2 "  2 ’

Perhaps it is time to make an observation about the use of the

Jacobi polynomials. Just as with the Chebyshev series we may

define shifted Jacobi series, that is, polynomials ■{P*a *®(u)}09 nra m«u
d Q

orthogonal over [0,1] with a weight function u (1-u) . All the 

work in Chapters 2 and 3 can be repeated, including the generation 

of modified shifted Jacobi moments. The advantage of this approach
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from a computational standpoint is the simplification of the Trans

formation 1.2.4.3 into a simpler form, in particular, when the range 

of interest is finite.

4.4 Ordinary Differential Equations

In the area of ordinary differential equations, without con

sidering perturbations, the representation theorem from Chapter 2 

provides a means of finding numerical solutions with a guarantee of 

success. The classical formal powers series methods can not offer 

such a guarantee.

To show how this material might be applied, consider the bound

ary value problem

y' + y ■ f(u) 4.4.1

y(-l) + 2y(0) - y(l) - 0 4.4.2

Assume that we may write

oo
f(u) « J  f un , |u| < 1. 4.4.3

n-0 n

As a first method of solving 4.4.1 we substitute in a solution 

of the form

ao
y(«) ■ X y u11 4.4.4

n-0 n

into 4.4.1. This gives conditions
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y .,(n+l) + y ■ f , n 2 0. 4.4.5Jn+1 n n

The problem with getting conditions from 4.4.2 to go with those 

«o to

in 4.4.5 is that J  y or ? y (-1) might not converge. Ton n nn-0 n-0
solve this problem we refer to the representation theorem, where we 

see we can use the polynomial

N /N-m+kv j j

V°> - s. -Hkr 1 s v CX'*™- 4-4-6m-0 v M ) n«m

over all of [-1,1]. This follows since we know that for

eM (u) - y(u) - YM<U> 4.4.7

we have |eM(u)| *>0 on [-1,1], under the conditions of Theorem M
2.3.5.

NUsing 4.4.6 in 4.4.2 gives one linear condition on ^yn^n.o*

Then adding the first N conditions from 4.4.4 gives N + 1 linear

conditions on [y which may be solved for the y 's.'■'n n-01 J Jn

Because of 4.4.7 we may in general expect this solution to

converge to the true solution provided the original equation

(4.4.1) is regular with respect to a perturbation in f.

Modifications of this approach that are still supported by the

material presented here include using a formal Jacobi series in

place of 4.4.4 or using L (y,u) (see 4.2.4.1) in place of 4.4.4m
and 4.4.6.
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In the latter case the linear system would be solved for the
Mdiscrete values {y(u .)K-i y*B|1 lai

The use of this method for ordinary differential equations has 

soae merit, despite the large amount of numerical software already 

In existence for their solution. This Is because this method can 

provide solutions to problems with very general multipoint boundary 

value conditions, which are not covered by most of the current 

numerical methods ([73l and [46]).

The use of the (C,fc)-summabllity process on the formal Jacobi 

expansion provides an immediate extension to the results on using 

Chebyshev expansions to solve ordinary differential equations de

veloped in [74].

4.5 Integral Equations

One major motivation for the work being done in product inte

gration has been to apply these results to the numerical solution of 

integral equations.

Since most integral equations of practical importance involve 

at least a mild singularity (and may even require interpretions as 

Cauchy principal values) it follows that methods which solve these 

problems may be able to induce methods which can solve integral 

equations. Thus the work here provides a new set of tools for use 

on such integral equations.

A slightly more direct approach is also possible as well. That 

is to formally substitute 4.2.5.1 or 4.4.6 into the problem then
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generate a set of linear equations for the unknown by selecting a 

set of points In the Interval. This allows the solution of a set of 

linear equations to provide approximate values of the solution at 

these selected points.

Because of the strong convergence theory of the expansions

4.2.4.1 and 4.4.6, fairly mild conditions on the distribution of the 

node points and a regularity condition on the integral equation 

Itself, with respect to an additive perturbution, produce a very 

reasonable convergence theorem.

Expansion of singular kernels with modified Jacobi series Is 

also being currently investigated as a solution technique ([20]). 

Within this work one also finds the need to calculate these moments, 

and, as mentioned earlier, little is said about their calculation.

4.6 Partial Differential Equations

Formal Expansions of solutions of partial differential equa

tions (pde's) is an old and valued method. As with ordinary dif

ferential equations with boundary conditions, we may apply the 

methods of this work to pde's.

One interesting example of why the adjustments to standard 

formal methods are needed can be found in the paper ([99]) where a 

parabolic pde is solved by a formal Legendre expansion method. In 

that paper the boundary conditions were continous but not smooth at 

one point. This caused their solution to be 'slightly irregular'
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near the point of discontinuity in the derivative of the boundary 

condition.

This singularity showed up as a small ripple in an otherwise 

very smooth and accurate solution. As more terms were calculated 

the ripple still remained.

The reason for the ripple can be obtained by considering the 

Jacobi expansion theorem (2.3.4) and the remarks in 2.3.7. The 

method being applied corresponded to using a ■ B * 0, k ■ 0. 

According to the remarks in 2.3.7 one should not expect convergence 

in this case.

For the pde and boundary conditions givon it can be shown
3that taking o ■ 0 * 1 and k ■ j  will result in an approximation 

which converges to the true solution (selecting m ■ 8 ■ |i 
3k ■ ^ also worked, with faster convergence, but I could not 

verify the growth rate of the power series coefficients was less 

then 0(n)).
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APPENDIX A

A.l Basic Information on the Classical Orthogonal Polynomials

Expansions of functions In orthogonal polynomials is a very 

developed subject area. Because of the differences In notation used 

by various authors it is important to establish the definitions 

being used.' This will be done in this section. Whenever possible 

the notation of Szego ([120]) is followed.

In what follows da(u) will be assumed to be a measure over

[a,b] with o nonconstant and nondecreasing. If a ■ - ® (b ■ »)

it will be assumed that ot(- «) ■ l^mm u(u) (ot(<p)l^n a(u)) exists.

For the classical orthogonal polynomials the measure da(x)

may be expressed as da(u) • w(u)du. In this case it will be
1 bassumed that w is nonnegative, L -measurable and / w(u)du > 0.d

A.1.1 Definition

The inner product is defined for any two functions 
2

*1* $2 6 Lja.b] M

♦2 > " da(w>* A.I.1.1

A.1.2 Definition

A set of functions w^ere ** may or

infinite, with

^  e L^[a,b] for i - 0, 1, 2, ••• , L,

113
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is said to be orthogonal if

<^±» 'l>j> ■ 0, for i, j • 0, 1, 2, ••• f L, 

and i ^ j.

If in addition

<M»i» 'l»1> ■ 1> for i - 0, 1, 2, ••• , L,

then the functions are said to be orthonormal.

A.1.3 Definition
2For any function f in La[a,b] the formal fourier 

expansion of f in terms of the orthogonal system 

is given by

f(u) - 2 a 4i (u), A. 1.3.1
_ n  m m m«0

where the fourier coefficient a^, ra » 0,1, 2, ••• , L, are

defined by

a ■ T”  <f, t > A.I.3.2m n ram

with

h - <t|» , t|i >. A.I.3.3
ID ID ID

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



115

A.1.4 Definition

The moments of an orthogonal system are defined as

n ■ ST <uI1» n ■ 0, 1, 2, ••• , L, A.I.4.1m.n n nm

whenever these Integrals exist.

For a given weight function w(u) the Gram-Schmidt process

shows how to construct a system of polynomials {p J-00 _ such thatm m«u
the system is orthogonal, with respect to w(u), and each p^ is of 

exact degree m.

With the notation developed the classical orthogonal poly

nomials may now be defined.

A. 1.5 Definition
tt BThe Jacobi polynomials Pffl(u) ■ P ’ (u) have a ■ -1, A.1.5.1 

b - 1,

w(u) - <1 - u)a(l + u)P , 

a > -1, B > -1

and

h - h“ ’B «- -v ....m m  \  ,a+P+l

2a* B,flr(m+a+l)r(m+B+l) ,  . _ ,
( 2m+a+B+l)r(m+l)r(ra+a+B+1) ’ fo r ® " 2 ’ 3’

r(o+B+2) ’ tor “

The Laguerre polynomials p (u) » l/°^(u) have A.1.5.2—  —  m m ----
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a » 0, b ■ + «,

/ v  -u a w(u) ■ • u ,

o > - 1,

and

h - h<°° - r(a+l ) 0■ D m  n

The Hermite polynomials p( u )  ■ H <u) have A.1.5.3n  hi 1

a ■ - ®, b ■ ®, 

w(u) ■ e U

and

h - 2m m! m

The ultraapherlcal polynomials Pm(u) * ^ave A.1.5.4

2 tt " 7w(u) ■ (1 - u )
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h ■m

* 21-2cir(m+2ot) . Q
„ ! („+a)[r<«)]2 '

2* n 
~2 • ° " °

The Chebyshev polynomials of the first kind p (u) « T (u) A. 1.5.51 HI fl
have

a ■ -1, b ■ 1,

w(u) - (1 - u2) 2 ,

and

The Chebyshev polynomials of the second kind A.1.5.6

have

a ■ -1, b ■ 1

w(u) - (1 - u2)2,

and
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The Legendre polynomials Pm(u) a have A.1.5.7

a » -1, b ■ 1, 

v(u) - 1

and

. 2 
m “ 2m+l

A.1.6 Theorem

The following relationships hold

1 1 a-r.et-rr(a+m+l)r(2a m), p 2’" 2(u)> # f Q
r(2a)r(a+m+i) “

C(a)(u) m'J A.l
m \ j  j

t e \ U p L- , 2 -  2(tt) 0
n> ,iv nr(m+^)

1 1
_  . v n _(0). v ralv'g „  2* 2 ^ v  .

T~(u> " 7 c- <u> “  T" p« <u'» A,°m i m n/ mT(m+j)

1 1
......... (1), . (m+l)!Vw -2’ 2 y n,U (u) - C' '(u) - ' — {’$—  Pm (u), A.l
m * 2r(m+| ) m

and
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( “ )
P <u) - C 2 (u) - P°’°(u).m m m A.l.6.4

It is clear that the relationships presented In A.1.6 allow any 

results about Jacobi expansions, in particular results about the 

Jacobi noments, to give corresponding results about Ultraspherlcal, 

Chebyshev and Legendre polynoaials.

The next theorem, known as the Rodrigues formula, is sometimes 

used as the definition of the classical orthogonal polynomials.

A.1.7 Theorem

The Jacobi, Laguerre and Hermite polynomials each satisfy a 

Rodrigues* formula

pm (u> - r ^ > ; r sm du
A.l.7.1

where:

for the Jacobi polynomials

w(u) - (l-u)a(l+u)B ,

a ■ (-l)m 2® m! and m ---

g(u) ■ 1 - u2

for the Laguerre polynomials
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/ \ “U <* w(u) ■ e u ,

a » m! and m ---

g(u) ■ u 

and for the Hermite polynomials

_ 2 
w(u) ■ e U

a • (-l)m and

g(u) ■ 1 .

A. 1.8 Theorem

Any three consecutive orthogonal polynomials P ., Pm-1
obey a recurrence relation

•l,m V l <u> ' (a2,. + a3,„u)V u) - a4,» V l (u)’

where a. ; for i ■ 0, 1, 3, 4, and a ■ 1, 2, 3,l ,m
independent of u .

For the Jacobi polynomials these constants are:

a, ■ 2(m+l)(m+o+P+l)(2m+o+B),i|B

a, ■ (2m+a+B+l)(a^-B2), i ,m

a, - (2m+a+B)(2m+a+B+l)(2m+a+B+2), j,n

andm

A.l.8.2 

; are

A.l.8.2

A.l.8.3 

A.l.8.4
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a. » 2(m+a)(m+$)(2ni+a+B+2); A.l.8.54,in

with

Pg’̂ (u) ■ 1 and A.l.8.6

p“ ,B(u) - |<a+B+2)u + ~  (a-B) A.l.8.7

For the Laguerre polynomials these constants are:

a. ■ m + 1, A.1.8.81 ,m

a0 ■ 2m 4 a 4 1, A.1.8.9£ iffl

a, ■ -1, A.1.8.103,m

a, ■ m 4 a, A.1.8.114,m ’

with

Lga\ u )  ■ 1 and A. 1.8.12

Lj°^(u) ■ -u 4 a 4 1. . A.1.8.13

For the Herraite polynomials these constants are

a, ■ 1, A.1.8.141 ,m
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A.l.8.15

A.l.8.16

A.l.8.17

with

Hq (u ) ■ 0 and A.l.8.18

Hj(u) - 2u A.l.8.19

A.2 Some Useful Results

This section contains a group of useful theorems. Most are 

rather well known with the exception of A.2.7, the Jacobi 

reduction theorem and its two corollaries. That theorem seems to be 

reproved by many authors for special cases.

Theorems A.2.1-A.2.3 are useful for calculating Fourier coef

ficients of functions whose power series representation is uni

formly convergent over all subintervals of the Interval 
of Integration.

A. 2.1 Theorem

If

/-H, 1 J 1n(x)ldx " 2 f/-He1n(x)dxl

for all 1 > e i 0
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Then, If either aide of the following equation convergea absolutely 

ao doea the other, and the limits are equal.

o  CO

fill X  1 <x)]dx ■ X  I/1! 1 <x)dx] .x m n  a  " i  (1n*0 n«*0

Note that thi8 does not require unifora convergea of the aerlea over 

[-1,11.
A.2.2 Theorem 

If

r c i z  y*»«. • i  v « > «n»0 n«0

for all a > e > 0

then if either aide of the following equation converges absolutely 
then so does the other, and the Halts are equal.

Iq t X  ln<x)]d* - X  1/q •
n«0 n«0

A. 2.3 Theorea

Theorem A.2.2 also holda for doubly infinite integrals.

The proof of Theorems A.2.1-A.2.3 may be found in [12]).

Theorems A.2.5 - A.2.7 are fairly recent results on summability

of Jacobi series. It appears that very little in the way of practi

cal numerical applications of these theorems has been aade to date.
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A.2.4 Theorem (Equiconvergence Theorem for Jacobi Series In the 
Interior of the Interval [-1, ll).

Let:

f(u) be Lebeague-measurable in [-1, 1], A.2.4.1

(l-u)a(l+u)®|f(u)|du exist A.2.4.2

and

a _ 1_ £ » i
(1-u)2 ^ (1+u)2 ^ |f(u)|du exist . A.2.4.2

If an^u) denotes the nth partial sum of the expansion of f(u) 

in a Jacobi series, and «n(cos(8)) the nth partial sum of the 

sum of the Fourier (cosine) series of

a _ 1_ B _ I
(l-cos(0))2 ^ (l+cos(0)) ^ f(cos 0) A.2.4.4

then for -1 < u < 1,

a 1 B 1
Lim |s (u) - (1-u) 2 ^ (1+u) 2 ^ s (u)| • 0, A.2.4.5
n-*» "

uniformly in - 1 + e £ u £ 1 - e , where e is fixed (0 < e < 1). 

This is Theorem 9.1.2 of [120].
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A.2.5 Theorem (Summability Theorem for Jacobi Series at the End
Points + 1).

Let f(x) be continuous on the closed segment [-1, 1]. The

expansion of f(x) In a Jacobi aeries Is (C,k)-aunmable

at x ■ + 1 provided k > a ♦ j. This la In general not true

If k ■ a + An analogous statement holds for x ■ - 1, a

being replaced by 0.

This la Theorem 9.1.3 of [120].

A.2.6 Theorem (Generalised Summablllty Theorem for Jacobi Series).

Let: f(u) be Lebesque-Measurable In [-*1, 1], f(u) A.2.6.1

be continuous at u ■ 1 and

/^j(l-u)0,(l+u)®|f(u) |du exist.

Then the Jacobi aeries is (C,k)-summable k > a + at u ■ 1, 

provided that Is the case

0 > - £ t a + 2 < k < c t  + B + l, A.2.6.4

the following additional "antipole condition" la satisfied: the

integral

(1 + u)2 ^ |f(u)|du exists. A.2.6.5
-1
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(for k 2 aa + M  1 no antipole condition is needed.) For 

k S o  + 'j or a + ,j < k < o  + 3 + lf but without the antipole 

condition, the statement is not true.

This is Theorem 9.1.4 of Szego [120].

A.2.7 Theorem

The Jacobi series of a continuous function is uniformly 

(C,k)-8ummable for k > oax(o + ^, 9 + j) where

or

o + P k - 1 .

This theorem is suggested in [5] as a corollary to a general

result.

The next result, Theorem A.2.8, is known as Watson's Lemma. It

has been studied and presented with error bounds by Olver ([96]).

This theorem provides a fairly direct method for getting asymptotic 

expansions and error bounds whenever it may be applied.

A.2.8 Lemma (Watson)

Fix 4 (4 > 0). Assume that:
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q(t) Is a real or complex function of the positive A.2.8.1 
variable t with a finite number of discon

tinuities and infinities:

©
q(t) “ 2 a  t(a+1)“u>/u, as t +0, A.2.8.2

s-0 8

where u is a positive constant and X is a 
real or complex constant such that Re(\) > 0

and

The abscissa of convergence of the integral A.2.8.3

I(z) - f t  e"Zt q(t)dt

is not - ®.

Then

« « > -  A.2.8.*
8-0 Z

in the sector

|ph(z)| S j  v - &,

where has its principal value.

The proof of this theorem may be found in Olver [96].
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Next the Jacobi reduction theorem and two corollaries will be 

given followed by a proof.

A.2.9 Theorem (Jacobi Reduction)
IrIf h e C then for m ■ k, It + 1, • • • ,

/11(l-u)°‘(l+u)Ph(u)P<!,’0(u)du A.2.9.1*1 n

/1,(l-u)“tk(l*u)8tkh<k)<u)p“*!''B,k(u)du. 
k -1 2 m! ®~k

A.2.10 Corollary to Theorem A.2.9 

If h e CB then

/11(l-u)°‘(l+u)Ph(u)Pa,B(u)du A.2.10.1“l m

 —  /1,a-a)a+’,0 * u ) 8t"h(*><u)du.
2”  « l

A.2.11 Corollary to the Corollary A.2.10 

For n i m (n need not be integer)

/^j(l-u)a(l+u)Bu" P®’B(u)du A.2.11.1

(")m el /, v O + m . xB+m n-m,■ —  / i (1-u) (1+u) u du .
2® _1

A.2.12 Proof of Theorem A.2.9 and Corollaries A.2.10 - A.2.11.

Using the Rodrigues' formula A. 1.7.1 for the Jacobi polynomals
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A.2.12.1

* h(u) -------  ^  [(l-u)a+n(l+a)8+m]du." 1  / 4 v D  a Q  I A  Q(-1) 2 m! 3u

Applying integration by parts to A.2.12.1

(l~u)a(l+u)®h(u)Pa,®(u)du ”1 m A.2.12.2

h(u)
(-1)" 2® m! du

1

-1

- h(1)(u)  [(l-u)a+"<l+u)B+®]du"i / t \!D aui i j ID 1(-1) 2 TO! du

The differentiation formula

lRS](n) - 2 (?)
Jl-0 *

A.2.12.3

applied to the function

f(u) - [<l-u)a+®(l+u)B+®]
du®"1

A.2.12.4

shows

m-1 .f, .m-Jl-1
f(u) - 2 (?) [&-? (l-u)°+®][^-----

Jl-0 * du du
A.2.12.5
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It Is now easy to see that each term In A.2.12.5 must be zero

at 1 and at -1. Thus f(l) • f(-l) ■ 0. This in turn shows that

from A.2.12.2

/*. (l-u)a(l+u)®h(u)P**’®(u)du A.2.12.6~ i m

■ # i * a > <-> „ i  1-1----- ^ Ti<l-u)<“tl,+<”'1,<Hu)(8+1)t<m"1)]dum O  “ i / 4 \ tor x aHi** x / i \ • j ni x(-1) 2 (m-1)! du

Now the Rodrigues formula A. 1.7.1 may be applied to A.2.12.6 to 

produce

/11(l-u)“(l+u)Ph(u)p“ ,B(u)du A.2.12.7“i m

1 ,1 /n v a+1 /1 . vB+l.Cl), v-o+l.B+l. v .2^  /_j(l“u) (1+u) h '(ujP^^ (u)du.

An easy induction now shows that A.2.9.1 holds, which completes the 

proof of Theorem A.2.9.

Corollary A.2.10 follows at once since Pq’ ( u ) ■ 1, for all 

a,0 > >1. Corollary A.2.11 is immediate.
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APPENDIX B

The JLIB Subroutine Library

The JLIB subroutine library (KAPENGA 85) ia a set of FORTRAN 

subroutines that were produced to aid in the application of the 

methods advocated in this work. They served as a check of the 

validity of many of the theorems and statements made in this work.

Some of the subroutines in the JLIB library call functions 

from the NAG, QUADPACK and LIBRARY libraries. The calls to 

NAG are for special function values, such as the gamma and beta 

functions. The calls to QUADPACK are used to generate starting 

values for the recurrence relations and high accuracy single values 

for the Jacobi moments. The calls to LINPACK are only in some 

routines which attempt to solve three term recurrence relations 

using mixed and conditions (those routines are not central to the 

problems involving Jacobi moments.

The JLIB library currently includes a number of routines 

that are direct results of this work. Some of these routines are:

JMIJU1 A HIGH ACCURACY ROUTINE FOR A SINGLE JACOBI MOMENT.

JMIJNM A ROUTINE THAT A  ROW OF JACOBI MOMENTS USING THE THREE 

TERM RECURRENCE RELATION.

CMIJOM A ROUTINE THAT CALCULATES A JACOBI-FOURIER COEFFI

CIENTS FROM THE POWER SERIES COEFFICIENTS USING 

SALZER'S METHOD.

131
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JMIJMN A ROUTINE THAT CALCULATES AN ARRAY OF JACOBI MOMENTS

USING THE TWO DIMENSIONAL RECURRENCE RELATION.

CKSUM A ROUTINE THAT CALCULATES A PARTIAL CESARO SUM OF A

SERIES.

HG01 A ROUTINE THAT RETURNS VALUES TO BE USED BY HG02 TO

EVALUATE A FUNCTION GIVEN BY IT'S POWER SERIES. HG02 

A ROUTINE THAT EVALUATES A FUNCTION USING THE VALUES 

GENERATED BY HG01.

In general these routines attempt to provide error bounds and 

stable results. There are also a few programs In JLIB that allow 

display of results using the NAG GRAPHICS LIBRARY.
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APPENDIX C

Recurrence Relations

This is a small collection of Basic Results on linear recur

rence relations. The text Mllne-Thomson [87] together with the 

fundamental papers of Oliver [91] and [92] must be considered basic 

references. The recent text by J. Wimp [127] gives very good

coverage of some of the work done since the 1960's.

C.l Definition

Let o be a fixed positive integer. Suppose 

y: z^ *> C, where z^ ** [0, 1, 2, ••• } and C jls the 

complex plane. The operator

o
Z(y(n)> - J A  (n) y(n+y), C.1.1

y-0 7

where {A^(n): y ■ 0, 1, 2, ••• , a and n ■ 0, 1, ••• ] is a

set in C such that

AQ(n) • A0(n) + 0, for n - 0, 1, 2, ••• .

is called a linear recurrence operator of order o.

The equation

Z(y(n)) ■ f(n), for n i 0, C.l.2

is called a linear recurrence relation of order cr.

133
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The recurrence relation

Z(y(n)) - 0, for n i 0, C.l.3

is called a homogeneous recurrence relation.

C.2. Definition

A  set of functions;

y^: z® -* C, for fc • 1, 2, ••• 4;

is called linearly dependent if and only if there exist

complex constants Cj, Cg, ••• , c^; not all zero: such that

Cj yj(n) + c2 y2(n) + ••• + c^ y4(n) - 0, C.2.1

for n ■ 0, 1, •••

Most stability analysis techniques for linear recurrence rela

tions are based on the assumption that the limiting values of 

Ay(n), as n ®, in R.1.1 are known. Then the well developed 

theory of recurrence relations with constant coefficients may be

used. Of course any such analysis is only of practical value if the

limiting behaviour is fairly quick and no degenerate cases occur on 

the way.

The next two definition makes clear which type of recurrence 

relation this type of analysis may be applied to.
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C.3 Definition

Suppose that for each function in R.1.32 the limit

Lim A (n) « ji C.3.1
n-*» 7 7

exists and jig # 0. Then the recurrence relation R.1.3 is said 

to be of Poincare type with characteristic equation

0
1 u \7 - 0 C.3.2

7-0 7

C.4 Definition

Suppose that in R.1.3 we have

AQ(n) ■ 1, for n ■ 0, 1, ••• ;

A^(n) # 0, for n ■ 0, 1, ••• ; C.4.1

6 2. 2

and each A^(n) has the following type of asymptotic 

representation

1c /v
A^(n) ~n 7 [a a j yn_1^W + a2 yn“2^W + ••• J C.4.2 

, as n ® ;

where k̂ , is an integer, w is an integer w £ 1 and

a„ # 0 unless A (n) * 0.0,7   7
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We then say the recurrence relation R.1.3 1b of Birlthoff type. 

Note that all recurrence relations with coefficients which are 

rational in n are of Birkhoff type.

We now list a few basic existence and uniqueness theorems.

C.5 Theorem

For any fixed constants an(* k k 0 the recurrence

relation R.1.2 has a unique solution y such that

y(r + k) • b^, for y ■ 0, 1, ••• , 6 - 1. C.5.1

C.6 Theorem

The homogeneous recurrence relation R.1.3 has a set of 6

linearly independent solutions {y^ Furthermore any

solution y to the recurrence relation may be written as

8
y(n) ■ 2 c y (n).

y-1 7 7

for some constants Furthermore these constants are

unique.

The set of solutions in the last theorem is called a funda

mental set of the recurrence relation.
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C.7 Theorem

If Y is a solution of R.1.2 and {y , is a —  p -----------------  --- ‘- V r - l ----
fundamental set of the corresponding homogenous recurrence relation, 

then any other solution y of R.1.2 may be written as:

y(n) ■ z C yv(n) + Y 1(n ) ,  C.7.1
7*1 P

for some constants {c )■* ,. Furthermore these constants are -------------------  T T"1 ----------------------------------
unique.

C.8 Definition

Let t be a fixed integer, t 2 0,

Q(p,n) ■ n Ln(n) + J  n^P+1 i^ p, C.8.1
u i-0 1

a t i rt-i/pS(p,n) ■ n J  (Ln(n>) n q.(p,n) C.8.2.
i-0 1

and

qj(p.n) - Z  ba 4 n“8^P; 
1 s—0 8,1

C.8.3
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where p, and p^p are integers; C.8.4

P i l;

Ri * 9 and b . are complex;1 8)1

b„ . # 0 unless b . ■ 0 for all a;0,1   s , l --------------

Tq ■ 0 and

- w £ Im(jij) < *•

Then the series

eQ(P,n)s(p,n) C.8.5

is called a formal series (fs).

The formal series R.8.5 ijs said to be a foxrmal

solution of a Birkhoff type recurrence relation if it may be

formally substituted into the equation and the coefficients of the 

quantities n®+^r^e^+^S Ŵ ^(Ln(n))^, for j ■ 0, 1, ••• , t and 

r,s “ 0, ±1, ±2, , are all equal to zero.

The formal equality of two formal series may be defined in a 

similar manner.

We now define what it means for a formal series to be an 

asymptotic representation for a function.
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C.9 Definition
, a>Let 2̂. ® complex sequence:

then

f(n) ” p ^ P,n^s(p,n), as n -> ®,

means that for every k 2 1 we can determine functions

for i - 0 ,  1, ••• , t ; such that

-Q(p,n) -8r/ v 3. , XNi rt-i/p * *  . -s/pe n f(n) - 2. (l*n(n)) n £ b .in
i-0 s-0 8,1

/P
+ n“k^P £ (Ln(n))^n t i A. .(n),

i-0

where |A5nj | is. bounded as n -> w. k »1

The representation of R.9.1 can be seen to be unique.

C.10 Definition

Let Wk denote the determinant with entries

Qj(p»n+j)
e 1 S±(*,n+J), for 1 S i, J £ k

we can write

n
I Q^P.n)

Wfc - e W  S(p,n).

C.9.1

±(n),

C.9.2

C.10.1

C.10.2
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We say the k formal series

Q.<P,n)
{e s^(p,n)} C.10.3

are formally linearly independent if s(n) # 0, otherwise they 

are formally dependent.

C.ll Theorem (Birkhoff - Trjitzlnsky)

Every homogeneous linear recurrence relation of Birkhoff type 

has 4 formally linearly Independent formal solutions. Each of 

the 4 formally independent solutions represents an actual 

solution asymptotically. The 4 actual solutions so represented 

make up a fundamental set for the recurrence relation.

The fundamental sets in the last theorem are called Birkhoff 

sets. The solutions and series are called Birkhoff solutions and 

Birkhoff series respectively.

The proof of the last theorem and examples of the use of 

Birkhoff series may be found in [8] and [9].

We will now give two definitions of stability for the recur

rence relation C.l.2. The first definition, for absolute stability, 

is standard fare. The more interesting, and practical, definition 

of relative stability follows Gavtschi see [127]).
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C.12 DEFINITION

The linear recurrence relation C.1.2 la aald to be atable In 

the abaolute aenae In the forward direction If for all the roota of 

the characterlatlc equation C.3.2, denoted by 

{3^: 1 * 1 ,  ••• , «)• we have

|3^| < 1, for 1 * 1, 2, ••• , a. C.12.1

If C.12.1 la replaced by

|3± | S I ,  for 1 - 1, 2, ••• , o C.12.2

the C.1.2 is aald to be weakly atable In the abaolute aenae in the 

forward direction.

We note that the a functions which are solutions

to C.1.3, are called complementary solutions to C.1.2.

C.1.13 DEFINITION

Let w be a solution to C.1.2 and be a

aet of complementary solutions C.1.2. Denote:

uk(n) - [yk(n), yk(n+l), ••• , yk<n+ff-l)]T

, for k * 1, 2, ••• , o and n ■ 0, 1, 2, ••• , .

U(n) » [uj(n), u2 (n>, ••• , uff(n)]

, for n ■ 0, 1, ••• ;
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V(n) ■ [w(n), w(n+l) • • • w(n+o-l)

for n ■ 0, 1, 2, • • •

We now define

a(n,k) - ] [ ^ |  lUtnju’^k)!

for 0 S k < n.

We remark that a(n,k) is independent of the choice of the 

complementary solutions chosen and is used in a manner Independent 

of the norms chosen.

C.14 DEFINITION

The recurrence relation C.1.2 is said to be stable in the 

relative 3ense for the computation of w(n) in the forward 

direction if

The relation is said to be weakly stable in the relative sense for 

the computation of w(n) in the forward direction if for each non

negative integer K.

Sup o(n,k) < ® 
0<k<n

C.14.1

Sup «(n,k) < ® 
k<n 

0<kSK

C.14.2
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