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 Specific attitude-related items did improve significantly (Table 6), most notably in the 

degree to which participants appreciated the importance of writing student learning outcomes 

that are measurable by design. These data lend further support to qualitative themes discussed 

above, as it is reasonable to conclude that an increased sense of ownership would lead to, or go 

hand-in-hand with, a greater degree of appreciation. 

Table 6 

 

Participant Ratings on Attitude Items 

(1 = Strongly Disagree to 7 = Strongly Agree) 
  

Training Program 

Participation 

  

    Pre Post t df 

Attitude     

 
I appreciate the importance of writing 

outcomes that are measurable. 

5.53 

(1.60) 

6.73 

(0.70) 

-3.15* 14 

      

 
I believe that writing measurable outcomes 

will have a positive impact on my 

department's work. 

6.00 

(1.00) 

6.67 

(0.62) 

-3.16* 14 

Note. * = p ≤ .05, *** = p ≤ .001. Standard deviations appear in parentheses below means. 

 The instruments used to collect these two self-report ratings was different than the semi-

structured interview protocol in which the global knowledge base question of Table 5 was asked. 

This variation, along with the use of non-standardized instruments and a high pre-training 

baseline rating for attitude may explain the inconsistencies between results data. 
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Ability to Demonstrate Productivity 

 

 Two weeks following the completion of the final follow-up support session, I evaluated 

both the quantity and quality of the student learning outcomes written by each of the five units 

within Student Services that participated in the study – admissions, advising, financial aid, 

student activities, and the SSS TRIO student support program. As a whole, the department had 

written 21 student learning outcomes. These were compiled in a comprehensive document, 

Student Services: 2016-17 Student Learning Outcomes (Appendix H), as well as in the 

WEAVEonline system. In addition to the comprehensive document, two of the units (advising 

and student support programs) provided evidence of a new process by which student learning 

outcomes data were being tracked, in the form of a simple rubric. 

 Using the SMART Outcomes Rubric (Appendix F), I evaluated the 21 learning outcomes 

to determine the degree to which each reflected the five components of the SMART approach. 

Results are displayed in Table 7. Every outcome was found to have a clearly defined date, at 

which time data would be calculated to determine if the target was met. There was great 

consistency across mean scores. All 21 items exceeded a mean of 3.75 on a 4-point scale, with 4 

indicating “very specific, very measureable, etc.].” The collaborative nature of the participants’ 

work on this project was indicative in the consistency in how outcomes were written across the 

different units. 

 As indicated in the table, participants demonstrated keen skills in writing student learning 

outcomes (SLOs) that met all five components of the SMART philosophy. One example of a 
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Table 7 

 

Evaluation of SMART Student Learning Outcomes – Mean Ratings (N=21) 

(1 = Not at All Characteristic to 4 = Very Characteristic) 

  

SMART Characteristics Range Mean SD 

Specific 2-4 3.76 0.62 

Measurable 3-4 3.90 0.30 

Attainable 3-4 3.90 0.30 

Relevant 2-4 3.76 0.62 

Timebound n/a 4.00 0.00 

 

 

particularly well-written SLO that was rated very high using the SMART Outcomes Rubric is as 

follows: 

 SLO #21: By 8/31/17, of those who complete the MBTI, at least 70% will  attain a rating 

 of 3 or higher (indicating a minimum level of “good”) on the MBTI Personality Types 

 Applied to Career Choices rubric when asked to verbalize their understanding after 

 completing the assessment. 

Item #21 pertained to the goal of students understanding their specific personality type as it 

relates to career possibilities. It received a perfect score of 20 (i.e., 4 points for each of the 5 

characteristics) when evaluated. Note the rubric referred to in the SMART outcome itself is one 

that was developed by one of the advisors with the assistance of the training program committee. 

 The SLO receiving the lowest overall rating (with a total of 15 of 20 possible points) is as 

follows: 

 SLO #12: By 4/30/17, a minimum of 50% of students who participate in a  CAB-

 sponsored educational event will report a minimum 4-point improvement in their 

 awareness of healthy behaviors. (CAB = Campus Activity Board) 
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Item #13 pertained to the stated goal of students knowing how to utilize optional campus 

resources to improve their opportunities for success. The specific SMART characteristics 

resulting in an overall score for this item were specificity and relevancy. The SLO did not 

specify an instrument to measure anticipated change or any indication of scale. Additionally, it is 

not necessarily clear how greater awareness of healthy behaviors relates to improved 

opportunities for success, particularly as a stand-alone measure. 

Findings and Their Relationship to the Research Questions 

 In this section, triangulation of data from multiple sources (semi-structured interviews, 

self-report rating forms, and document review) provides a basis on which to respond to the 

study’s overall research questions. 

Research Question 1: How, and in what ways, does a customized assessment training and 

support program based on the SMART philosophy influence the following attributes 

among student affairs personnel of a small community college? 

 

1a: Knowledge 

  

 The assessment training and support program, “Intentional Change: Making Meaningful 

Contributions to Student Learning Outcomes in Student Affairs”, was found to have a positive 

influence on participants’ knowledge of how to assess student learning outcomes (SLOs). 

Fourteen of 15 participants’’ self-rating on knowledge pertaining to the topic increased from pre- 

to post-training. The self-rating remained unchanged for one participant. Overall, the mean rating 

from pre- to post-training increased from 1.73 to 3.60 on a 5-point scale, with 5 reflecting the 

greatest level of knowledge. 



 

  93  

 

 Affirmative statements from participants strengthen these results. An example of this 

change is reflected in the pre- and post- training responses of one particular participant when 

asked to provide a self-rating of knowledge in how to assess SLOs, as well as an explanation of 

why the rating was chosen: 

 Pre-Training: (Rating = 2.5) “I think it comes to the understanding of how we can  

 contribute…that if you ask me to evaluate something else, I could probably say that I'm 

 very strong in it. But, when it comes to student learning outcomes for Student Services, I 

 think it'd be lower because I lack the understanding of how we actually do contribute. 

 Even though I know we do, it's pinpointing exactly how you measure that.” 

 Post-Training: (Rating = 4.5) “I just think that with the training, I myself have a better  

 understanding of it. And, in looking at what the staff has come up with in this 

 department, it clicks.” 

 Several participants referred to the training program as the “missing piece” or “link” 

between concept and actual practice. Without prompting, during the post-interview, some 

participants recalled specific concepts and terminology related to SLO measurement and 

provided clear examples of how they are using what they learned in their work. Participants 

attributed the positive change in knowledge to the: 

 Simplicity of the materials and examples used 

 Focus on step-by-step procedures 

 Mixed use of individual, small group, and large group training formats 

 Repetitive nature of the training 
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 Follow-up support provided 

 Document review of the department’s WEAVEonline entities further support this 

conclusion. The high evaluative ratings discussed in Table 7 are indicative of participant 

knowledge in how to effectively write SLOs that are meaningful and measurable. 

1b: Attitude 

 The assessment training and support program was found to have a positive influence on 

participants’ attitude of how to assess student learning outcomes (SLOs), however with 

somewhat less agreement across quantitative and qualitative results. Statistically, the global self-

rating on attitude toward the assessment of SLOs in student affairs experienced a smaller change, 

as compared to knowledge, from pre- to post-training during the interview discussions. This is 

likely due to the impact of a high pre-training mean rating (4.37 on a 5-point scale) resulting in a 

ceiling effect during the analysis. Specific items referring to attitude measured immediately 

following both pre- and post-interviews, however, did show a statistically significant 

improvement (Table 6).  

 Participant responses relating to attitude toward the measurement of SLOs were generally 

quite positive, both prior to and following the training program. It became clear during pre-

interviews that participants equated attitude toward SLO measurement with attitude toward 

providing high quality service to students in order to help them succeed. Despite attempts to 

clarify the question and redirect the focus to the particular concept of SLOs, the majority of 

participants continued to relate the two as synonymous with one another. This inability to 

distinguish between attitude toward SLO measurement and attitude toward supporting students 
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may be explained by low self-reports of knowledge in how to assess student learning outcomes. 

We have drawn a connection between knowledge and awareness in a previous section of this 

chapter. Less awareness that student learning occurs within student affairs would reasonably lead 

to an inability to distinguish how one’s attitude is impacted by the practice. 

 In this regard, positive change in attitude from pre- to post-interviews is intertwined with, 

and inseparable from, increased awareness of student learning taking place in Student Services 

and methods to capture this learning. This is one example of a post-interview response about 

attitude from an individual whose knowledge self-rating improved significantly from pre- to 

post-training:  

 I’m excited about it! I feel like we do have a lot to contribute. I think that  being able to 

 contribute, especially to student learning…it will give us some street cred with the faculty 

 and administration, I think, because they don't necessarily see Student Affairs/Student 

 Services as dealing with learning—student learning—when there's a ton of it going on 

 around here. 

Another participants’ post-training reaction as to why she chose a high self-rating of attitude 

resonates a similar reaction: 

 I like being able to see measurable outcomes, so I like being able to see that what I do on 

 a daily basis is actually making an impact on the student. So, being able to assess that and 

 measure that, that's very positive for me. 
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1c: Demonstrated Productivity 

 

 The assessment training and support program was found to have a positive impact on 

both completed work products at the unit level, and plans for future change at the individual staff 

level. At the unit level (i.e., admissions department, SSS TRIO program, etc.), each of the five 

areas of Student Services that participated in the study submitted multiple student learning 

outcomes (SLOs) for inclusion into a department-wide annual assessment plan. The 

comprehensive plan includes 21 student learning outcomes (SLOs). Each of the SLOs were 

determined to be effectively written using the SMART approach (to varying degrees), as 

intended (Table 7). Prior to the assessment training and support program, no SLOs were in place 

within the Student Services department at the college.  

 During post-training interviews, several participants referenced assessment tasks that had 

already begun as a result of the workshop. These activities were notably absent prior to the 

training program. When asked to explain further the plan for monitoring the degree to which 

student learning is taking place following financial aid entrance loan counseling, one staff 

replied, “We’re already doing it. We’re capturing that!” To confirm understanding, the 

researcher followed up with, “So, you put it in place already?” to which the participant proudly 

replied, “Yes.” 

 Another participant, whose efforts include increasing time management skills of students 

who receive specialized services, was asked if her work tasks have changed over the course of 

the months since the start of the assessment training and support program. She responded: 

 It was something I was kind of doing before. You know, I had things available for 

 students, and would just throw it out there, and it was optional. But now, it's more 
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 intentional, if that makes sense. And, I can also track and measure  the usefulness of it, 

 and if it's being used. So, it was something that was an idea that's moved into an actual 

 tool. 

 When asked on the workshop evaluation form what changes the person will make 

following participation in the training, participants’ responses varied widely from the affective 

(“I won’t be so afraid of assessment.”) to attitudinal (“I will appreciate faculty more for the 

assessment they have to do.”), with most responses reflecting planned behavioral changes in 

specific contributions to the department (“I will make sure my department’s learning goals are 

SMART according to what we learned.”) 

Research Question 2: How might a community college consider utilizing such training to 

enhance the contributions of student affairs personnel in developing and sustaining its 

culture of assessment and evidence-based practices? 

  

 The results of this study strongly suggest that an assessment training and support program 

similar in content, approach, and format to “Intentional Change: Making Meaningful 

Contributions to Student Learning Outcomes in Student Affairs” is an effective method to 

enhance the contribution of student affairs personnel in developing and sustaining its culture of 

assessment and evidence-based practice. The relationship between language and culture is well 

established in the humanities literature. Although this particular measure was not anticipated at 

the study’s onset, it is noteworthy to consider the frequency in which participants used the terms 

“teaching”, “learning”, and “assessment” (and their derivatives) prior to and following their 

engagement in the training program (Table 8). 
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Table 8 

Participant References to Teaching, Learning, and Assessment in the Context of Student 

Services, Totals 
  

Interview Session 

    Pre Post 

“Teach” and its derivatives (e.g., teaches, teaching, taught, etc.)  3 14 

“Learn” and its derivatives (e.g., learns, learning, learned, etc.) 33 86 

“Assess” and its derivatives/ related terms (e.g., assessing, 

assessed, assessment) 
38 67 

 

 

Participants referred to teaching in the context of Student Services nearly five times more during 

post-interviews; they referred to learning nearly three times more often and assessment nearly 

twice as often.  

  It is reasonable to conclude that, to some degree, greater exposure to, and emphasis on, 

the concepts of teaching, learning, and assessment would result in increased use of the terms by 

participants; however, this is unlikely to explain the totality of the increased use. Post-interviews 

took place 4-6 weeks following the primary workshop session (depending on the participant), 

allowing sufficient time to pass between immersion in the training material and the post-

interviews. Additionally, it is important to note the same instrument was used for both pre- and 

post-interviews, eliminating any undue influence on the part of the interviewer in participants’ 

choice of terminology in responding to the questions. For these reasons, the increase in reference 

to these concepts in the context of Student Services is attributed primarily to participation in the 

assessment training and support program. 
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 As mentioned previously, the calculation of how often particular terms appeared in the 

transcripts was not an intended analysis when the study was originally designed. During pre-

interviews, the researchers quickly noticed how infrequently the terms “teach/ing” and 

“learn/ing” were used, given the questions and overall discussion topic. It was at this point that 

the researcher decided to quantitatively test insight gained during qualitative data collection. 

Upon confirming the remarkable increase in use of these two terms from pre- to post-interviews, 

the researcher explored whether other key terms might have experienced a similar increase. Once 

again, the researcher returned to the qualitative data to determine if there was a quantitative 

change in the use of the word “assess” (or related terms). It is important to point out the 

intentionality of the researcher in exploring additional concepts using the interplay of these two 

methodological approaches. 

 How might a community college use such a training program to enhance student affairs 

contributions to the development of a culture of assessment and evidence-based practice? The 

study found different, yet complimentary, perspectives on how to accomplish this goal based on 

role within the institution, a summary of which follows. 

Student Affairs Personnel Perspective 

 From the perspective of those who hold a position within student affairs, a community 

college can leverage a training and support program, such as that being evaluated here, by having 

its leadership redirect some of its efforts from “getting them [students] in the door” to taking 

time to “really communicate to students what they’ll get out of it.” One administrator suggested, 

in referring to how students are processed from admissions to course registration, “There’s so 

much more learning I feel that could happen if we changed our approach to working with 
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program, such as that evaluated in this study, to enhance student affairs’ contributions to building 

a culture of assessment by: 

 Redirecting its efforts from gaining students to emphasizing what students will gain from 

attending 

  Building relationships between Student Services and faculty around issues related to 

assessment of student learning 

 Emphasizing a team approach to learning about the assessment of student learning 

 Avoiding any excess burden on student affairs staff by finding ways to streamline 

processes related to assessment 

 Using training to fill the assessment knowledge and skill gap that may be left by student 

affairs graduate programs 

 Building a common framework on which new knowledge and skills can be built 

 Personalizing the training 

The perspectives of all three groups led to the recommendations outlined in Chapter V. 

 

Summary 

 The results of this evaluation suggest the assessment training program, “Intentional 

Change: Making Meaningful Contributions to Student Learning Outcomes in Student Affairs,” is 

a high quality program developed with significant input from key stakeholders. The program was 

found to (a) use high quality materials, (b) employ presenters with effective communication 

skills, and (c) be highly relevant to participants. Participants across all units of the student affairs 

department perceived the training experience as positive. We have shown that it had an 
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overwhelmingly positive impact on knowledge, attitude, and the ability to demonstrate 

productivity toward measurement of meaningful student learning outcomes in student affairs. 

The themes and categories in Figure 10 emerged as indication of the contributing factors leading 

to positive influences of the program. 

 Participant self-ratings reflected an increase in knowledge, both when asked for an 

overall assessment of the construct and at a more specific item level. Similar self-ratings 

reflected an increase in attitude at the item level, but smaller degree of change occurred at the 

broad level when participants were asked to assess one’s attitude using a single rating. A high 

pre-training mean rating likely resulted in the item’s ability to indicate significant change. 

 The study’s results suggest a positive impact on work productivity. Prior to the training 

and support program, the Student Services department had no student learning outcomes (SLOs) 

identified, nor any means of tracking student learning within the department. Following the 

program’s completion, the department had 21 SLOs. By use of an evaluative rubric, all were 

determined to effectively incorporate the five components of SMART outcomes. 

 The next chapter will discuss these results in further detail. The chapter will also provide 

recommendations for practice and future research. 
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Pre-Training Post-Training 

Theme One:  AWARENESS 

Learning occurs in the classroom, not Student Services. 
Student Services contributes a great deal to student 

learning. 

I know (or believe) learning occurs in Student Services, 

but I don't know what to do with it. 
Students learn important life skills in Student Services 

Theme Two:  RESPONSIBILITY 

Our job is not to teach, but to serve. 
It’s my job to contribute to assessment efforts (and 

I’m enjoying it). 

Our job involves supporting the faculty in their 

teaching. 

It’s not only student learning that we must assess, but 

our effectiveness in teaching. 

Our job involves direct teaching, but I still don’t know 

how to assess it. 
  

Theme Three:  CONFIDENCE 

Confident that we do great work with students? YES! 

Confident I can show they’ve learned from it? Not so 

much. 

There’s still room for improvement, but I’m feeling 

more confident that I can do this. 

Theme Four:  VALUE 

We make a different in students’ lives, but we’re not 

sure where we fit in. 

We have internal confirmation of our value as 

teachers. 

  
We now have the tools necessary to gain external 

value as teachers. 

Theme Five:  OWNERSHIP 

Distinctly absent. Pride of ownership. 

Figure 10. Summary of Emergent Themes and Categories 
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CHAPTER V 

DISCUSSION 

This chapter begins with a summary of the study’s background, purpose, and research 

questions. It then integrates the study’s findings within the context of capturing student learning 

in community college student affairs. Discussion of research findings within the larger literature 

leads to the development and explanation of a new model of change. The chapter continues by 

discussing contributions to the field of evaluation, measurement, and research (EMR). The 

chapter ends with recommendations for both practice in the field and future research. 

Many student affairs departments struggle to find meaningful ways to contribute to an 

institution’s evidence base of student learning, despite a clear mandate by accrediting agencies 

and growing expectations of the public at large. In part, this results from student affairs 

personnel not having adequate preparation or training in how to conduct meaningful assessment 

of student learning outside the classroom (Schuh & Gansemer-Topf, 2010; Schuh & Upcraft, 

1998; Seagraves & Dean, 2010). Without ample and appropriate training in how to construct and 

assess measurable SLOs, student affairs professionals will not have the necessary skills to 

contribute to the integrated approach deemed necessary by leaders in the field to achieve a 

transformative educational environment for students. Additionally, the ability of student affairs 

departments to meet the increasing demands for accountability will remain hampered, placing 

institutions at risk for increased scrutiny and loss of state funding under a performance-based 

system. Small community colleges are in particular jeopardy, as individual units within student 

affairs (e.g., admissions or financial aid) often have as few as one or two employees. 
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 The predominant model of assessment in the academy is based on the PDCA (plan-do-

check-act) cycle. Despite the widespread use of this systematic approach, colleges and 

universities - student affairs departments, in particular - continue to struggle with documentation 

of student learning and development outcomes. The use of SMART outcomes (those that are 

smart, measurable, attainment, relevant, and time-bound) has been shown to increase 

performance in a variety of non-educational settings and is widely accepted as a strategy toward 

goal attainment. The purpose of this evaluation case study was to learn the influence of a 

SMART philosophy-based assessment training and support program on the knowledge, attitudes, 

and ability to demonstrate productivity of student affairs professionals and, in turn, how student 

affairs departments might consider utilizing such training to enhance the contributions of student 

affairs personnel in developing and sustaining its culture of assessment and evidence-based 

practices.  

 This mixed methods case study evaluation was both formative and summative in nature. 

The study evaluated program components in how they contributed to outcomes and for purposes 

of program improvement. It examined the degree to which the program was delivered as 

intended in order to address the issue of fidelity. Findings will be shared for program 

improvement. The study used mixed methods to answer the following research questions: 

1. How, and in what ways, does a customized assessment training and support 

program based on the SMART philosophy influence the following attributes among 

student affairs personnel of a small community college? 

a. knowledge in how to assess student learning 

b. attitude toward assessment of student learning 

c. ability to demonstrate productivity related to assessment of student learning 



 

  109  

 

 2. How might a community college consider utilizing such training to enhance the  

 contributions of student affairs personnel in developing and sustaining its culture of 

 assessment and evidence-based practices? 

Integrating Findings in Context 

 The results of this study suggest the assessment training and support program, 

“Intentional Change: Making Meaningful Contributions to Student Learning Outcomes in 

Student Affairs,” had a positive influence on participants’ knowledge, attitude, and ability to 

demonstrate productivity as related to the assessment of student learning in student affairs. These 

conclusions are based on the triangulation of data obtained using a mixed methods approach. 

 Five major themes developed during the course of data analysis: (1) awareness of student 

learning in Student Services, (2) responsibility for assessment of student learning, (3) confidence 

in the ability to assess student learning in a meaningful way, (4) value, both internal and external 

to the department, and (5) ownership of the practice of student learning assessment. As the data 

evolved, the five themes transformed into a hierarchical structure in which each subsequent 

theme built upon the one before it. Additionally, each of the first three themes aligned with the 

constructs of knowledge, attitude, and ability to demonstrate productivity, providing insight into 

how development occurred over the course of the training program. The model of change (Figure 

11) of a staircase demonstrates these logical, coherent, and sequential relationships identified in 

data. 
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Figure 11. A Model of Change in Response to Assessment Training 

 The remainder of this section will discuss the model of change as it was developed step 

by step, from the data, focusing on the zigzag relationship between the emergent themes and 

quantifiable outcomes. The section concludes with a return to the staircase as a whole, discussing 

how qualitative themes and quantitative measures can interact and communicate with one 

another to deepen our understanding of the relationship between the two methods (Bamberger, 

2014). 

 The first theme to emerge during qualitative data analysis related to the concept of 

awareness. Prior to the training program, some participants lacked consciousness that student 

learning within Student Services was not only a reasonable expectation, but also actually 
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happening all around them. This theme supports the proposition made by Keeling et al. (2008) 

indicating that many student affairs professional do not consider themselves as educators. The 

focus of many participants in this study was on providing high quality services, not teaching. It 

was simply not on the forefront of their mind as they fulfilled their role within the institution. 

Those who were aware that both teaching and learning were occurring, lacked awareness that it 

could be assessed, or captured (and with relative ease), outside the traditional classroom 

environment. Early in the course of the assessment training, participants’ awareness began to 

increase, allowing for and inviting the receipt of new knowledge. The vast majority of 

participants, once they realized they could contribute in more meaningful ways to student 

success, were open to learning about how to assess student learning. Their knowledge increased, 

evidence of which appeared in all data sources used in the study. As noted in Chapter II, a lack 

of knowledge in how to assess learning outside the classroom has been shown to be a substantial 

obstacle to meaningful assessment (Seagraves & Dean, 2010; Upcraft & Schuh, 2002). 

 A passion for helping students was undeniably the driving force behind the daily efforts 

of those who participated in this study. Perhaps this is a contributing factor to the second theme 

that emerged from the data, responsibility. Once participants were more consciously aware that 

student learning was taking place in Student Services and this learning could be assessed for 

purposes of quality improvement, their sense of responsibility increased. Most of those who 

previously felt that assessment of student learning did not belong in Student Services positively 

changed in their sense of obligation to participate in assessment activities. Doing so became part 

of their job in helping students succeed, which they had already established was very important 

to them, both individually and as a department. This sense of responsibility, along with increased 
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knowledge in how to assessment student learning, led to tangible work products in the form of 

student learning outcomes (SLOs) written using the SMART approach.  

 The third theme that emerged from the data, confidence, arose as participants produced 

measurable and meaningful student learning outcomes (SLOs) and received positive feedback 

from training committee members for doing so. Feedback was immediate during interactive parts 

of the training program; it was also given during individual and small group support sessions that 

followed. Most participants expressed an increased sense of confidence, distinctly attributing this 

change to participating in the training program. This finding supports previous work in which 

professional development was shown to improve the confidence level of those engaging in 

assessment of student learning (Banta, Jones, & Black, 2009). The model of change in this study 

suggests that a rise in confidence led to improved attitude toward Student Services’ role in 

assessing SLOs.  

 The next theme to emerge from the data was value. Internally, Student Services staff felt 

as though their work had more value because it could be captured, quantified, and discussed 

amongst themselves as contributing to the department’s mission. Externally, this value came 

from knowing their work could now be demonstrated as contributing to the institution’s mission. 

Specifically, they expressed a sense of pride in being able to substantiate (and to some degree, 

vindicate) their previous claims of playing a significant role in students’ retention, completion, 

and overall success.  

 As noted on the top stair, the model suggests that increased knowledge, responsibility, 

and confidence – along with their underlying themes – combine to result in a sense of ownership, 

which is key to building and, perhaps most importantly, to sustaining a culture of assessment on 

community college campuses. 
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 Returning to the model of change as a whole, note the crisscross pattern that develops as 

quantitative measures are developed and captured as a result of interaction with developing 

qualitative themes. The two sides, indicated by the dashed line, interact and actively 

communicate with one another in a logical, coherent, and sequential manner that allows us to 

better understand how one element contribute to and builds upon the next. The use of mixed 

methods allows us to produce more comprehensive evaluation findings through results obtained 

using different, yet complimentary methods, a benefit cited by Bamberger (2012). This is 

effectively demonstrated by the model and evidenced in the following two examples: 

 

Example #1: 

A participant was asked during her post-training interview how she would use the data that she 

collects on student learning. Note the brackets were added to identify potential elements of the 

model. 

Researcher: “Hypothetically, at the end of the year, if you analyze your data, and say you've  

  said that you hope that 70 percent of the students will achieve that outcome, and it 

  turns out that only 45 percent do… How would you address that? What would be  

  your thought process?” 

Participant: “Well, if a measurement showed that what I was doing with my students wasn’t  

  working [awareness/knowledge], I would attempt to find out what it is I need to  

  do that would be helpful to my students [responsibility]…I would be asking more  

  questions about ‘What is useful?’ and ‘What did you take away from this?’…and  

  doing the research to find out or come up with some possible ideas about how  

  we can put another project or measurement in place [work productivity]. 
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Example #2: 

A participant was asked to explain the rating she would give herself in terms of attitude toward 

the assessment of student learning in student affairs. Again, brackets were added to identify 

potential elements of the model. 

Researcher: “Can you explain why you chose that rating [5]?” 

Participant: “I mean, I'm a pretty positive attitude person anyway, but I feel like we really are 

contributing [confidence]. It's just that we didn't know how  to capture it before… 

but I've been pretty positive [attitude] that we're doing some sort of roles in 

student learning [value].” 

Toward Building a Culture of Assessment 

Revisiting the writing of Hersh and Keeling (2013) for the National Institute for Learning 

Outcomes Assessment (NILOA), one recalls the proclamation that professional staff will adopt a 

commitment to rigorous assessment practices in teaching and learning under the following three 

conditions: 

1. It helps them to do their work;

2. It improves student outcomes; and,

3. It is a rewarded activity.

These attributes provide a lens by which to evaluate whether any perceived changes that occur as 

the result of a training program are likely to have a sustainable impact on establishing a culture 

of assessment and evidence-based practice within an institution. Based on the model of change 
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proposed above, the training and support program, “Intentional Change: Making Meaningful 

Contributions to Student Learning Outcomes in Student Affairs,” met (or are on their way to 

meeting, in the case of #2) these three criteria.  

 Drawing the reader’s attention back to the model of change (Figure 11), there are 

sufficient characteristics in the model to suggest the student affairs department has moved in the 

direction of being a learning organization. Senge (2006) defines a learning organization as one in 

which “people continually expand their capacity to create the results they truly desire, where new 

and expansive patterns of thinking are nurtured, where collective aspiration is set free, and where 

people are continually learning how to learn together (p. 3).”  Learning organizations promote 

full employee involvement in collaborative change processes that lead to collective 

accountability and progress toward shared principles and values (Watkins & Marsick, 1992). 

Kerka (1995) suggests that most learning organizations draw from the assumption that “learning 

is valuable, continuous, and most effective when shared and that every experience is an 

opportunity to learn (p. 3)” and lists the following characteristics as being common perceptions 

of such organizations: 

 Provide continuous learning opportunities 

 Use learning to reach their goals 

 Link individual performance with organizational performance 

 Foster inquiry and dialogue, making it safe for people to share openly and take risks 

 Embrace creative tension as a source of energy and renewal 

 Are continuously aware of and interact with their environment 
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 In his book, The Fifth Discipline (2006), Senge identifies five components that converge 

into his theory of collective learning: systems thinking, personal mastery, mental models, 

building shared vision, and team learning. Systems thinking, which Senge refers to as the “fifth 

discipline” is the conceptual cornerstone of the collective learning approach as it integrates the 

segments into an organized body of theory and practice. Although Senge’s approach was 

developed from a business management perspective, it has been applied to the assessment of 

student learning outcomes in postsecondary education (Hubert & Lewis, 2014; Benson & 

Dresdow, 1998). This study did not explore specific concepts related to learning organizations, 

however the themes that emerged provide ample rationale for future study to better understand if, 

and under what conditions, providing assessment training support to student affairs personnel 

can act as a catalyst to transform the learning culture within community colleges. 

Recommendations 

 The following recommendations are based on feedback from participants, including those 

in leadership roles, as well as the experience of the inside researcher. Institutions seeking to 

replicate a similar approach to training student affairs personnel in the assessment of student 

learning outcomes should consider the following pragmatic suggestions: 

1. Develop a broader department-level goal and its components with a small group of key 

stakeholders (including those in a leadership capacity) before holding a large group 

workshop. 

 Meeting with a large group in excess of 15 employees to discuss “big picture” goals for 

 the department would have been overwhelming for both participants and committee 

 members. Input should be sought from all staff, but this can be solicited by unit directors 



 

  117  

 

 and brought to the smaller group for discussion and  incorporation. Having “big picture” 

 goals prior to meeting as a large group encourages timely focus on the details associated 

 with creation of SMART student learning outcomes for individual units. 

 

2. During the primary workshop session, use unit-specific examples that focus on language and 

concepts familiar to student affairs professionals (avoid academic jargon). 

 Most, if not all, participants in this study had been exposed to the concept of student 

 learning assessment in the context of the classroom (i.e., academic  affairs), whether in 

 all-college inservices, accreditation reports, etc. The training committee felt strongly that, 

 in order for those to embrace the work ahead of them, it was important for the material to 

 be presented to student affairs staff using examples from their own work. The committee 

 realized that many perceived the assessment of student learning to be an academic 

 venture; thus, to break down these barriers, all of the content of the workshop and  follow-

 up sessions used only examples related to student affairs. 

 

3. Provide numerous examples of both SMART and not-so-SMART student learning outcomes. 

 This tactic proved exceptionally helpful during the half-day workshop. The interactive 

 nature of the session allowed the presenters to continuously modify the exercise based on 

 participant responses. For example, if the group struggled to identify how a particular 

 example met a SMART criteria, the use of a not-so-SMART example usually brought the 

 confusion to light. As the presenters worked through a series of examples, participant 

 responses came more quickly, resulting in an obvious increase in confidence. 

 

4. Include a hands-on practice session during the workshop. Participants should leave the 

workshop with a tangible product that can act as the starting point in follow-up work 

sessions. 
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 Participants are more likely to follow-through on a project that has required effort on 

 their part. Leaving the workshop with a tangible product, even if not complete, 

 encourages participants to remain committed. During pre-interviews, several participants 

 referenced attending previous workshops or  trainings with new knowledge, only to lose 

 it after a period of not using it. Having a partially completed product in hand is likely to 

 alleviate some of that loss. 

 

5. Conduct prescheduled follow-up support sessions with small, related groups to monitor 

progress.  

 Nearly every participant commented during post-interviews how important it was to 

 participate in follow-up sessions in order to ask questions, seek feedback, and illicit new 

 ideas from the training committee. It is recommended that these follow-up meetings be 

 pre-scheduled because schedules of college employees tend to difficult to coordinate and 

 the timing is important. The sooner the follow-up, the more likely staff will remain 

 engaged in the process. 

 

6. Be prepared to provide assistance with tangential tasks that may be necessary for units to 

follow through on developed measures (e.g., how to create a rubric). 

 In order for some of the participants to have the tools necessary to track student learning 

 outcomes in the least burdensome manner, it was necessary for the training committee to 

 extend beyond the topic of SMART objectives and into the development of rubrics. 

 Student affairs staff are not as accustomed to creating and using rubrics as are faculty. It 

 is important not to let this seemingly minor task prevent a student affairs unit from 

 capturing student learning.  
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7. Follow the department’s progress until a final product (e.g., a comprehensive plan, such as 

Appendix G) is completed, shared, and celebrated. 

 Perhaps a culmination of all previously cited recommendations, it is imperative that the 

 training committee see the project through to its natural conclusion, the creation of a 

 comprehensive student learning outcomes plan for the department. Dissemination of the 

 plan is critical toward the promotion  of student affairs as a place where teaching and 

 learning takes place on campus. Finally, all accomplishments worth striving for are 

 worthy of celebration. Encourage the institution’s leadership to acknowledge and openly 

 support the plan moving forward. 

  

Contributions to Evaluation, Measurement, and Research (EMR) 

 Assessment of student learning outcomes (SLOs) is paramount to the purpose of 

institutions of higher education. The assessment of these outcomes provides some of the most 

critical evidence of institutional effectiveness. Those employed in offices of institutional research 

and effectiveness play a significant role in demonstrating that learning is taking place across the 

institution, including student affairs.  

 This study contributes to the fields of evaluation and research by providing insight to 

institutional researchers and assessment professionals into how an alternative approach to 

teaching assessment practices may prove more effective in moving the needle of SLOs in student 

affairs, particularly in small community college settings. It provides greater understanding into 

the factors that contribute to sustainable practices of assessment. Additionally, it contributes to 

the institutional researcher’s toolbox in two ways: (a) it provides a platform for communication 

with others in the field about the role of student affairs in assessment, and (b) it provides an 
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example of how qualitative data can be used to complement the seemingly endless volume of 

quantitative data that is the mainstay of work in institutional research.  

 The study also contributes to the EMR field by providing an additional example of how 

the integration of quantitative and qualitative inquiry is an effective methodological approach to 

increase our understanding of complex phenomena. This is particularly the case in social 

sciences when it is better to explore human behavior from two or more perspectives (Miron, 

1998). The conclusions drawn from this study are stronger based on the consistency of results 

across multiple data sources obtained using two different methodological approaches. As Miron 

(1998) writes, “Qualitative and quantitative methods can be used in a complementary manner in 

order to improve the validity of the information base as well as information processing, analysis, 

and reporting (p. 393).”  

 This study used mixed methods with intention. For example, immediately after being 

asked to provide a numeric rating to both knowledge and attitude, participants were asked to 

explain why they chose that particular rating. Combined, the two responses strengthened the 

researcher’s interpretation of meaning.  Another example of intentional use is the word use data 

(Table 8). As the researcher recognized a pattern in the pre-interviews regarding word choice, 

quantitative data related to the idea was sought and analyzed as confirmation of what was 

occurring. 

 Researchers use mixed methods to extract the strengths of both quantitative and 

qualitative approaches, while lessening their weaknesses. In discussing the use of mixed methods 

in impact evaluations, Bamberger (2012) cites five main reasons for using a mixed design. This 

study lends support to three of these, the first of which is triangulation. As discussed previously, 

semi-structured interviews with participants, self-rating forms, and document review provided 
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the data for this study. Results across all sources corroborated the researcher’s interpretation and 

findings. The second main reason is complementarity, defined by Bamberger (2012) as 

“extending the comprehensiveness of evaluation findings through results from different methods 

that broaden and deepen the understanding reached (p. 4).” The complementarity of the results of 

this study across data sources led to the development of a far greater model of change than any 

single form on inquiry would have produced. The third main reason for using a mixed design 

that applies to this study is value diversity. Different methods promote different values. Using 

multiple methods in a study increases the researcher’s awareness of the value dimensions of an 

evaluation. This was true in the current study in regards to the value of reflexivity. Throughout 

the study, the researcher continuously reflected on the process and myself as the research. As an 

inside researcher, it was critical to remain aware of how my assumptions and any possible 

preconceptions would influence my research decisions. As quantitative data were collected and 

analyzed, the consistency across data sources provided me with a level of assurance that my 

position within the study had remained in check. For these reasons, the study herein provides 

further evidence to support to Bamberger’s propositions as to the benefits of using a mixed 

methods approach in evaluations. 

Future Research 

 Following are four recommendations for future research. First, this study was conducted 

in a small community college in which all student affairs personnel work in very close proximity 

to one another on a day-to-day basis, allowing for and encouraging a frequent and intense level 

of communication and collaboration. Additionally, the structure of the department is relatively 

simple in terms of its organizational chart. Future research may address the question of whether 
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such a training program is effective at a larger community college where units are not so close in 

proximity or where individual units and/or the organizational structures are more complex? 

 Second, additional research is needed in settings in which the mean baseline rating for 

attitude is not already high. The current research provided less evidence of the training 

program’s influence on attitude, as compared to the other constructs. Given the critical 

importance of attitude in sustaining positive results, additional research is needed in student 

affairs departments that are struggling in this area. 

 The third recommendation relates to the duration of the training and support program. In 

most community colleges, neither the student affairs department, nor the institutional 

effectiveness/research and/or assessment staff, have the luxury of devoting time for individual, 

small group, and large group training and support sessions over the course of three months. 

Realistically, in order for such a program to be accessible to many community colleges, the 

program would need to be condensed into a much shorter period in a manner that does not 

compromise the benefits obtained. 

 The fourth recommendation returns to the earlier discussion regarding learning 

organizations. The themes that emerged during the study give indication that such a training and 

support program may lend itself to the development of a student affairs department in which staff 

continually learn how to learn together, for the benefit of student success. Future research may 

provide greater insight into this phenomenon. 

 Finally, future research is recommended with the community college in which this study 

took place to determine if the long-term outcomes identified on the logic model (Appendix A) 

are achieved, as improved student learning and development are truly the driving force behind 

any attempts at assessment in higher education. The study would benefit from expansion in a 
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new direction; that is, to gain insight into the students’ experiences as they relate to the new 

processes used in the student affairs department to capture the learning that takes place. 

Concluding Remarks 

 Community colleges play a critical role in the nation’s landscape of higher education. In 

2012 alone, the net total impact of community colleges on the United States economy was $809 

billion in added income, equivalent to 5.4% of the gross domestic product (EMSI, 2012). As 

evidence of the value of a two-year institutions and in recognizing the critical importance of 

providing students with postsecondary education options to meet the nation’s needs for a 

complex and evolving workforce, President Obama called for free community college for every 

responsible student (White House, 2016). As open access institutions, community colleges serve 

disproportionate numbers of first-generation, minority, and low-income students, many of whom 

require remedial coursework prior to enrolling in college-level courses. Community colleges are 

therefore key players in improving career and life opportunities for scores of individuals. 

 Historically, the success of community colleges—and all institutions of higher 

education—have focused on completion. Graduation rates dominate the outcomes measures 

collected at both the state and federal levels. These rates serve as a means of ensuring 

accountability and meeting accreditation mandates, but fail to capture the true essence of higher 

education – student learning. If we, as a nation, are truly going to move the needle in meeting the 

educational needs of our communities, we must broaden our focus to include student learning 

when considering the success of our students and our institutions. 
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PARTICIPANT INTERVIEW PROTOCOL 
 

 
 

Participant’s Assigned Code  Location of Interview  

Participant’s Job Title  Date of Interview  

 

 

1.  In general, what are your thoughts on the role of student affairs in contributing to the 

assessment of student learning on college campuses? 
 

 
 

2. Based on your current understanding, how would you describe your position’s 

responsibility to the assessment of student learning? 
 

 
 

3.  How confident are you in contributing in a meaningful way to assessment of student 

learning at this institution? Why do you think you feel this way? 
 

 
 

4.   Please describe to me the actual work tasks that you perform on a regular basis that 

relate or contribute to the assessment of student learning. Have these tasks changed in 

the past year, in either volume or complexity? If so, how? 
 

 
 

5.   Tell me about any training you have received in the assessment of student learning? 

How effective do you feel it has been?  What about any unmet training needs? 
 

 
 

6.   On a scale of 1-5 (with 1 = very weak and 5 = very strong), how would you rate 

your knowledge base in terms of how to effectively assess student learning 

outcomes? Why did you choose this rating? 
 

 
 

7.   Similarly, on a scale of 1-5 (with 1 = not at all positive and 5 = very positive), how 

would you rate your current attitude toward contributing to the assessment of student 

learning as a student services staff? Why? 
 

 
 

8.   Do you have any other thoughts on this topic that you feel are important for me to 

know as I try to better understand the role of student affairs in the assessment 

of student learning and how student affairs staff can better contribute to building a 

culture of evidence in community colleges? 
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PARTICIPANT INTERVIEW PROTOCOL – President 

 

 

 

1. Please tell me your experience in community college leadership, particularly as it 

 relates to the assessment of student learning.  

 

 

 

2. From where you stand, what are the driving forces behind the accountability 

 movement in public higher education, and other forces unique to community 

 colleges as opposed to four-years? 

 

 

 

3. Over the course of your career, what trends have you observed or experienced in 

 regards to the assessment of student learning outcomes, and where do you see this 

 issue going in the future? 

 

 

 

 

4. Specifically, are there any trends that you can note in assessing student learning in 

 Student Affairs? 

 

 

 

 

5. The literature suggests that historically, Student Affairs departments across the 

 nation  have struggled with the assessment of student learning, despite clear 

 mandates. Why do you think this is the case? 

 

 

 

6. You're familiar with the training program that was provided by the committee. Do 

 you see a benefit to such a training program, and if so, why, and in what sense? 

 

 

 

 7. If the community college wishes to develop and sustain its culture of and   

  evidence-based practice, how might such a training enhance the ability of Student  

  Affairs' personnel to do so? 
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PARTICIPANT INTERVIEW PROTOCOL – ITEM RATINGS 
 

 
 

Participant’s Assigned Code  Date of Interview  PRE / POST 

 

 
 
 

Strong

ly 

Disagr
ee 

Strongl

y 

Agr
ee 

 

 

1 2 3 4 5 6 7 
 
 
 
 

Please rate the following statements using the scale above. 
 

 
 

 
# 

 
Stateme

nt 

Rating 

from 1-7 
 

 

1 

 
I can identify an outcome that is written using the SMART approach, 

as opposed to one that is not. 

 

 

 

2 

 

 

I understand the components that make an outcome SMART. 

 

 

 

3 

 

 

I appreciate the importance of writing outcomes that are measurable. 

 

 

 

4 

 
I believe that writing measurable outcomes will have a positive impact on 

my department’s work. 

 

 

 

5 

 
I know how to write a SMART outcome, either on my own or with others 

in my department. 

 

 

 

6 

 
I have the skills necessary to help my department demonstrate how it 

is uniquely contributing to the institution’s mission. 
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PARTICIPANT WORKSHOP EVALUATION FORM 

 
 

Participant’s Assigned Code  

Strongly 

Disagree 

Strongly 

Agree 

 

 

1 2 3 4 5 6 7 
 
 
 

Please rate the following statements using the scale above. 

 
 

# 
 

Item 

 

Rating 

from 1-7 
 

 

1 

 
The content of the workshop was relevant to the topic of capturing 

student learning that occurs within Student Affairs. 

 

 

 

2 

 

 

The materials used in the workshop were of high quality. 

 

 

 

3 

 

 

The workshop presenters were effective in communicating the information. 

 

 

 

4 

 

 

The workshop increased my knowledge of SMART outcomes. 

 

 

 

5 

 

 

The workshop increased my appreciation for the use of SMART outcomes. 

 

 

 

6 

 

 

The workshop increased my level of preparation to write SMART 

outcomes. 

 

 

Please list 2 specific things that you will do, either new or differently, as a result of participating 

in this workshop. (Feel free to use the backside if you need additional space.) 

 
1. 

 
2. 
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EVIDENCE OF SMART OUTCOMES 

 

WEAVEonline Entity: 

 
 

Outcome: 

 
Specific 

Outcomes should be written simply 

and in a way that clearly defines the 

desired achievement. 

 

1 

Not at all 
specific 

 

2 

Somewhat 
specific 

 

3 

Moderately 
specific 

 

4 

Very 
specific 

 

 
Measurable 

Outcomes should be measurable as to 

provide tangible evidence of 

accomplishment. 

 

1 

Not at all 

measurable 

 

2 

Somewhat 

measurable 

 

3 

Moderately 

measurable 

 

4 

Very 

measurable 

 

 
Attainable 

Outcomes should be attainable; they 

should stretch involved parties slightly 

so there is a challenge to improve, but 

remain realistic. 

 
1 

Not at all 

attainable 

 
2 

Somewhat 

attainable 

 
3 

Moderately 

attainable 

 
4 

Very 

attainable 

 

 
Relevant 

 

Outcomes should apply to and align 

with broader goals or larger strategies. 

 

1 

Not at all 
relevant 

 

2 

Somewhat 
relevant 

 

3 

Moderately 
relevant 

 

4 

Very 
relevant 

 

 
Time Based 

 

Outcomes should have a timeline in 

order to plan and evaluate success. 

 

1 

Not at all 
time based 

 

2 

Somewhat 
time based 

 

3 

Moderately 
time based 

 

4 

Very time 
based 

 
Outcome: 

 
Specific 

Outcomes should be written simply 

and in a way that clearly defines the 

desired achievement. 

 

1 

Not at all 
specific 

 

2 

Somewhat 
specific 

 

3 

Moderately 
specific 

 

4 

Very 
specific 

 

Measurabl 

e 

Outcomes should be measurable as to 

provide tangible evidence of 

accomplishment. 

 

1 

Not at all 
measurable 

 

2 

Somewhat 
measurable 

 

3 

Moderately 
measurable 

 

4 

Very 
measurable 

 
 

Attainable 

Outcomes should be attainable; they 

should stretch involved parties slightly 

so there is a challenge to improve, but 

remain realistic. 

 
1 

Not at all 
attainable 

 
2 

Somewhat 
attainable 

 
3 

Moderately 
attainable 

 
4 

Very 
attainable 

 

 
Relevant 

 

Outcomes should apply to and align 

with broader goals or larger strategies. 

 

1 

Not at all 
relevant 

 

2 

Somewhat 
relevant 

 

3 

Moderately 
relevant 

 

4 

Very 
relevant 

 

Time 

Based 

 

Outcomes should have a timeline in 

order to plan and evaluate success. 

 

1 

Not at all 
time based 

 

2 

Somewhat 
time based 

 

3 

Moderately 
time based 

 

4 

Very time 
based 
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