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FRAMEWORK FOR FACIAL RECOGNITION SYSTEMS 
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Facial recognition is still a challenge in many applications, particularly in surveillance, 

security systems, and human-computer interactive (HCI) tools. The impact of real-world 

environmental variations on the performance of any facial recognition system can be 

significant. These variations may include illumination, facial expressions, poses, disguises 

(facial hair, glasses or cosmetics) and partial face occlusion. Furthermore, the number of 

images (samples) needed for facial recognition systems can be very large, much larger than 

what is typically required by an algorithm, and this is often made worse with expansion of the 

feature space dimensionality. Truly, the “curse of dimensionality” haunts any real-time 

implementation of the majority of proposed algorithms. Generally, in all facial recognition 

applications, high-dimensional facial representations with massive face datasets have caused 

serious challenges in the cost of implementation.  

 In general, facial recognition systems are composed of two main stages: a) the feature 

extraction stage followed by b) the classification stage. In this study, a hybrid feature extraction 

method to enhance speed and recognition efficiency is proposed based on features obtained 

using the Histograms of Oriented Gradients (HOG) descriptor and Compressive Sensing (CS). 

The HOG feature descriptor has the advantage of extracting representative facial feature 

vectors even with changes in face appearance and is fully capable of handling variations in 

illumination. CS is used to reduce the density of the resulting HOG facial features, which has 

a significant impact on improving the computational cost and performance of the system. For 
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the classification stage, the k-Nearest Neighbors (k-NN) algorithm and Probabilistic Neural 

Network (PNN) classifier are used with this proposed reduced feature space. The results using 

Face96, Caltech, and AR face datasets demonstrate that this hybrid feature-extraction method 

could be developed as a complete system for identifying faces even with varying illumination, 

facial expressions, poses, occlusion, and backgrounds in real-time. 

Additionally, a new feature extraction framework using another feature of HOG, which 

is the ability to vary its parameter values and thus feature dimension, is proposed, allowing for 

improved feature selection and, consequently, the detection of facial features. The HOG feature 

extraction mechanisms followed by the CS-based classification stage allows for better 

recognition rates with a minimum feature dimension and significant reduction in computational 

time. The results of this framework are presented and compared with those of a PNN-based 

classification algorithm. Also, using the ORL face, JAFFE face and AR face datasets, this study 

demonstrates that this method is capable of handling both dimensionality challenges and 

environmental variations. Random dataset splitting techniques and cross-validation evaluation 

approach with different k-fold values are also proposed to use in parallel with CS, PNN and k-

NN methods for optimum model selection and a complete analysis of system performance.   

 Using the five national face datasets, the experimental results demonstrate that there 

are significant improvements in accuracy and performance of the recognition system while 

combating the dimensionality challenge, face occlusions, facial expression, pose and 

illumination challenges, memory requirements, and computational complexity. 
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CHAPTER I 

 

 

INTRODUCTION 

 

 

This chapter is an introduction to the facial recognition system. The first section 

introduces the concept of facial recognition and its methods and challenges. Then, the high data 

dimensionality problem of face recognition will be introduced next. The motivation and 

significance of the dissertation work and problem statement will then be presented. The 

highlights and main purpose of the dissertation work are also mentioned, followed by the 

dissertation outline. 

1.1 Facial Recognition System 

Facial recognition is still a challenging problem in the area of computer vision, pattern 

recognition and artificial intelligence due to its significance in different applications such as 

video surveillance, security systems, and human-computer interactive (HCI) tools [1]. 

Biometric systems are automated techniques used for recognizing or verifying the 

identity of people based on a behavioral or physiological characteristic [2]. A Facial recognition 

system is considered a defined area of biometrics, and is related to the recognition and 

verification of a human’s identity by using appearance or behavioral characteristics [3].  

These appearance characteristics include fingerprints, hand prints, iris, eye, face, and retina, 

whereas the behavioral characteristics include voice, signature, grip, and keystroke.  

Speaker and speech recognition, iris and retina recognition and fingerprint recognition are all 

types of “active” biometric approaches.  While face recognition- is generally considered 

“passive,” is it doesn’t require a person’s collaboration to put their hands on a fingerprint 
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reader, to be close to an iris scanner, or to be close to a microphone. The unobtrusive variety 

of facial recognition systems makes them more appropriate for several applications in security 

and surveillance systems.  Automated face recognition can capture face images from a long 

distance by using a video camera, and then the algorithms of facial recognition system process 

the captured face data by tracking, detecting, and then recognizing a person’s identity, and 

helping to identify criminals such as drug traffickers, terrorists and others. 

The two main tasks of Facial recognition systems are face verification and face 

identification [4].  

• Face verification is a validating task in which the system rejects or accept the claimed 

identity based on a face image. 

• Face identification system is a process which identifies the unknown face from datasets 

of known faces.  

Thus, face authentication/verification is (1:1 matching) while, face identification/recognition 

is (1: N matching).  

This dissertation work is focused on this facial recognition and identification tasks. In 

facial recognition systems, there is a set of face images that are completely labeled which will 

be used as the gallery or reference images, noted hereafter as the training images. Facial 

recognition systems are concerned with a specific pattern of recognition tasks, in fact, facial 

recognition systems are considered an advanced object recognition system in which effective 

features of stored faces in a database are extracted using the training data.  The aim will be to 

identify a new unknown input face by designing a technique to allow for the best match with 

the training data features. The provided input and output data of training and testing datasets 

of the proposed dissertation facial recognition system are labeled for the next classification 

stage, which is a supervised learning. When a facial image enters the facial recognition system, 

on the system attempts to identify essential facial features and looks in the memory of the stored 
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data for a strong match with the image.   This process is the  recognition and classification 

stage. The feature vector is the name that is used for facial feature description in facial 

recognition systems.  

For the last thirty years, several techniques have been proposed and developed for facial 

recognition applications [4], [5]. These methods, depending on types of facial features, can be 

sorted into three categories of approaches: feature based (local), holistic (global) and hybrid 

approaches [4]. The holistic (global) approach uses a single feature vector that represents the 

extracted global information from the whole face image. The best examples that symbolize the 

holistic approach is Eigenfaces [6] and Fisherfaces [7]. In opposotion to this, a local feature 

approach depends on the partition of a whole face image into smaller several components or 

local facial features such as eyes, eyebrows, nose, mouth, etc. Then the feature extraction 

techniques are applied to each image to get the feature vector of the extracted characteristics 

from those local facial features. In some caases,  a hybrid technique of these two approaches is 

used to achieve better system performance. An example of this is found in[1], where the global 

approach is compared with the component-based approach with the classification technique of 

a Support Vector Machine (SVM) In this scenario, we see the component-based feature 

extraction recognition rate outperforms the global approach with two uncontrolled conditions 

of pose variation and a forty degree face rotation [1]. 

1.2 High-Dimensional Data 

The number of images (samples) needed for different pattern recognition applications, 

especially in the case of facial recognition systems, may be much greater than the required. 

This leads to additional requirements of computational time and storage without using data 

reduction techniques. Furthermore, the request for a big number of samples increases 

continuously with feature space dimensionality.  This limitation is called the “curse of 
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dimensionality,” and strictly limits practical applications.  Indeed, high-dimensional tasks can 

be more complex than lower-dimensional data, and with these complexities the system faces a 

difficult decision-making process [8]. 

Generally, in all face recognition applications, high-dimensional facial representation 

with huge scale face databases have become a big issue—they are costly and difficult to 

implement. 

For instance, in this dissertation, experimental work with the Face96 dataset with its 

3,040 samples (images), the extracted Histogram of Oriented Gradients (HOG) facial feature 

length with this dataset is 15,876-dimensional feature vector, the storage requirement of this 

face data is approximately 144 MB, and it will need about 4.9𝑥107arithmetic operations 

measuring the Euclidean distance with the k-NN for face image classification of these data. 

Considering the trade-off between facial recognition computational efficiency and 

performance, it is desirable to include high-dimensional data into a reduced feature space. 

To consider this problem (curse of dimensionality), the proposed dissertation 

framework performs a dimensionality reduction process to acquire and keep the most 

significant feature dimensions before the classification and recognition process. 

1.3 Motivation and Significance 

Facial recognition is a system which includes computer recognition of individual 

human identity based on statistical or geometrical features extracted from face images [9], [10], 

and that invests knowledge from different research branches such as Pattern Recognition, 

Image Processing, Machine Learning, Neuroscience and Visual perception. Although humans 

can recognize faces in a scene with very little effort, designing an automated facial recognition 

system that achieves such purpose is a highly challenging task. These challenges are due to 

several factors including big variations in lighting conditions, facial expressions, poses, 



 

 

5 

 

orientation or viewing directions, disguises (facial hair, glasses or cosmetics), and aging. The  

following  are some of the biggest challenges [3], [4],[11], for facial recognition: 

1) Illumination changing. The obtained face images are profoundly affected by 

environmental conditions and lighting sources and lead to serious failures on the overall 

performance of facial recognition systems. 

2)  Human aging condition. Human faces change widely over time. The verification and 

identification process of facial images with this situation is a big challenge for a human 

and also for a computer system. 

3) Pose changing. Human face images are incredibly diverse depending on one’s pose. 

The accuracy performance of facial recognition systems is mainly affected when one’s 

pose angle changes. 

4) Facial expressions. Changes in expression can cause distortions of crucial facial 

features such as the mouth, eyes, eyebrows, nose. Consequently, these distortions can 

have an effect on system recognition accuracy. 

5) A massive data system. Face datasets of a specific region can reach hundreds of 

thousands of images. To achieve a facial recognition system that works efficiently with 

such massive data sets in real-time is a very big challenge. 

6) Low-resolution images. For real-time applications, a surveillance camera uses a limited 

memory with a normal quality lens which can negatively impact image quality and 

recognition rate. 

7) Face occlusion. Occluded or partial face images are the most challenging problems in 

facial recognition systems and affect system performance. In most of the real-time 

applications, face images are occluded with different accessories such as sunglasses and 

scarves, or a hand on the face, and other external objects which might slightly block the 

camera’s view. 
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One of the main reasons and the significance of working on facial recognition systems is that 

addressing these issues could have several applications. These applications range from security 

applications (access control to authorized regions, airports, computer, and so on), human-

computer interaction (HCI) and perceptual interfaces. Also, these systems are useful in 

surveillance in public places (such as train stations, football stadiums, big trade centers) and 

monitoring, individual’s identity in image/video datasets, smart card solutions (electronic 

passport or e-Passport), enhanced ATM’s security). In addition, such systems can be useful in 

environment applications in the office, in cars and at home, and forensic medicine 

(identification of disaster victims, and identity verification/management for criminal justice 

systems) [3], [5], [9].  

Another important reason for using a facial recognition system as mentioned earlier, is 

that facial images can be easily collected without any physical interaction (direct contact) with 

the person, unlike systems such as iris and fingerprint recognition systems, that require direct  

interaction and attention [3], [12].  

The importance of facial recognition is that facial images have much valuable 

information, involving facial expressions, human gender, human age, and others. In addition, 

the recent development of digital video camera devices and the availability of image/video 

sharing via social media on the web, will encourage work on face recognition for different 

applications.  Indeed,   the human face is the most valuable object that can be obtained from  

video/image data. 

1.4 Problem Statement 

Facial recognition systems under various conditions including the external environment 

of the real world and large datasets with a high dimension are a challenge, and most of the 
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existing systems do not perform well. In this dissertation work, a new facial recognition 

framework is proposed that is capable of tackling:  

1) Dimensionality challenge: The problem of high-dimensional facial feature 

representation and with its massive face datasets are addressed by using a compressed 

sensing approach. 

2) Facial expression pose and illumination challenges: In the feature extraction 

representation, a HOG feature descriptor is proposed as it is a tool being invariant to 

illumination changes and geometric orientations such as those occurring with gesture 

changes. 

3) Memory requirements: The HOG descriptor is used with different selections of HOG 

parameter values which allowed for less feature dimension (length) and this leads to a 

reduction in memory utilization. Also, the proposed CS dimensionality reduction in this 

dissertation work tackles memory usage tasks.  

4) Computational complexity: The proposed feature selection mechanism via the HOG 

descriptor is combined with a CS-based classification method to minimize system 

computational costs and to speed up the recognition process. Also, the dissertation 

proposes dimensionality reduction via a CS technique to reduce system execution time 

and speed up the recognition process. 

1.5 Research Goal and Objectives 

The main goal of this dissertation work is to develop a feature extraction technique that 

is much more robust in addressing several of the current facial recognition challenges, such as 

massive facial data, large feature dimensions, facial expressions, poses, face occlusion, and 

poor illumination to allow for real-time applications. To achieve this goal, the following 

objectives are presented based on HOG descriptor feature selection using the advantages of 
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HOG feature parameters’ changing flexibility. In the feature selection technique, the most 

useful features are selected from a large set of extracted face features. 

Another objective of the compressive sensing method will be used in the feature 

extraction stage in combination with the HOG feature descriptor for a dimensionality reduction 

task.  

Furthermore, this framework addresses the speed problem of the recognition and 

classification process by reducing the system execution time and deals with the problem of 

memory usage (memory utilization) by a proposed dimensionality reduction approach. Thus, 

the primary goal of the dimensionality reduction process is to extract the most useful 

information and to reduce input data dimensionality into classifiers in order to decrease the 

computation cost and solve the high dimensionality problem. 

Another objective is to use and apply the proposed feature extraction method with 

different machine learning and classification algorithms such as PNN, k-NN and the 

Compressive sensing (CS) classification method in a complete facial recognition system. In 

addition to that, the random face datasets splitting, cross-validation and k-NN voting 

techniques are applied with the proposed dissertation frameworks for a performance evaluation 

approach for best model selection.  

Moreover, this dissertation framework addresses the problem of face illumination, pose, 

lighting, expression changing or gestures, facial details, and face occlusion with five different 

face databases and has a maintains a better balance between accuracies and computational 

efficiency. 

1.6 Dissertation Proposal Organization 

Chapter 2 will present the available and recent literature on face detection, 

classification, and recognition. Chapter 3 presents some theoretical and mathematical 
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background on signal and image processing, machine learning and pattern description and 

classifications that will be used in the proposed dissertation work. At first, the concept of 

Compressive Sensing (CS) Method is defined. Then, the theory of the Histogram of Oriented 

Gradients (HOG) descriptor is summarized. After that, the concept of Probabilistic Neural 

Network (PNN) algorithm will be described. Next, the k-Nearest Neighbor (k-NN) 

classification algorithm is introduced, and the concept of cross-validation techniques is 

presented. Chapter 4 will present the four different proposed facial recognition frameworks of 

this dissertation work. In chapter 5, the available face databases and the five different face 

datasets that will be used in the experimental dissertation work will be presented.  The 

experimental results will be displayed in this chapter to show the effectiveness of the 

dissertation extracted facial feature and model selection mechanisms with the compressive 

sensing approach on the facial recognition application. Finally, conclusions and future work 

are presented in chapter 6. 

 

 

 

 

 

 

 

 



 

 

10 

 

 

 

 

 

CHAPTER II 

 

 

LITERATURE REVIEW 

 

 

Facial recognition systems are one of the most active research areas in machine vision. 

After more than 30 years of study in this research field, significant progress has been made, 

but an accurate performance of computer-based systems is still difficult to achieve.  

In general, facial recognition systems consist of three sub-systems, face detection, 

feature extraction and classification technique. The general process of facial recognition 

systems is shown in Figure 1. 

 

 

 

 

 

Figure 1. General facial recognition system 

 

In the following sections of this chapter, an outline of some of the most available 

methods and research on human face detection and face recognition will presented. 

2.1 Human Face Detection 

Human face detection is primarily the first stage in applications such as face 

recognition, human-computer interface, image database management, video surveillance and 

other facial recognition applications since it’s the first step in the face recognition process. 

Therefore, the main objective of human face detection is to discriminate between what are faces 

and what are non-faces in a given image. This section presents an outline of some of the 

available methods and literature on human face detection. 
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Paul Viola and Michael J. Jones [12], described a face detection approach that achieves 

a high detection accuracy and reduces computation time. There were three main contributions 

in this work.  The first contribution was the introduction of a new image representation called 

the “Integral Image” which allows the features used by their detector to be computed very 

quickly. A second contribution was an efficient and simple classifier which was built using the 

AdaBoost learning algorithm [13] to select a small number of critical visual features from a 

very large set of potential features. The third contribution was a method for combining 

classifiers in a “cascade” which allows background regions of an image to be quickly discarded 

while spending more computation on promising face-like regions. Their work presented a set 

of experiments in the domain of face detection, and their approach was used to construct a face 

detection system which is approximately 15 times faster than any previous approach [14], [15], 

[16], [17].  

In [14] Sung and Poggio presented an example-based learning technique for locating 

frontal views of human faces in complex scenes. The proposed method models the distribution 

of human face patterns using a few view-based "face" and "nonface" model clusters.  A 

difference feature vector at each image location was computed between the local image pattern 

and the distribution-based model. A trained classifier determined whether a human face exists 

at the current image location, based on the difference feature vector measurements. The 

researchers experimentally demonstrated that the distance metric which they adopted for 

calculating difference feature vectors, and the "non-face" clusters they include in their model, 

are both critical for the success of the system. 

In [17] the Lien, Abdel-Mottaleb, and Jain proposed a face detection method for color 

images with varying lighting conditions as well as complex backgrounds. Their algorithm at 

first detects skin regions over the whole image and secondly creates face candidates based on 

the spatial configuration of these skin patches. The method constructs mouth, eye, and 
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boundary maps for verifying each face candidate. Their experimental work showed successful 

face detection results over different facial variations in position, color, rotation, scale, pose, 

and expression from several photo collections. 

Furthermore, the researchers introduced a  learning-based face detection approach such 

as real-time face detection systems [12], and techniques based on convolutional networks [18], 

[19]. The multi-view systems used a view-based model that included building separate 

detectors for several views and either applying them in parallel [14], [16], [20], [21] or using a 

pose estimator to choose the most suitable detector [12], [22].  

Also, in [15] Sung & Poggio used a neural network system for an upright frontal face 

detection technique. The neural network-based [15] and view-based [14] methods need many 

faces and non-face training samples and are designed to detect frontal faces in grayscale 

images. In addition, the work in [23], [24] shows a survey of more resulting face detection 

systems.  

The Viola and Jones face detection approach will be used in the proposed dissertation 

framework since it’s a very fast face detection technique with high detection accuracy as 

compared to previous techniques [12]. 

2.2 Automatic Face Recognition 

Facial recognition systems depend on two primary methods, representation methods 

which are feature extraction processes and recognition methods., which are classification 

processes.  

Several feature extraction approaches have been achieved in pattern recognition and 

computer vision for finding projections that isolate the classes in lower dimensional spaces. 

Some of the approaches that extract holistic face features are Eigenfaces, Fisherfaces, and 

Laplacianfaces [6], [7].  Other approaches attempt to extract significant partial face features 
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such as patches around nose or eyes using component-based or feature-based approaches [25], 

[26]. Also, different classifiers have been applied to facial recognition techniques using pre-

extracted facial features inlcuding Support Vector Machines (SVM) [26], Nearest Neighbor 

(NN), Nearest Subspace (NS),  k-Nearest Neighbor (k-NN) [27], Random Forest (RF) [28] and 

others [29].  

The selection of the type of feature representation to be used is instrumental to the 

success of any facial recognition system. That is, when feature extraction is used in 

combination with classifiers, the choice of type of feature representation or transformation to 

be considered are an important part of the success of the system. The following details literature 

of feature extraction and classification methods with complete facial recognition systems that 

are related to the dissertation frameworks. 

Nhat Vo, Duc Vo, Subhash Challa and Bill Moran [25], presented a face recognition 

system based on compressed sensing theory and they showed how this new technique can be 

used with a face recognition framework. They compared and evaluated the performance of 

their method (CS-based FR (CSFR)) with linear subspace methods like Eigenfaces, 

Fisherfaces, Laplacianfaces by using Yale Database, ORL Database, and Extended Yale B 

Databases. They used Euclidean metric as a distance measure for all experiments. They found 

their method had a better recognition rate than these other methods on three different face 

datasets. They introduced a recognition accuracy of 92.95 %, 93.87 % and 93.98 % with these 

databases respectively.  

Also, Allen Y. Yang, Zihan Zhou, Yi Ma, and S. Shankar Sastry [26], presented the 

application of Compressive Sensing (CS) in image-based face recognition, that is, they 

provided a review of  the latest solution of robust face recognition, which has been motivated 

by the emerging theory of CS.  They discussed the state of the art of fast 𝓵𝟏 −minimization to 

improve the speed of robust face recognition systems. The experiments on CMU Multi-PIE 
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face databases are frontal images under a fixed set of illumination settings. They used some of 

these for a training set and randomly choose one image from the remaining images as the query 

image for each subject. During the testing step, a rescaled Baboon image was randomly 

superimposed in the query image to create an occlusion of about 10% of the image pixels. They 

measured the performance of their method using a sparsity-based classification (SBC) 

algorithm for face recognition, which is capable of correcting image misalignment and pixel 

corruption. 

Soheil Shafiee et al. [30] proposed a framework based on Sparse Representation 

Classification (SRC) for a face recognition application. They used the SRC method with an 

adaptive K-means clustering algorithm. They compared the proposed method (K-SRC) with 

the original SRC algorithm. They found their method minimizes the computational needs of all 

recognition systems, that is, their method out-performs the SRC algorithm’s memory 

requirements and running time of the recognition process while keeping the classification rate 

in comparison with the original algorithm (SRC). 

Mahoor, Mohammad H., et al. [31], presented an approach of recognition of facial 

Action Unit (AU) combinations by examining the classification as a sparse representation task. 

They dealt with the problem of facial expression recognition based on sparse representation 

and AU combinations described by the Facial Action Coding System (FACS) [32]. They used 

five combinations of AUs in their work, AU1+2+5+27, AU15+17, AU6+12+25, 

AU4+9+17+23, and AU20+25. They represented facial images by extracting Gabor features at 

the location of facial landmark points extracted using the Active Appearance Model (AAM). 

The experiments on the Cohn-Kanade database showed their approach gave a better overall 

recognition rate of 93.8 % compared to the nearest neighbor NN and C-SVM techniques with 

a recognition rate of 86.7 % and 85.04 % respectively for classification of five combinations 

of AUs. 
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John Wright et al.  [33] used a Sparse Representation (SR) approach for Face 

Recognition to deal with the problems of effect of illumination, occlusion and face corruption. 

They addressed this problem by using the fact that the occlusion and corruption errors are 

sparse on the standard (pixel) basis. They tested their algorithm using several conventional 

features, namely, Eigenfaces, Laplacianfaces, and Fisherfaces, and compared their 

performance with two unconventional features: random faces and downsampled images then 

compared their algorithm with three classical algorithms, namely, NS, NN, and SVM using the 

Extended Yale B Database. They showed their framework is not sensitive to the type of features 

and outperforms NN, NS, and SVM for Face recognition. 

Manar et al. [34], described in their work a method for facial expression recognition 

based on effective feature extraction.  In feature extraction, a histogram of oriented gradients 

(HOG) descriptor was used to extract facial expression features and a Support Vector Machine 

(SVM) classifier was used for expression recognition to recognize six emotions (sadness, 

happiness, disgust, anger, fear, and surprise). Their results on two different face datasets 

indicated a recognition accuracy of 80% on videos images and 95% on static images.  

Hui et al. [35], also presented a feature extraction technique using a Pyramid Histogram 

of Oriented Gradients (PHOG) method. Then, the researchers combined it with a SVM-based 

classification method for face recognition. Their experimental results on the UMIST Database 

indicated that the proposed system could be used to automatically recognize human faces more 

effectively, with an average recognition accuracy of 93.66%.  

Also, Abdel et al. [28], presented a face recognition framework using Random Forest 

(RF) as a classifier and a HOG descriptor as a features extractor. They compared their approach 

with other methods such as (HOG with SVM) and (GABOR with RF) using an ORL face 

dataset. The obtained results with this dataset showed their method out-performed these two 

methods regarding computational time and recognition accuracy. 
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Thanh Do and Ewa Kijak  [36], used a Co-occurrence of Oriented Gradient (CoHOG) 

method, an extension of the HOG descriptor, for face recognition problem as well. In their 

work, a set of weighted functions is developed and applied for magnitude gradient. The 

obtained recognition rate results on Yale and ORL face datasets demonstrated that the method 

is competitive with some of the available methods such as Fisherfaces and Eigenfaces. 

Also, in Rania S et al. [29], facial expression recognition framework was proposed 

based on a sparse representation and multiple Gabor filter for feature extraction and SVM as a 

classifier. Using a JAFFE face Database, they reported recognition rates capable of 

outperforming other methods such as a Gabor filter with NN classifier and sparse 

representation with SVM for the classification system. 

Xin et al. [37] proposed the use of a Compressive Sensing (CS) method and amplitude 

projection face representation for face recognition application.  At first, the amplitude 

projections capture the vertical and the horizontal distributions of the training sets. The face 

representation can be described as the input image combined with the projection image. Then, 

they applied the CS method to their face recognition work. Yale face database and AT&T face 

database are used to test their proposed system and they reported an accuracy of 91.14% on the 

Yale face database and 92.05% on the AT&T face dataset. 

Alaa Eleyan, Kivanc Kose, and A. Enis Cetin [38], proposed a new method for image 

feature extraction. They used CS theory to create a measurement matrix which used as 

projection matrix for image feature extraction. 

Also, O. Déniz et al. [39] proposed to uniformly sample HOG features to provide 

robustness to feature detection using Principal Component Analysis (PCA) and Linear 

Discriminant Analysis (LDA) to reduce the dimension of the HOG representation.   

Alberto et al. [40], proposed a face recognition framework based on a HOG descriptor 

for feature extraction and  two distance metrics, the Euclidean distance and Mahalanobis 
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distance, as classification methods. Using two face databases (ORL and ULSA), they reported 

recognition rate results capable of out-performing those achieved with the well-known 

Eigenfaces technique. Also, in Salhi et al. [41], presented a Face recognition system based on 

a combination of the HOG descriptor and the fuzzy concept approach. Experimental results on 

an ORL face database have demonstrated the efficiency of their combination system (HFOG) 

in terms of its recognition rate over the original HOG feature with a specific lower dimensional 

vector. 

Furthermore, in Alberto et al.[42], a face recognition system based on EBGM was 

proposed which replaces Gabor features with HOG feature descriptors. Their obtained 

recognition results with a public face dataset display a higher accuracy rate when compared to 

other face recognition systems that use Gabor and EBGM (Gabor–EBGM) approaches.  

Bai et al. [43], presented a smile recognition framework as a part of a facial expression 

recognition system using Pyramid Histogram of Oriented Gradients (PHOG) as the features 

extractor. They compared the PHOG and Gabor features using a Cohn-Kanade Database. They 

showed that the PHOG with a shorter feature vector length could achieve as high a recognition 

rate as the Gabor features did.  The Gabor features number is usually too large. Moreover, they 

didn’t need to use an AdaBoost method for feature selection to achieve good performance when 

using the PHOG features and support vector machine (SVM) classification methods. They 

combined the Gabor and PHOG feature extraction techniques before the SVM classifier to 

achieve the best smile recognition accuracy.  

Also, in Lu, Zhenyu, and Linghua Zhang. [44], a face recognition system based on 

discriminative dictionary learning and regularized robust coding was proposed. In their 

proposed system, first a Gabor filter was used to get the Gabor amplitude images of a face 

image. Next, they extracted the uniform local binary histogram and used a Fisher criterion to 

gain a new dictionary. Finally, they used a sparse representation coding method to classify the 
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test face image. Their obtained experimental results with two face datasets of Extended Yale 

B databases and AR databases showed that their algorithm has an improvement from 8% to 

14% higher face recognition accuracy in comparison with K-SVD, LC-K-SVD, FDDL.  

In addition, in Chen, Junkai, et al.  [45], proposed a facial expression recognition system 

based on HOG and SVM classifiers. Their system detects facial components including brows, 

eyes, and mouths. They applied the HOG to encode these facial components and to get on the 

feature vectors. Then, a linear SVM classifier is used to implement the facial expression 

classification. They evaluated their proposed method on the Extended Cohn-Kanade dataset 

and the JAFFE dataset. Their proposed method achieves a classification rate which is 88.7% 

and 94.3% with these two different face datasets respectively.  
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CHAPTER III 

 

 

BACKGROUND ON MACHINE LEARNING-COMPRESSIVE SENSING   

 

 

Automated facial recognition systems can benefit from computer vision, signal 

processing techniques and machine learning algorithms. In such systems, the human face 

recognizing process can be achieved by the computer, and good automated recognition system 

can save time, effort and improve the efficiency of classification.  

This chapter introduces some common mathematical background and concept materials 

that will be used throughout this dissertation work. Section 3.1 defines the concept of the 

Compressed Sensing (CS) method. Section 3.2 summarizes the concept of the Histogram of 

Oriented Gradients (HOG) descriptor. Section 3.3 describes the Probabilistic Neural Network 

(PNN) algorithm. Section 3.4 introduce the k-Nearest Neighbor (k-NN) classification 

algorithm, and finally, Section 3.5 presents the cross-validation evaluation techniques. 

3.1 Compressed Sensing (CS) Method 

3.1.1 Introduction 

Nyquist–Shannon sampling theorem has been accepted as the ideology of signal 

processing and acquisition technique since it was intimated in 1982 by the work of Nyquist 

[50] and proved later by Shannon in 1949 [51].  Therefore, this theorem is the basis of digital 

data acquisition techniques, which states that to avoid losing information when digitizing a 

signal, the signal must use a sample at least twice the size of its bandwidth.  In doing so, this 

will lead to a perfect reconstruction of the original signal from its samples.  
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In different applications, especially practical ones like digital image and video 

applications, the Nyquist rate will lead to a very high number of samples, and most of these 

data may be thrown away in compression parts like JPEG or MPEG for storage or transmission. 

Also, increasing the sample rate in different applications such as imaging systems (radars and 

medical scanners) and high-speed analog-to-digital converters (ADC) is so expensive because 

of the measurement process or the sensor itself very expensive. Therefore, increasing the 

sampling rate makes such systems hard to implement in real-time [52]. 

One of the examples in the area of medical imaging is Magnetic Resonance Imaging 

(MRI), in which measurements are obtained through the collecting of Fourier coefficients [53]. 

MRI is an essential example of a high-impact compressive sensing application. The biggest 

problems in MRI are when the collected measurements are less than the number of pixels, 

which make the image reconstruction task impossible. Furthermore, it is very hard to obtain 

adequate Fourier coefficients because the process of acquiring Fourier coefficients from MR, 

(magnetic resonance) are time consuming, so the patient must remain a long time in the 

machine (scanner).  Therefore, two annoying things happen: firstly, the patient often begins to 

move over time, so the resulting measurement can be inaccurate. Secondly, it is difficult for 

the physician to make a video of even a single frame because the process is too lengthy.  These 

two issues restrict the applications of MRI. Therefore, to deal with these issues, it is required 

to speed the process up.   A few samples should be obtained in the Fourier domain to preserve 

a suitable accuracy rate. Thus, with CS, the number of measurements decreases and leads to a 

reduction in the time necessary for a scan. In many cases patients are told to remain still during 

their scan, and in some cases, not even breathe, so shorter scan times can mean a much better 

patient experience with this technique. 

Another example of difficulties with the current system is communication and radar 

signal processing that require very high bandwidth radio frequency signals. This issue poses a 
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real challenge to systems which are forced to use a high-rate analog-to-digital converter (ADC) 

to sample these kinds of signals, as specified by the Shannon/Nyquist sampling theorem. In 

these conditions, however, the information level of the signal is more often lower than the 

actual signal bandwidth, which is a motivation to find efficient methods that can used for 

measuring such signals. The Analog-to-Information Converter (AIC) based on the new theory 

of Compressive Sensing (CS) is used to solve such a big problem [54]. 

3.1.2 Theoretical Background of the CS 

Compressive sensing, compressive sampling or compressed sensing is a novel 

sampling/sensing approach that competes against traditional data acquisition and processing 

theorems and deals with the issues and challenges that indicated in the previous section. That 

is, the main idea of CS goes against the traditional wisdom in data acquisition. Depending on 

Compressive sensing came into the field thanks to significant results that were obtained by 

Donoho [55], Candès. Romberg and Tao [56], [57], in the beginning of 2004. The compressive 

sensing theory depends on two concepts [52]:  

• Sparsity, related to the signals of interest. 

• Incoherence, related to the sensing design. 

Using the theory of CS and proper measurement projection, appropriate signals or images can 

be fully reconstructed from far fewer measurements or samples than the conventional sampling 

theorem uses [56]. 

 3.1.2.1 Compressible Signals 

Sparse signals are the signals that have much less information than their original 

dimension length. This section will describe the properties of this type of the signal. 
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Let’s consider a one-dimensional, finite length, discrete time signal 𝐱, that can be 

represented as a column vector (N x 1) in ℝ with entries 𝐱𝒊, 𝔦 =1, 2, …, N. In fact, it can easily 

turn the higher-dimensional data (image) into a long one-dimensional vector. The signal 𝐱 ∈

ℝN can be represented by a new domain (𝚿) of (N×1) vectors {𝛙i} , i=1, 2, …, N, and using 

the basis matrix (N×N), 𝚿 = [𝚿1|𝚿𝟐|. . . |𝚿𝑁]  with the vectors {𝚿𝑖} as columns, with this new 

basis the signal 𝐱  can be represented as in equation    (1), 

   

𝐱 = ∑ si𝛙i

N

i=1

= 𝚿𝐬 

 

    (1) 

Where 𝑠 (N×1) is a column vector of weighting coefficients 𝑠𝑖 =  〈𝐱, 𝚿𝒊〉 = 𝚿𝒊
𝑇𝐱 , .𝑇 ( 

transposition). Simply, 𝐱 and 𝑠 are similar representations of the signal, 𝐱 in space or time 

domain and 𝑠 in the 𝚿 domain. 

The signal 𝐱 is k -sparse if it is a linear combination of only k basis vectors; that is, only 

k of the 𝑠𝑖  coefficients in equation     (1) are nonzero and (N− k) are zero. The main point of 

the compressive sensing (CS) is to have the case of k << N, which is the sparsity condition. 

The signal 𝐱 is said compressible if the representation in equation     (1) has just a few large 

coefficients and many small coefficients.  

3.1.2.2 Compressed Measurement 

Compressed sensing approach finds an appropriate technique for getting the 

compressed version of the original signal directly, by only taking a few numbers of 

measurements of the signal. Also, it introduces a process of reconstructing a compressed form 

of the signal by taking only a small number of linear measurements [55], [56].  
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The matrix  𝚽 (M×N), M <<N (underdetermined case) (fewer equations than 

unknowns), is a sensing matrix applied to the signal 𝐱 to get an M linear measurements of the 

signal, equation(2) below show a measurement procedure,  

   𝐲 =  𝚽𝐱 =  𝚽𝚿 𝐬 =  𝚯𝐬 (2) 

Where the product matrix 𝚯: =  𝚽𝚿 is a reconstruction matrix (M×N), M <<N 

(underdetermined case).  Figure 2 demonstrates the CS measurement framework. 

 

  
 

Figure 2. Compressive sensing measurement theory [52]. 

 

The matrix 𝚽 does not depend on the original signal 𝐱, so the measurement is a non-

adaptive process. Also, the obtained vector 𝐲, M x 1 (M <<N), is the compressed linear 

measurement of signal 𝐱.  

There are two important two issues in the design of the CS framework.  One: finding 

an appropriate sensing (measurement) matrix 𝚽 that can keep the important information in 
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signal 𝐱 during the dimensionality reduction process (from 𝐱 (N×1) down to y (Mx1), M <<N). 

Second, a suitable signal reconstruction algorithm to recover 𝐱 from the compressed 

measurements 𝐲 (Mx1) must be found. 

3.1.2.3 Designing a Sensing Matrix 𝜱 

The sensing matrix 𝚽 must be designed to allow the reconstruction of the signal 𝐱 with 

length-N from the vector 𝐲 of length-M, (M << N measurements).  

Because of the measurements, M << N, the problem is an ill-conditioned one. If the signal 𝒙 is 

k-sparse and the locations of k nonzero entries in 𝑠 are known, then the problem can be solved 

provided M ≥ k. The necessary and sufficient condition to be a well-conditioned problem is 

that for any vector, 𝑣 sharing the same k nonzero coefficients as 𝑠,   

   
1 − 𝜀 ≤  

‖𝜃𝑣‖2

‖𝑣‖2
≤ 1 + 𝜀 

(3) 

For some 𝜀 > 0, then in other word, matrix 𝜃 must maintain the lengths of these k-sparse 

vectors. Certainly, in practice, one cannot know the exact locations of the k nonzero 

coefficients in 𝑠. However, it has been demonstrated that a sufficient condition of a stable 

inverse for a compressible and k- sparse signal is that 𝜃 should satisfy equation     (1) for an 

arbitrary 3k-sparse vector 𝑣. This condition is called a restricted isometry property (RIP) as in 

equation (3) [56].  In other words, when θ have this property, we can find the sparse solution 𝑠 

of the system  𝒚 = 𝜣𝒔  (under-determined) by using linear programming techniques instead of 

a combinatorial search.  

Another condition is called incoherence; the sensing matrix Φ is incoherent with the 

basis Ψ, that is, the row vectors of Φ, { Φ𝑗 }, cannot sparsely represent the column vectors of 

Ψ, { Ψ𝑗}, and vice versa [52], [55],[56]. Direct construction of a matrix Φ such that the matrix  
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𝚯 = 𝚽𝚿 has the RIP should verify equation (3) for each of the  (𝑁
𝐾) possible combinations of 

k nonzero coefficients in the N-dimensional 𝑣 vector. Nevertheless, both the conditions of RIP 

and incoherence can be obtained with high probability by choosing Φ as a random matrix.  

Many random matrices types fulfill the condition of RIP with high probability. Bernoulli, 

Gaussian, and partial random Fourier matrices, that is, practically all independent and 

identically distributed (i.i.d.) matrices have with high probability the RIP condition [56], [57]. 

For instance, the N-dimensional sparse signal 𝐱 projected into the matrix Φ, a Gaussian random 

matrix, whose components are (i.i.d.) with zero mean and 1/N variance.  The obtained 

compressed measurements 𝐲 (M x 1) vector are only M different randomly weighted linear 

combination of the N entries of  𝐱, as shown in Figure 2. 

The Gaussian matrix Φ  has two important properties: firstly, the sensing matrix Φ is 

incoherent with high probability with the basis  Ψ = I of delta spikes. More particularly, the 

Gaussian i.i.d. random M x N matrix 𝚯 = 𝚽𝚿 = 𝚽𝐈 = 𝚽 has the RIP condition with high 

probability if  𝑀 ≥ 𝑐𝐾 log (
𝑁

𝐾
)  ≪ 𝑁, where c is a small constant [56], [57].  

Therefore, k-sparse and compressible signals of length- N can be recovered from only 

𝑀 ≥ 𝑐𝐾 log (
𝑁

𝐾
)  ≪ 𝑁  random Gaussian measurements [52]. 

Secondly, Φ is a universal matrix, that is, when Φ is an i.i.d. Gaussian matrix, the matrix 

Θ: = ΦΨ will be an i.i.d. Gaussian matrix and then have the RIP condition with high probability 

whatever the type of Ψ [52].   

3.1.2.4 Designing Signal Reconstruction Algorithms 

As explained previously,  the RIP condition proves theoretically that the compressible 

or k-sparse signal can be completely described by M measurements [52], [56]. Several 

optimization methods have been proposed to recover the length-N signal  𝐱 from its 
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measurement vector 𝐲 =  𝚽𝐱  [52]. One of the reconstruction algorithms that is used to find 

the solution is the minimum 𝓵𝟐  norm. The general  𝓵𝒑 norm of the vector s is defined as 

(‖𝑠‖𝑝)𝑝 =  ∑ |𝑠𝑖|
𝑝𝑁

𝑖=1 .  The classical way to inverse problems of this type is to find the vector 

with the smallest  𝓵𝟐  norm (energy) by using equation  (4), 

   ŝ = argmin||s||2      subject to   Θs = y  (4) 

This 𝓵𝟐 minimization does not find the sparse solution and which is close to pseudo inverse 

solution,  ŝ =  𝚯𝑻(𝚯𝚯𝑻)−𝟏𝒚 [58]. This mean that, the 𝓵𝟐 minimization inverse problem will 

never find the k-sparse solution and find instead a non-sparse ŝ vector with several nonzero 

coefficients. 

The other reconstruction algorithms are the minimum ℓ0  norm. Since the algorithm of 

the 𝓵𝟐 norm minimization finds the signal energy and not signal sparsity, the ℓ0  norm is 

considered which counts the number of nonzero coefficients in s. The rewritten optimization 

method,  

   ŝ = argmin||s||0      subject to   Θs = y                   (5) 

Can exactly recover with high probability the k-sparse signal by only using M=k+1 i.i.d. 

Gaussian measurements [52]. Unfortunately, the 𝓵𝟎 is the NP hard problem because its counts 

the number of nonzero elements of vector s, that is, requiring a comprehensive search of all  

(𝑁
𝐾

) positions of nonzero coefficients [52].  

One popular reconstruction approach is to change the 𝓵𝟎 norm by the 𝓵𝟏 norm, and is 

defined in equation  (6), 

   ŝ = argmin||s||1      subject to   Θs = y  (6) 
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𝓵𝟏 norm optimization can exactly reconstruct with high probability the k-sparse signals and the 

approximate compressible signals by using only 𝑀 ≥ 𝑐𝐾 log (
𝑁

𝐾
) (i.i.d.) Gaussian 

measurements [58] which is a type of convex optimization problem that properly reduces to a 

linear programming method known as basis pursuit [55],[56]. 

Now, it is well known that one can reconstruct sparse or compressible signals from a 

very little number of measurements. This method is known as “compressive sensing” or 

"compressed sensing" or “compressive sampling” depending on properties of the sensing 

matrix such as the RIP. 

In the implementation of the dissertation facial recognition framework the ℓ1- norm 

optimization method are used to find the sparse signal, and later the ℓ2- norm or residual are 

used to find the classification, that is, the ℓ2- norm as a classification technique to classify the 

new input sample from the test set. 

3.2 Histogram of Oriented Gradients (HOG) Descriptor 

The Histogram of Oriented Gradients (HOG) descriptor is a feature extraction method 

used in image processing and computer vision for the purpose of object detection. Proposed by 

Navneet Dalal and Bill Triggs [59], HOG gained popularity in feature detections such as other 

descriptors of edge orientation histograms, shape contexts, and Scale-Invariant Feature 

Transform (SIFT) descriptors. HOG is however, based on the connection of regularly joint cells 

and allows for overlapping blocks to improve performance and accuracy. HOG has additional 

advantages over other methods such as allowing for the size of regions of interest (local cells) 

to be specified and has proven to be invariant to local geometric and photometric 

transformations [59]. 

This descriptor considers gradient orientation in small sub-regions of an image. In 

HOG, the local object appearance and shape in the image can be illustrated by the distribution 
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of edge directions or intensity gradients. This descriptor divides an image into several small 

connected regions (cells) of size n × n pixels. The orientation of all pixels is calculated and 

collected in bins. The final HOG feature’s descriptor vector is the concatenation of all cell 

histograms as given in Figure 3. Therefore, several HOG parameters such as cell size, block 

size, block overlapping, and bin size affect the construction of HOG feature descriptors [59]. 

In Figure 3. the HOG facial feature extraction process is shown. 

The HOG feature descriptor is derived from the following three steps: gradient 

computation, histogram generation,  and descriptor block and normalization [59],  [36]. 

Gradient Computation: The gradient magnitude and orientation value must be determined. 

1-D centered kernel filter masks, or Sobel masks, are the most common filters that can be used 

in the gradient computation. For example, the gradient in the x and y directions are obtained 

using masks as given in equation (7): 

   𝐃ₓ =  [−𝟏 𝟎 𝟏]    and     𝐃𝐲 =  [−𝟏 𝟎 𝟏]ᵀ                 (7) 

If I(x, y) is the intensity value for the pixel (x, y), then the x and y gradients in the given image 

in the horizontal and vertical directions are calculated using equation (8): 

   𝐈𝒙 = 𝐈 ∗ 𝐃𝒙  and     𝐈𝒚 = 𝐈 ∗ 𝐃𝒚                 (8) 

The Gradient Magnitude, |𝐆| and the Gradient Orientation, 𝛉 are also computed and used as 

shown in equation (9): 

   
|𝐆| =  √𝐈²𝒙  +  𝐈²𝒚   and     𝛉 = arctan(𝐈𝒚/𝐈𝒙) 

      (9) 

Histogram Generation: The facial image divided into small regions (cells), whose size can be 

varied. For each cell, the gradients are computed per pixel, i.e., by applying the horizontal and 

vertical filters base on equations (7), (8) and (9). The histogram is generated for all orientations 
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in the cell using the ordination bins 0 to 180° or 0 to 360°. The gradient magnitude is used as 

a vote in the histogram, and then the histograms of all cells are concatenated into a final HOG 

feature vector [59]. 

Descriptor Blocks and Normalization: To deal with the problem of variations in illumination 

and contrast, HOG performed a local normalization, which requires grouping the cells with one 

another into larger joint blocks. 

The final HOG descriptor is thus the combination vector of all elements of the normalized cell 

from all the block regions. The blocks are normally overlapping thereby allowing every cell to 

contribute several times to the final HOG feature descriptor [59]. Also, the overlapping blocks 

guarantee uniformity over the entire image without the loss of local variations. Two types of 

block geometries are available: (a) circular C-HOG blocks and (b) rectangular R-HOG blocks. 

Normalization is also performed for the un-normalized feature vector v using ǁvǁĸ as its ĸ-norm 

(for ĸ=1 and 2), and ɛ (a small constant) as given in equations                 (10),              (11) or                

(12):  

   L2-norm: ƒ =  ᴠ /√(ǁᴠǁ²₂ + ɛ²)                 (10) 

   L1-norm: ƒ =  v / (ǁvǁı +  ɛ)               (11) 

   

 

L1-sqrt: ƒ =  √v (ǁvǁı +  ɛ)⁄                 (12) 
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Figure 3. Facial feature representation process by the HOG descriptor, (a) Original image, 

(b) Image divided into cells and blocks, (c) Compute the magnitude and orientation of all 

cells, (d) Histogram of each cell, and (e) Final HOG descriptor. 

3.3 Probabilistic Neural Network (PNN) Algorithm 

Neural Network (NN), also called Artificial Neural Network (ANN), is a computational 

data processing technique very much like the biological nervous system in the brain which 

includes many interconnected processing nodes. The artificial neurons, nodes, or simply 

neurons are the basic processing units of Neural Networks (NN). These nodes work 

simultaneously to learn from input data, to perform a processing task and then output. ANNs, 

like a human, learn by example to solve specific problems. NN consists of three layers, input, 

hidden and an output layer. Every layer has some nodes and nodes from each layer connected 

to the nodes of the next layer. Two types of Neural Network are the supervised network, in 

which the output values are known in advance, and unsupervised network, in which the output 

values are unknown, which depends on the learning technique.  

The Probabilistic Neural Network (PNN) is an efficient nonlinear classification method 

[60]. PNN classifier was introduced first by Specht in 1990. This classifier is an example of a 

supervised Neural Network (NN) widely used in the application of pattern recognition and 

classification problems. The PNN classifier derived from Kernel Fisher discriminate analysis 
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and a Bayesian Network. In a PNN network, operations are arranged into a multilayer 

feedforward network with four connected layers: the input layer, pattern layer, summation layer 

and decision/output layer [60]. The interconnection between the neurons or processing units of 

each of these four consecutive layers are shown in Figure 4. The input layer simply distributes 

the data input to the neurons in the pattern layer without any computation process [61]. 

Once each node in the second (pattern) layer receives the pattern 𝐱 (the extracted facial 

feature) from the first (input) layer, the output of each neuron or node 𝑥𝑖𝑗  of the pattern layer 

computed as the probability density function (pdf) by using the below equation (13):  

   
  𝑦𝑖𝑗    (𝑥) =  [

1

√(2𝜋𝜎2)ᴺ
   ]  exp [−

(𝑥−𝑥𝑖𝑗)ᵀ(𝑥− 𝑥𝑖𝑗)

2𝜎2
] 

                 (13) 

where N is the dimension (length) of the unknown face (test) input pattern vector 𝑥  (the 

extracted facial feature), 𝜎 is the smoothing parameter (standard deviations) and 𝑥𝑖𝑗   is the 

neuron vector. Then, in the third layer (summation layer) an average operation of the outputs 

from the second layer for each class is performed by using the equation (14):        

   

𝑔ᵢ (𝑥) = [
1

√(2𝜋𝜎2)ᴺ
] [

1

𝑛𝑖
] ∑ exp [−

(𝑥 − 𝑥𝑖𝑗)ᵀ(𝑥 −  𝑥𝑖𝑗)

2𝜎2
]

𝑛𝑖

𝑖=1

 

                (14) 

Where 𝑛𝑖 is the total number of data samples in class Cᵢ. Finally, the fourth layer performs a 

vote, selecting the max value. The associated class label is then determined, that is  

   C(𝑥)  =  argmax { 𝑔ᵢ (𝑥)}       i = 1, 2, …… c                 (15) 

Where 𝐶(𝑥) is the estimated class of the pattern 𝑥 and c is the total number of classes in the 

face training data samples [61].  
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Figure 4. Architecture of PNN. 

3.4 k-Nearest Neighbor (k-NN) Algorithm 

k-Nearest Neighbor (k-NN) is a simple method which has been used for classification 

and regression purposes in different applications in areas such as statistical pattern recognition, 

data mining and image processing [27], [62]. Indeed, the k-Nearest Neighbor algorithm is one 

of the most revered algorithms in the field of machine learning [63], where the k in the (k-NN) 

is the value of the nearest neighbor which is a positive integer number. This classifier classifies 

unlabeled face samples with the face sample in the training dataset based on their similarities, 

that is, the classification of unknown examples is performed by relating the unknown to the 

known example according to some similarity/distance measurements. Several distance 

measurement functions can be used, including the Euclidean, Manhattan and Minkowski 

distance functions. The N-dimensional Euclidean distance, N-dimensional Manhattan distance 

and N-dimensional Minkowski distance between two points 𝑥  and 𝑦 can be found by using the 

below equations (16), (17) and (18) respectively: 
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Euclidean distance,     𝑑(𝑥, 𝑦) = √∑ (𝑥ᵢ − 𝑦ᵢ)²𝑁

𝑖=1  
             (16) 

   Manhattan distance,     𝑑(𝑥, 𝑦)  = ∑ ∣ 𝑥ᵢ − 𝑦ᵢ ∣𝑁
𝑖=1               (17) 

   Minkowski distance,   𝑑(𝑥, 𝑦) = (∑ (|𝑥ᵢ − 𝑦ᵢ|)𝑁
𝑖=1 ᵖ)1/𝑝                                        (18) 

Where p in the equation (18) is constant and when p=1, p=2, the Minkowski distance 

becomes equal to the Manhattan and Euclidean distance function respectively. 

In this dissertation work, the (k-NN) algorithm is used in the facial recognition system 

for the classification task, and the obtained results are compared with the probabilistic neural 

network (PNN) classifier to arrive at the recognition result and final decision.  

The entire extracted facial features of a training data set are stored in memory. To 

classify a new input sample, the Euclidean distance as a similarity measure (e.g., distance 

functions) is calculated between the extracted face feature of this new face sample and all stored 

extracted facial features of training samples. The new sample is assigned the class of the nearest 

neighboring sample. The k-nearest neighbors are determined, and the new face sample is 

assigned the class that is most recurring between these k neighbors. In this dissertation, several 

numbers of the nearest neighbor “k” values such as, k = 1, 3, and 5, are used to choose the best 

recognition accuracy with these selected values of k.  That is, to apply the voting approach to 

select the optimal value of k that gives the best recognition accuracy. 
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3.5 Cross-Validation Approach 

K-fold cross-validation is one of the most frequently used techniques for model 

evaluation in classification and regression methods [64], [65], [66]. This technique is based on 

a data splitting mechanism, part of the full dataset used for training the model and the remaining 

data is used to measure the performance of the models by finding the validation errors. The 

model with the least errors or best performance is then selected [66] [76]. It is mostly used to 

evaluate how accurately a system will perform independently of the training data, that is, the 

test data is unseen by the classifier [67]. 

In this dissertation’s experimental work, k-fold cross-validation was utilized for several 

k fold values for the best classifier or model selection. The original data sample partitioned at 

random alternately into k folds/bins/subsamples of the same (or approximately same) size.   

As shown in  Figure 5., in the k-fold (subsamples), a single (k=1) subset is held out for testing 

the model as a validation subset, and the remaining k−1 subsamples are used as training data. 

This procedure is repeated k times (run), within each run exactly only one is used as validation 

data. The obtained results from all runs are then averaged to get  a single accuracy estimation 

value [67], [66]. Therefore, with this method, all samples (face images) are used for both 

training and testing, and each sample is used for validation exactly one time. Experimental 

results on face datasets always show that when selecting a good classifier from a set of 

classifiers (model selection), a ten-fold cross-validation gave the best classifier performance in 

the proposed facial recognition system.  

For cross-validation, the values of folds are changed depending on whether these folds are 

applied or not. The obtained results mention that for real-world face datasets the best method 

to use for model selection is the ten-fold cross-validation method, even if computation ability 

allows for the use of more than ten folds. 
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Figure 5. Mechanism of k-fold cross-validation with (k = 5). 
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CHAPTER IV 

 

 

PROPOSED FRAMEWORKS OF FACIAL RECOGNITION 

 

 

This chapter is devoted to the proposed framework for facial recognition. The first 

section presents the proposed hybrid feature extraction framework of HOG feature descriptor 

and CS dimensionality reduction method for face recognition applications with a randomly 

face datasets splitting for system performance evaluation. Whereas, section two will show a 

new proposed framework for a facial recognition system using a combination of an adaptive 

feature extraction mechanism comprised of HOG descriptors and a classification task utilizing 

CS with a randomly face datasets splitting for system performance evaluation. Section three 

will present facial recognition based on HOG feature selection and PNN classification with 

cross-validation approach for the best model selection and system performance evaluation. The 

last section will present the HOG facial recognition framework with CS and cross-validation 

model selections and a system performance evaluation with a different face dataset. 

4.1 Hybrid Framework of HOG and CS Dimensionality Reduction 

The HOG descriptor is proposed to use to take advantage of HOG as a tool being 

invariant to illumination changes and geometric orientations such as those occurring with 

gesture changes. In addition, HOG operates on local cells and allows for contrast normalization 

making it well suited for feature extraction. The concept of CS to reduce the dimensionality of 

the extracted HOG facial features is also proposed. The classification is carried out using k-

Nearest Neighbors (k-NN) [27], and Probabilistic Neural Network (PNN) methods [60].  
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Facial recognition systems consists of three subsystems: face detection, feature 

extraction and classification. In this work, a new hybrid framework for facial recognition 

systems is proposed based on a combination method (the HOG feature descriptor and CS 

dimensionality reduction methods) implemented during the feature extraction process with a 

randomly datasets splitting mechanism for system performance evaluation. 

The block diagram of the proposed framework is illustrated in Figure 6. The various stages of 

the implementation of this proposed dissertation work is as follows: 

• Preprocessing stage: The prepossessing stage for all face images, of the training and 

testing datasets, includes detection, resizing, cropping, and noise reduction. The Viola 

and Jones algorithm is used for face detection [12]. 

• Feature Extraction stage: 

▪ The HOG descriptor is applied to each facial image in the training and testing 

datasets for generating facial feature vectors. 

▪ The CS method is applied to the extracted dense HOG feature vectors of all training 

and testing face datasets to obtain a compressed data representation. 

• Recognition and Classification stage: The compressed feature vectors of the testing 

image(s) are compared with the compressed feature vectors of the training image 

datasets using a k-Nearest Neighbors (k-NN) algorithm and a Probabilistic Neural 

Network (PNN) classifier. The facial recognition is rendered based on the results of this 

classification. 
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Figure 6. Proposed facial recognition framework using HOG-CS dimensionality reduction. 

 

4.2 Hybrid Feature Extraction Framework - HOG and Compressive Sensing                                 

Classification 

   Another new framework for facial recognition systems is proposed using a combination 

of an adaptive feature extraction mechanism via HOG descriptor and a classification task via 

CS with a randomly datasets splitting techniques for system performance evaluation. A HOG 

feature descriptor is used with several facial image parameters to extract and select efficient 

facial feature vectors in the training datasets and then for testing images. To better show the 

impact of HOG parameter changes, the same technique is implemented by using PNN as 

opposed to CS with three different face databases. The implementation of the proposed work 

is as follows:  
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1. Data Preparation of Training Phase 

• For matrix 𝚿: Generate the representation matrix 𝚿. 

𝚿 = [h₁₁, h₁₂, ……, hᵢ₁, hᵢ₂, …., hᵢⱼ], where each hᵢⱼ is the HOG feature vector with 

different selection of HOG feature parameters of each sample of the training data, i=1, 

2, …., c (classes) and j=1,2, ……., s (samples). 

• For matrix 𝚽: Generate the random measurement matrix 𝚽 with random entries. 

• For matrix 𝚯: Generate the matrix product, or reconstruction matrix 𝚯 =  𝚽𝚿. 

              𝚯 = [Θ₁₁, Θ₁₂………., Θᵢⱼ], where 𝚯𝑖𝑗  = 𝚽h𝑖𝑗. 

2.  Data Preparation of Testing Phase 

• Find HOG feature vector with a different selection of HOG feature parameters of the 

new given test (𝐱) input sample(s).  

• Calculate 𝐲 =  𝚽𝐱  and then by using the optimization method, the ℓ1- norm 

minimization method,  

ŝ =  𝐚𝐫𝐠𝐦𝐢𝐧 ‖𝒔‖𝟏  s. t   𝚯𝐬 =  𝐲  to find the sparse vector ŝ  .  

• Calculate   ý =  𝚯 ŝ𝑖  , where  ŝ𝑖 is a new vector obtained by setting all entries in ŝ  

corresponding to training samples not in class i to zero. 

• Calculate the residuals   Rᵢ = ||𝐲 −  ý||₂.                          

3.  Classification output: the class with lowest residuals Ri, identity (x) = min (Ri).  

In this framework, the new input test sample is modeled as a linear combination of the 

selected training samples from the same class [33], that is, representing the test sample as a 

sparse linear combination of the training samples. Also, the ℓ1- norm optimization method is 

used in the implementation of this work to find the sparse signal, and later the ℓ2- norm or 

residual is used to find the classification, that is, the ℓ2- norm as a classification technique to 

classify the new input sample from the test set.  
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The classification stage via a PNN classifier is also implemented in this dissertation 

framework. The extracted HOG features with different feature selection of testing sets are 

compared and classified with the extracted HOG features of the training sets by using a PNN 

classification algorithm. Then the obtained PNN classified results are compared with the 

classified results of the proposed dissertation method (HOG with CS) to get the final system 

comparison results and decision.  The block diagram of this system is illustrated in Figure 7. 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Figure 7. Facial recognition framework based on combing HOG with CS and PNN. 
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4.3 Hybrid Framework- HOG and PNN Cross Validation Evaluation 

A new framework for facial recognition systems using a combination of an adaptive 

HOG feature extraction mechanism and a PNN classification method are also proposed. Using 

a HOG feature descriptor with different parameters to extract and select efficient facial feature 

vectors of the training datasets and after that for testing images. The same approach is 

implemented by using a k-NN classification method as opposed to the PNN method with ORL 

and AR face databases. The k-fold cross-validation is used in the experimental work with 

different values of k-folds for system performance evaluation purpose. K- folds values of 

2,4,6,8, and 10 are used for best classifier selection. Also, different values of k of the nearest 

neighbor of 1, 3, and 5 are used with the k-NN classifier. The block diagram of this proposed 

dissertation system is shown in Figure 8. The implementation of this proposed work is as 

follows:  

• Feature Extraction stage: 

The HOG descriptor is applied with a different selection of HOG feature parameters to 

each face image in the whole face datasets for feature selection mechanism for 

generating the facial feature vectors. 

• Recognition and Classification stage: The k-fold cross-validation approach is applied 

with different values of k folds. The value of k- folds used are 2,4,6,8, and 10 are used 

for the best model (classifier) selection. Then, the obtained feature vectors of the testing 

group sets are compared with the feature vectors of the training group dataset using the 

PNN classifier and k-NN algorithms. Also, the voting approach from the different 

values of the k number of the nearest neighbor of 1,3, and 5 are used with k-NN for the 

best model selection. The facial recognition is rendered based on the results of this 

classification. 
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Figure 8. Facial recognition framework based on combing HOG with PNN and k-NN. 
 

4.4 Hybrid HOG-CS Feature Extraction Framework with PNN Cross-Validation 

Evaluation 

In this new hybrid framework, a HOG descriptor is proposed since it operates on local 

cells and allows for contrast normalization making it suitable for feature extraction. Also, this 

approach takes advantage of the fact that HOG is a tool which is invariant to illumination 

changes and geometric orientations such as those occurring with gesture changes. The concept 

of CS is proposed to reduce the dimensionality of the extracted HOG facial features. That is, a 

combination method (the HOG feature descriptor and CS dimensionality reduction method) is 

implemented during the feature extraction process. The classification is performed using PNN 

and k-NN methods with the ORL face and AR face databases. The block diagram of this 

proposed dissertation framework is shown in Figure 9. The two main steps of the 

implementation of this work is as follows:  
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• Feature Extraction stage:     

▪ The HOG feature descriptor is applied to each facial image in the whole face dataset 

for generating the facial feature vectors. 

▪ The CS method is applied to the extracted dense HOG feature vectors of all face 

datasets to obtain the compressed data representation set. 

• Recognition and Classification stage: Apply the k-fold cross-validation approach 

with different value of k-folds. Several values of k-folds, 2,4,6,8, and 10 are used for a 

best model (classifier) selection and evaluation approach. Then, the obtained 

compressed feature vectors of the testing group sets are compared with the compressed 

feature vectors of the training group sets using PNN and k-NN methods.  In addition, 

the voting approach from different values of k nearest neighbor of 1,3, and 5 are used 

with k-NN for the best model selection. The facial recognition is performed based on 

the results of this classification. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Facial recognition framework based on combing HOG-CS with PNN and  

k-NN. 
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CHAPTER V 

 

 

  EXPERIMENTAL WORK AND RESULTS 

 

 

This chapter will present first the face databases that will use throughout the 

experimental work. Then, the experimental work results are presented to test and validate the 

dissertation frameworks of the feature extraction and model selection mechanisms, and the 

significance of the compressive sensing approach on the facial recognition problem. Also, these 

experiments have been designed to evaluate the dissertation frameworks with different 

conditions (illumination, facial expression, pose, and facial details) to the overall performance 

of the facial recognition systems. 

So, it desired integrated frameworks that can utilize the advantages of these both 

methods the HOG and CS in combined with other machine learning algorithms and techniques 

to work in various facial recognition conditions. 

5.1 Face Databases 

The main goal of a faces database is to estimate how accurate recognition methods are 

and then to make it as achievable as possible and to use the system in the external environment 

of the real world. Different face databases are available on the web for free of charge to be used 

for non-commercial purposes.  

For accurately evaluate the performance of a face recognition system, different face 

datasets with several conditions will be used with the dissertation frameworks. In fact, the 

results on only one face database are not sufficient to infer the powerful and the accuracy of 

the facial recognition during achieving the experimental work and make the comparisons with 
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the other techniques. A typical face database should have a reasonable enough number of 

classes with different samples (images). Most importantly that these images should be taken 

under different conditions of facial expressions, illumination, pose variations and occlusion.  

In this work and regarding the above mentioned, five different face databases are used 

and consider of Face96 datasets [46], Caltech Faces datasets [47], ORL face datasets  [48], 

JAFFE face database [49] and AR face database [68] to evaluate the accuracy and the 

performance of all dissertation facial recognition frameworks. 

5.1.1 Face96 Database 

The first database is Face96 (Face Recognition Data, University of Essex, UK) [46], In 

this dataset, the image size is 196×196 pixels, and the number of classes is 152, and 20 samples 

per class. This data includes images samples of male and female with a complex background. 

Also, with a large head scale variation and the images contain slight variation in head turn, 

slant, and tilt. There is some translation in the position of the face in the images with changing 

in facial expression and with Image lighting variation. Figure 10 shows an example of this 

database. 

 

 

 

 

 

 

 

 

 

 

Figure 10. Example of samples from Face96 [46]. 
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5.1.2 Caltech Faces Database 

The second one is the Caltech Faces databases [47]. Markus Weber collected this 

database at California Institute of Technology which is a frontal face dataset. The database has 

450 face images, 896 x 592 pixels, and 27 unique images under different lighting, expressions, 

and backgrounds.  Figure 11 shows an example of this database. 

 

 

 

 

 

 

 

  

Figure 11. Example of samples from the Caltech Faces databases [47]. 

5.1.3 AT&T Face Database 

The third one is the AT&T face database (Face Recognition Data, Olivetti Research 

Laboratory in Cambridge, UK) [48]. There are “10” different images (samples) of 40 distinct 

subjects (classes). The images were taken for some of the classes, at various times, slightly 

varying light conditions, varying facial expressions or gestures (open/closed eyes, smiling/non-

smiling) and some other facial details such as with glasses/no-glasses. All the images taken 

against a dark homogeneous background and the subjects are in upright, frontal position (with 

tolerance for some side movement).  Figure 12 shows an example of this database. 
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Figure 12. Example of samples from ORL face database [48]. 

5.1.4 JAFFE Face Database 

The fourth one is the Japanese Female Facial Expression (JAFFE) database [49]. The 

photos captured at the Psychology Department at Kyushu University. This database includes 

213 samples (images) of 7 facial expressions (1 neutral and 6 basic facial expressions) of 10 

Japanese female models. Every image has been rated on 6 emotion adjectives by 60 Japanese 

subjects.  Figure 13 shows an example of this database. 

 

 

 

 

 

 

 

 

  

Figure 13. Example of samples from JAFFE face database [49]. 
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5.1.5 AR Face Database 

AR face database created by Aleix Martinez and Robert Benavente in the Computer 

Vision Center (CVC) at the U.A.B. It contains over 3,000 color images corresponding to 116 

people (63 men and 53 women) [68]. All Images are frontal view faces with different facial 

expressions, illumination conditions, and occlusions (scarf and sunglasses). These face pictures 

were taken at the CVC center under strictly controlled conditions. Also, no restrictions on wear 

(clothes, glasses, etc.), make-up, hairstyle, etc., were imposed on participants. Every person 

participated in two different sessions, separated by two weeks (14 days) time. The same 

pictures were taken in both sessions. Figure 14 shows an example of this database. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14. Example of samples from AR face database [68]. 
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5.2 Experimental Results of a Hybrid Framework of HOG and CS Dimensionality 

Reduction 

The HOG feature descriptor has the advantage of extracting face feature vectors even 

with changes in facial appearance and is fully capable of handling variations in illumination. 

CS is used to reduce the density of the resulting HOG face features which has a significant 

effect on improving the computational cost and performance of the system. For classification, 

the k-NN algorithm and PNN classifier are used. The block diagram of this dissertation 

framework as shown in Figure 6. The results demonstrated that this hybrid method could be 

implemented in a complete system for recognizing and identifying faces with varying 

illuminations, facial expressions and poses, and backgrounds in real time. 

Several experiments are performed to validate this dissertation framework regarding 

two performance measures, namely recognition accuracy and computational time. Two public 

face databases: Face96 (Face Recognition Data, University of Essex, UK) [46] and Caltech 

Faces [47]  used as samples data. In these experiments with this framework, the samples data 

are selected randomly for the training and testing sets. Figure 10 and Figure 11 show an 

example the samples in these databases.  

5.2.1 Results with Face96 Database 

 In the Face96 database, the image size is 196×196 pixels, and the number of classes is 

152, and 20 samples (images) per class. The feature-length of the extracted HOG descriptor 

vectors in this experimental work with this dataset is 15,876. The k-NN method used for 

classification and the results compared with the PNN classifier. 

As previously mentioned that, the equation (2),  𝐲 = 𝚽𝐱  , should be underdetermined 

system and M, the number of rows of the matrix 𝚽 should be much less than N, the number of 

columns. 
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 Several values of the compressed measurement feature (M) such as 10, 30, 50, 80, 100, 

200, 500, 800, 1000, 1200, 1400, 1600 and 2000 were used to test this method. Table 1, Table 

2 and Table 3 show the results versus dimensionality variations using the Face96 datasets. 

Table 1, present the comparison of the recognition results using several values of M, 

the compressed features. These results were obtained using “10” samples for each class in a 

training set and 1 input test sample. In this table, a “1” means that a test input sample matched 

the exact sample from the training dataset, or in other words, the input test image classified 

accurately. On the other hand, a “0” means the classification is wrong. The test input 

classification time (CT) in second is also presented with each case. 

Table 1. Test results1using Face96 database. 
 

M k-NN PNN 

Match CT (sec) Match CT (sec) 

10 0 0.125 0 0.019 

30 0 0.151 0 0.028 

50 0 0.166 0 0.033 

100 1 0.168 1 0.038 

200 1 0.169 1 0.050 

500 1 0.171 1 0.069 
 

 

The results show that compressing to less than M=100 leads to failure in both the k-NN 

and PNN classification methods. It also observed that CT in PNN was at 0.038 seconds, which 

is much better than that of k-NN at 0.168 seconds. 

 For all original HOG features (15,876) without the CS method, exact matching through 

k-NN classifier used 0.537 seconds which is larger than the one acquired with compressed 

feature (M=100), 0.168 seconds with the same classifier (k-NN). Figure 15 display the 

classification time (CT) analysis of the compressed feature (M=100) with the original HOG 

features (15,876). Also, the results show that significant improvements of the feature dimension 

reduced to approximately 98 percent and the classification time reduction to approximately 92 

percent. 
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Figure 15. Test results1using Face96 dataset showing execution time analysis. 

 

Table 2, shows a comparison of the recognition results using the two classification 

methods (k-NN and PNN) versus the length of M, the compressed feature. These results were 

obtained using 2 samples (images) for each class in both training and testing sets. The 

recognition rate (RR) and classification time (CT) in seconds also presented in this table. It can 

infer that k-NN outperformed PNN classifier with a recognition rate of 91.67% for both 

classifiers but with classification time (0.277 seconds) at the compressed feature (M=1,200) 

while PNN classifier needed 0.568 seconds to perform at the same RR. 

Table 2. Test results 2 using Face96 database. 
 

M k-NN PNN 

RR (%) CT (sec) RR (%) CT (sec) 

10 06.94 0.204 09.72 0.019 

50 52.08 0.164 52.43 0.024 

200 81.60 0.180 81.94 0.047 

400 84.03 0.187 84.03 0.075 

800 86.81 0.230 86.81 0.151 

1100 89.93 0.255 89.93 0.466 

1200 91.67 0.277 91.67 0.568 

1300 89.58 0.339 89.58 0.607 

1400 88.54 0.305 88.54 0.668 
 

 

CT with k-NN using original HOG features (15,876) without CS was 1.852 seconds 

with a RR of 92.36%, and for a PNN classifier, the CT was 13.407 seconds with a RR 92.36%. 

Results show that the RR with the compressed measurement (M=1,200) was 91.67% which is 
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close to the RR of the original HOG features (92.36%) with much less CT with the two 

classifiers k-NN and PNN. Figure 16 show the RR and CT analysis of the original HOG 

features (15,876) with the compressed feature (M=1200). Also, these results show the feature 

dimension reduces to approximately 86 percent with the classification time reduction to 

approximately 74 percent. 

 

 

 

 

 

 

 

 

  

 

Figure 16. Test results 2 using Face96 dataset showing recognition rate and execution time 

analysis. 

 

Table 3, display the comparison of recognition results using both classification 

techniques versus different lengths of M, the compressed feature. These results were created 

using 4 samples (images) for each class in both testing and training sets. RR and CT in seconds 

for both k-NN and PNN classifier indicated that k-NN outperformed PNN with RR at 99.31% 

with a CT of 0.633 seconds at M=800 while PNN took 2.440 seconds to achieve a RR of 

98.44%. 

It is also important to notice that CT and RR with k-NN classifier using original HOG 

features (15,876) without compressing sensing are 7.541 seconds with a RR of 99.13% and for 

the PNN method, it was 73.902 seconds and 99.65%, respectively. The results in Table 3 show 
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that RR and CT for M=800 are better than those obtained with the original HOG features 

without CS method. 

Table 3. Test results 3 using Face96 database. 
 

 

M 

k-NN PNN 

RR (%) CT (sec) RR (%) CT (sec) 

10 27.78 0.286 31.08 0.033 

30 71.35 0.889 75.00 0.041 

80 93.58 0.368 93.06 0.083 

160 97.22 0.298 95.83 0.137 

200 97.74 0.359 96.53 0.122 

400 98.61 0.349 97.40 0.271 

800 99.31 0.633 98.44 2.440 

1300 99.48 1.973 97.92 4.464 

1400 99.13 1.349 98.26 4.652 

2000 99.31 1.725 98.09 6.317 
 

 

5.2.2 Results with Caltech Faces Database 

Similar experimental work then implemented with the Caltech Faces database which 

has 450 face images, with image size of 896×592 pixels, as well as 27 individual images under 

different expressions, lighting, and backgrounds. 

The feature dimension of the extracted HOG descriptor vectors in this work with this 

database is 46,656. The results of the experimental work with this database as shown in Table 

4, Table 5 and Table 6 respectively.  

Table 4, shows the comparison of the recognition results using different values of 

compressed features (M). These results were generated using a randomly different samples for 

each class in training set and 1 sample as an input test. It can see that the two classifiers at 

M=50 performed well. However, CT in PNN was at 0.016 seconds outperforming k-NN’s of 

0.155 seconds. 
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Table 4. Test results 4 using Caltech databases. 
 

 

M 

k-NN PNN 

Match CT (sec) Match CT (sec) 

10 0 0.128 0 0.011 

30 0 0.146 0 0.013 

50 1 0.155 1 0.016 

100 1 0.161 1 0.017 

500 1 0.187 1 0.020 
 

 

Using the all original HOG features (46,656), the correct matching without CS procedure and 

using k-NN was achieved for CT=0.4137 seconds which is larger than CT= 0.155 seconds with 

M=50 using the same k-NN classifier. Figure 17 show CT results from the compressed feature 

(M=50) in comparison with the original HOG features (46,656). Also, the results show the 

feature dimension is reduced to approximately 99 percent and with the classification time 

reduction to approximately 94 percent. 

Table 5 shows the comparison of the recognition results of the proposed framework 

with two different classification algorithms versus M, the compressed features. These are the 

results from including 2 samples in both training and testing datasets for each class. This table 

(Table 5) shows the recognition rate (RR) with both k-NN and PNN along their classification 

time (CT) in seconds. 

 

 
 

Figure 17. Test results 4 using Caltech dataset showing execution time analysis. 
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From Table 5, it observed that the CT of PNN is better than k-NN classifier. 

Table 5. Test results 5 using Caltech database. 
 

 

M 

k-NN PNN 

RR (%) CT (sec) RR (%) CT (sec) 

10 22.92 0.170 20.83 0.031 

50 56.25 0.150 56.25 0.049 

100 72.92 0.149 72.92 0.012 

300 79.17 0.151 79.17 0.013 

500 79.17 0.158 79.17 0.014 

1400 81.25 0.253 81.25 0.019 

1800 81.25 0.848 81.25 0.040 
 

 

The RR with the value of M=1,400 is 81.25% which is the same RR (81.25%) of the 

original HOG feature (46,656) without the CS method and with less CT. The original HOG CT 

is 5.568 seconds while with compressed data (1,400), the classification time is 0.253 seconds 

with the k-NN classifier. Also, with PNN at M=1,400, the RR is the same RR (81.25 %) of the 

original HOG feature, and the CT is 0.019 seconds which is much less than the CT of 2.540 

seconds obtained from the original HOG feature. 

Table 6, show the comparison of recognition results using both classification techniques 

versus different lengths of M, the compressed feature. These results were created using 4 

samples for each class in both testing and training sets.  

Table 6, displays the recognition rate (RR) with both k-NN and PNN along their CT in 

seconds. It observed that the CT resulting from PNN is better than that from the k-NN classifier. 

At the compressed value of M=500, the CT was 0.019 seconds with PNN while it was 0.192 

seconds with k-NN, with similar RR of 93.75%. When the compressed measurement M=1,600 

used with the k-NN classification method, the RR was 95% which is the same RR achieved 

when using the original HOG feature (46,656 features), with CT of 0.242 and 0.870 seconds, 

respectively. Figure 18 show CT for M=1600 and the original HOG features (46,656). Also, 

the results show the feature dimension is reduced to approximately 96 percent and with the 

classification time reduction to approximately 99 percent. 
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Table 6. Test results 6 using Caltech databases. 
 

 

M 

k-NN PNN 

RR (%) CT (sec) RR (%) CT (sec) 

50 67.50 0.399 70.00 0.016 

100 85.00 0.181 83.75 0.014 

300 95.00 0.280 90.00 0.025 

500 93.75 0.192 93.75 0.019 

800 92.50 0.185 91.25 0.023 

1200 97.50 0.230 92.50 0.031 

1600 95.00 0.242 93.75 0.033 

2000 96.25 0.212 92.50 0.045 
 

 

 
 

Figure 18. Test results 6 using Caltech dataset showing execution time analysis. 

As a conclusion, results of this dissertation framework with several selected values of 

parameters demonstrate significant improvements in the computational classification time, 

recognition accuracy, and prediction speed. These results show that the subset of the complete 

set of the input HOG features can perform with accuracy identical to the performance of the 

complete set and with a great reduction of the computational cost. 
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5.3 Experimental Results of a Hybrid Feature Extraction Framework - HOG and                 

Compressive Sensing Classification 

In the feature extraction stage of this framework, HOG feature descriptor is used as it 

has the property of extracting facial features even with variations in facial appearance and the 

ability to deal with the change in illuminations. Other features of HOG are added, which is the 

ability to vary HOG parameter values and thus feature dimensions which allowed to improve 

the feature selection and consequently better detection of facial features.  

The HOG followed with the classification stage by using a CS-based method that will 

allow us to achieve better recognition rates with a minimum feature dimension (length) and so 

with the significant reduction in computational time. To better show the impact of the 

parameters changes, the same technique implemented by using PNN as opposed to CS and with 

two different face databases. The block diagram of this dissertation framework shown in Figure 

7.  

Using the ORL face database [48] , JAFFE database [49] and AR dataset [68] for the 

simulations, and demonstrate that this work is capable of handling variations in facial 

expression, Pose, illuminations and face occlusion. Figure 12, Figure 13 and Figure 14  show 

a sample of these databases content respectively. Different experiments are implemented to 

validate the proposed system regarding recognition accuracy, dimension reduction and 

computational time.  

Several HOG feature descriptor parameters used in the experimental work for HOG feature 

extraction process. The HOG feature parameters are changed to different values to study the 

effects of these parameters on the performance of the HOG feature extractor in the facial 

recognition system. Indeed, the ability to varying these parameters allows for the selection of 

features that give a better recognition accuracy, improve the system execution time, and 

memory usage. The system execution time with this experimental work with the ORL and AR 
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datasets, feature extraction computational time, which is the time that spent to calculate the 

extracted HOG feature vector of all the training and testing datasets and does not include 

execution time during classification stage. Moreover, with the JAFFE database, the system 

execution time include the time that spent during the face detection process and the extracted 

HOG feature vector process of all the training and testing datasets and does not include 

execution time during classification stage. 

5.3.1 Results with ORL Face Database 

Table 7, Table 8 and Table 9 present the experimental results on the ORL face database 

by randomly chosen 200 image samples for the training and 200 for the testing, which means 

five samples for each face with the total of 40 classes. Therefore, for each class, a half of the 

images in the dataset are randomly chosen for training, and the rest used for testing.  

In the first test, the block size set to 2x2, 50% block overlapping, the number of the bin 

is 9, and the cell size changed to several values. It notes that with this case different cell size 

means different dimensions and feature lengths of the HOG descriptor feature vector. The result 

showed the recognition rate and the feature extraction execution time with different selected 

cell size value with a preselected random measurement length for CS method equal to M=110.   

Table 7. Test results1using ORL database. 
 

Cell 

size 

Feature 

dimension(length) 

Time  

(sec.) 

PNN 

(%) 

CS 

(%) 

4x4 21384 7.137 83.00 51.00 

6x6 8568 3.221 84.50 65.00 

8x8 4680 2.978 87.50 75.00 

10x10 2880 2.879 87.00 79.50 

12x12 1728 2.789 84.50 81.50 

14x14 1260 2.712 85.50 84.50 

16x16 864 2.688 85.50 86.00 

18x18 720 2.693 85.00 87.00 

20x20 432 2.667 82.50 84.00 

22x22 432 2.663 78.00 88.50 

24x24 216 2.661 73.50 85.50 
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 In Table 7, one can observe for example, that cell size of 4x4 produced a recognition rate 

of 83.00 % with PNN and only 51.00 % with the CS. However, using a cell size of 18x18, the 

recognition rate via PNN is 85.00% which is very close to its performance with cell size 4x4 

while CS recognition rate moved up to 87.00% outperforming itself with 4x4 cell size. The 

recognition rate improvement was also accompanied with less feature dimension (720) and 

with less computational time with the value of 2.693 sec with the cell size 18x18 while its 7.137 

sec with the cell size 4x4. Moreover, using 22x22 cell size, the CS recognition rate still 

improved to 88.5% to be able to outperform PNN classifier at all sizes and with less feature 

dimension and computational time. Figure 19 present the results of this simulation for both 

systems against variation in cell size.  

 

 
 

Figure 19. Test results1using ORL dataset showing recognition rate analysis with 

corresponding cell size.  

 

In the second test, the block size changed to 3x3, 50% block overlapping, bin=9 and 

the cell size changed to several values. Also, it shows that a new block size 3x3 and with 

different cell sizes means different dimensions of the HOG feature vector as shown in Table 8. 

In this Table 8, one can observe for example, that cell size of 4x4 produced a recognition 

rate of 83.50 % with PNN and only 59.50 % with the CS. However, with the cell size of 16x16, 

the recognition rate via PNN is 82.00% which is close to its performance with cell size 4x4 
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whereas CS recognition rate moved up to 87.00% outperforming itself with 4x4 cell size. The 

recognition rate improvement was also occurred with less feature dimension and with less 

computational time with the value of 2.961 sec with the cell size 16x16 while its 5.929 sec with 

the cell size 4x4. Furthermore, using a cell size 22x22, the CS recognition rate improved up to 

93.50% to be able to outperform PNN classifier at all sizes and with less feature dimension 

(486) and computational feature extraction time 2.828 sec. The results of this simulation for 

both systems against variation in cell size presented in Figure 20. 

Table 8. Test results 2 using ORL database. 
 

Cell 

size 

Feature 

dimension(length) 

Time 

(sec.) 

PNN  

(%) 

CS  

(%) 

4x4 44226 5.929 83.50 59.50 

6x6 16848 4.622 84.00 72.50 

8x8 8748 3.923 85.50 79.50 

10x10 5103 3.539 84.00 81.00 

12x12 2835 3.118 84.00 81.50 

14x14 1944 3.094 85.00 85.50 

16x16 1215 2.961 82.00 87.00 

18x18 972 2.956 80.50 86.00 

20x20 486 2.797 76.00 87.00 

22x22 486 2.828 77.50 93.50 

24x24 162 2.776 71.50 88.50 

 

 
 

 Figure 20. Test results 2 using ORL dataset showing recognition rate analysis with 

corresponding cell size. 

 

In the third test, the block size changed to 4x4, 50% block overlapping, and bin number 

equal to 9, and the cell size changed to several values. Also, it shows that this new block size 
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and with different cell sizes means different dimensions of the HOG feature vector as shown 

in Table 9. In Table 9, one can notice that the cell size of 4x4 produced a recognition rate of 

84.4% with PNN and only 62.50 % with CS. While with a cell size of 16x16, the recognition 

rate via PNN is 71.00% which is far away from its performance with cell size 4x4 while CS 

recognition rate moved up to 90.00% outperforming itself with 4x4 cell size. The recognition 

rate improvement was also accompanied with less computational time with the value of 2.719 

sec with the cell size 16x16 while its 3.841 sec with the cell size 4x4 and with less feature 

dimension. Furthermore, using 22x22 cell size, the CS recognition rate still improved to 

88.00% to be able to perform better than PNN classifier at all sizes and with less computational 

time and feature dimension. The results of this simulation for both systems against variation in 

cell size presented in Figure 21. 

Table 9. Test results 3 using ORL database. 
 

Cell 

size 

Feature 

dimension(length) 

Time 

 (sec.) 

PNN  

(%) 

CS  

(%) 

4x4 18720 3.841 84.00 62.50 

6x6 6912 3.631 82.50 75.00 

8x8 3456 2.966 82.50 79.00 

10x10 1728 2.969 80.50 83.00 

14x14 864 2.755 78.00 89.00 

16x16 288 2.719 71.00 90.00 

18x18 288 2.826 76.00 89.00 

20x20 144 2.739 77.50 87.00 

22x22 144 2.749 80.50 88.00 

 

 
 

Figure 21. Test results 3 using ORL dataset showing recognition rate analysis with 

corresponding cell size. 
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Therefore, the overall result of this experiments with PNN classifier as presented in 

Figure 22. It displays the comparison recognition rate with the different varying parameters 

values of the cell size and the block size with the fixing of the block overlap to half of the block 

size. It can see that the best performance 87.5 % with this experiment with PNN classifier is 

with the cell size 8x8 and block size 2x2 and with less feature extraction time 2.978 sec and 

with less feature dimension as given in Table 7. 

 

 
 

Figure 22. All results of PNN using ORL dataset showing recognition rate analysis with cell 

& block sizes. 

 

 Also, Figure 23 display the overall result of this experiments with CS classifier. This 

result displays the comparison recognition rate with the different varying parameters values of 

the cell size and the block size with the fixing of the block overlap to half of the block size. It 

can see that the best performance 93.5% with this experiment with CS classifier is with the cell 

size 22x22 and block size 3x3 and with less feature extraction time 2.828 sec and feature 

dimension.  

Therefore, the obtained result with these experiments show that the recognition rate 

93.5% with CS classifier is better than with PNN 87.5% and with a better feature extraction 
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computational time than with PNN classifier and with less feature dimension 486 than with 

PNN 4680. The summary result of this experiments as shown in Figure 24. 

 

 
 

Figure 23. All results of CS using ORL dataset showing recognition rate analysis with cell & 

block sizes. 

 

 
 

Figure 24. Summary results using ORL dataset with CS and PNN classifiers. 

 

Table 10, Table 11 and Table 12 present the experimental results with the ORL face 

database using another different samples, i.e., randomly chosen 160 images for the training and 

160 images for the testing, which means four samples for each face with the total of 40 classes. 

The result shows recognition rate and the feature extraction execution time with different 

selected parameters value with a preselected random measurement length for CS method equal 

to M=100.   
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In the first test, the block size fixed to 2x2, 50% block overlapping, bin=9, and the cell 

size varied to several values. Different cell size with block size 2x2 means different dimensions 

of the HOG feature vector. 

Table 10. Test results 1 using new samples of ORL database. 
 

Cell 

Size 

Feature 

dimension(length) 

Time 

 (sec.) 

PNN 

(%) 

CS 

(%) 

4x4 21384 3.795 86.25 58.13 

8x8 4680 2.711 88.75 74.38 

10x10 2880 2.490 90.63 72.50 

14x14 1260 2.219 87.50 80.00 

16x16 864 2.236 86.25 83.75 

18x18 720 2.228 87.50 85.00 

20x20 432 2.243 84.38 83.13 

22x22 432 2.387 82.50 86.88 

24x24 216 2.222 75.00 81.25 

 

One can note that when HOG feature cell size was 4x4, the recognition rate is 86.25 % for PNN 

and 58.13 % for CS. Also, using a cell size of 10x10, PNN classifier achieved a recognition 

rate 90.63 % while CS method could touch on 72.50 %. Increasing cell size to 22x22 enabled 

CS to jump to 86.88% recognition rate and to outperform PNN with significant reduction on 

demands of memory usage and computation time.  

In the second test, the block size increased to 3x3, 50% block overlapping, bin=9, and 

the cell size changed to several values. It notes here that different cell size means different 

feature lengths of the HOG descriptor feature vector. In Table 11, one can observe for example, 

that cell size of 4x4 produced a recognition rate of 86.88 % with PNN and only 58.75 % with 

the CS. Also, using a cell size of 20x20, the recognition rate via PNN is 76.88 % which is less 

than from its performance with cell size 4x4 while CS recognition rate moved up to 87.5 % 

outperforming itself with 4x4 cell size. The recognition rate improvement was also with a less 

feature dimension and with less computational time with the value of 2.386 sec with the cell 

size 20x20 while its 4.452 sec with the cell size 4x4. Also, using 24x24 cell size, the CS 



 

 

65 

 

recognition rate still improved to 88.12 % and outperform PNN classifier (76.88 %) with less 

feature dimension and computational time.  

Table 11. Test results 2 using new samples of ORL database. 
 

Cell size 
Feature 

dimension(length) 

Time  

(sec.) 

PNN  

(%) 

CS 

 (%) 

4x4 44226 4.452 86.88 58.75 

6x6 16848 3.086 86.25 71.25 

8x8 8748 2.818 88.75 78.75 

10x10 5103 2.458 88.75 83.13 

12x12 2835 2.432 86.88 81.25 

14x14 1944 2.384 86.25 86.25 

16x16 1215 2.357 85.00 86.25 

18 x18 972 2.333 83.13 87.5 

20x20 486 2.386 76.88 87.5 

22 x22 486 2.235 79.37 87.5 

24x 24 162 2.272 76.88 88.12 
 

In the third test, the block size set to 4x4, 50% block overlapping, bin=9, and the cell 

size changed to different values. Also, it notes here that different cell size value means different 

dimensions and feature lengths of the HOG feature vector.  

Table 12, show, for example, that cell size of 4x4 produced a recognition rate of 86.25 % with 

PNN and 68.75 % with the CS. However, using a cell size of 18x18, the recognition rate via 

PNN is 75.62 % which is far away from its performance with cell size 4x4 while CS recognition 

rate moved up to 88.12 % outperforming itself with 4x4 cell size. The recognition rate 

improvement was also with another improvement of less feature dimension and with less 

computational time with the value of 2.323 sec with the cell size 18x18 while its 3.253 sec with 

the cell size 4x4. Moreover, using 22x22 cell size, the CS recognition rate still improved to 

89.38 % to be able to outperform PNN classifier at all sizes and with less feature dimension 

and computational time.  
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Table 12. Test results 3 using new samples of ORL database. 
 

Cell size Feature 

dimension(length) 

Time 

(sec.) 

PNN 

(%) 

CS 

(%) 

4x4 18720 3.253 86.25 68.75 

6x6 6912 2.773 85.00 70.63 

8x8 3456 2.741 85.62 79.37 

12x12 864 2.360 78.75 83.13 

16x16 288 2.303 75.00 85.62 

18 x18 288 2.323 75.62 88.12 

20x20 144 2.375 80.63 85.62 

22 x22 144 2.419 83.13 89.38 
 

Therefore, the overall simulation result of this experiments with PNN classifier 

presented in Figure 25. It displays the comparison recognition rate with the different varying 

parameters values of the cell size and the block size with the fixing of the block overlap to half 

of the block size. It shows that the best performance 90.63 % with this experiment with PNN 

classifier is with the cell size 10x10 and the block size 2x2 and with less feature extraction time 

2.490 sec and with less feature dimension as given in Table 10. 

 

 
 

Figure 25. All results of PNN using another new samples ORL dataset showing recognition 

rate analysis with cell & block sizes. 

 

Also,  Figure 26 display the overall result of these experiments with CS classifier. It 

displays the comparison recognition rate with the different varying parameters values of the 

cell and the block size with the fixing of the block overlap to half of the block size. The results 
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show that the best performance 89.38 % with this experiment with CS classifier is with the cell 

size 22x22 and block size 4x4 and with less feature extraction time 2.419 sec and feature 

dimension.  

Therefore, the obtained result with this experiment show that the recognition rate 89.38 

% with CS classifier is close to PNN 90.63 % and with a less feature extraction computational 

time than with PNN classifier and with less feature dimension 144 than with PNN 2880. The 

summary result of this experiments as shown in Figure 27. 

 

 
 

Figure 26. All results of CS using another new samples ORL dataset showing recognition rate 

analysis with cell & block sizes. 

 

 
 

Figure 27. Summary results using new samples ORL dataset with CS and PNN classifiers. 
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Other experimental results for face identification system as are presented in Table 13 

using the ORL face database. A “200” samples for training are used and “1” test sample for 

testing. The results of this simulation presented with the CS against variation in cell size with 

fixing the block size to 2x2 and the block overlap to half of the block size.  In Table 13, “1” 

(100%) means an input test sample matched the correct sample from the training set and “0” 

(0%) means an input test sample doesn’t match the correct sample from the training set at 

various cell sizes and HOG feature dimensions. 

Table 13. Face identification Using ORL database. 
 

Cell 

size 

Feature 

dimension(length) 

CS Classification 

(Match) 

8x8 4680 1(100%) 

16x16 864 1(100%) 

20x20 432 1(100%) 

24x24 216 0 (0%) 

28x28 216 0 (0%) 
 

5.3.2 Results with JAFFE Face Database 

The results of the experimental work with another face database, JAFFE face database, 

a randomly chosen 100 images for the training and 100 for the testing, which means 10 samples 

(images) for each face with the total of 10 classes shown in Figure 28 and Figure 29. The 

obtained results display recognition rate and the execution time with different selected HOG 

feature parameters value with a preselected random measurement length for CS method equal 

to M=60. 

Figure 28 present the overall result of this experiments with PNN classifier. This result 

displays the comparison recognition rate with the varying different values of the cell size and 

the block size and with the overlapping block to the half of the block size. It shows that the 

best performance 96% with this experiment with PNN classifier is with the cell size 26x26 and 

the block size 1x1 and with less execution time 29.498 sec and feature dimension 729 as 
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compared with other obtained result, as shown in Table 14. Table 14 display this case, that is, 

several cell size values with the block size 1x1. 

Table 14. Test Result with JAFFE dataset with (1x1) block size. 
 

Cell size 
Feature 

dimension(length) 

Time  

(sec.) 

PNN 

 (%) 

CS  

(%) 

4x4 34596 31.973 10 33 

6x6 15129 28.059 95 45 

8x8 8649 28.257 92 62 

10x10 5625 27.501 95 70 

12x12 3600 26.881 92 79 

14x14 2601 27.004 96 76 

16x16 2025 27.512 95 87 

18x18 1521 26.296 94 85 

20x20 1296 29.694 94 84 

22x22 1089 30.537 94 81 

24x24 900 29.691 93 91 

26x26 729 29.498 96 93 

28x28 576 29.361 95 89 
 

 

 
 

Figure 28. All results of PNN using JAFFE dataset showing recognition rate analysis with 

cell & block sizes. 
 

Also, Figure 29 display the overall result of the experiments with CS method. It shows 

the comparison recognition rate with the changing of different values of descriptor parameters 

with the block overlapping to the half of the block size. It present that the best performance 96 

% with this experiment with CS is with the cell size 30x30 and block size 5x5 and with less 

execution time 26.012 sec and feature dimension 900 as compared with other obtained result, 
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as shown in Table 15. Table 15 show this result, that is, several cell size values with the block 

size 5x5. The obtained results with this experiment show that the recognition accuracy with CS 

is the same with the PNN (96 %) but with less execution time (26.01 sec) with CS than with 

PNN (29.49sec). 

Table 15. Test Result with JAFFE dataset with (5x5) block size. 
 

Cell size 
Feature 

dimension(length) 

Time 

 (sec.) 

PNN  

(%) 

CS 

 (%) 

4x4 189225 30.86 93 44 

6x6 81225 27.17 94 77 

8x8 44100 26.29 90 81 

10x10 27225 26.16 90 82 

12x12 14400 25.39 89 86 

14x14 11025 25.54 89 86 

16x16 8100 25.55 90 90 

18x18 5625 26.32 88 93 

20x20 3600 26.44 81 90 

22x22 3600 26.48 94 91 

24x24 2025 26.62 89 89 

26x26 2025 26.12 92 89 

28x28 900 26.36 74 92 

30x30 900 26.01 92 96 

 

 
 

Figure 29. All results of CS using JAFFE dataset showing recognition rate analysis with cell 

& block sizes. 

 

As a conclusion, the obtained results of this proposed framework with different selected 

values of the HOG descriptor parameters show great improvements in the recognition 

performance, computational time, and system prediction speed. These results show that 

through the selection of the several parameters of the HOG descriptor in combined with CS 
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method can predict the output with accuracy comparable to the performance of the PNN 

classifier with a significant reduction of the memory usage and computational cost. 

5.3.3 Results with AR Face Database 

Table 16, Table 17 and Table 18 present the experimental results on the AR face 

database by randomly chosen 1300 image samples for the training and 1300 for the testing, 

which means 13 samples for each face with the total of 100 classes. Therefore, for each class, 

a half of the images in the dataset are randomly chosen for training, and the rest used for testing.  

In the first test, the block size set to 1x1, 50% block overlapping, the number of the bin 

is 9, and the cell size changed to several values. It notes that with this case different cell size 

means different dimensions and feature lengths of the HOG descriptor feature vector. The result 

showed the recognition rate and the feature extraction execution time for the training and 

testing datasets with different selected cell size value with a preselected random measurement 

length for CS method equal to M=140.   

Table 16. Test Result with AR dataset with (1x1) block size. 
 

 

 

 

 

 

 

 

In Table 16, one can observe for example, that cell size of 8x8 produced a recognition rate of 

89.00 % with PNN and only 73.15 % with the CS. Moreover, increasing the cell size to 16x16, 

the CS recognition rate improved to 80.00 % to be able to outperform itself. Also, with this cell 

Cell size Feature 

dimension(length) 

Time 

(sec.) 

PNN 

(%) 

CS 

(%) 

8x8 2700 28.060 89.00 73.15 

10x10 1728 24.930 88.08 74.08 

12x12 1170 23.772 87.31 78.69 

14x14 792 22.693 83.92 77.15 

16x16 630 23.993 83.54 80.00 

18x18 486 24.452 77.38 72.85 

20x20 432 23.010 72.77 73.46 

22x22 315 23.757 65.92 71.46 

24x24 270 22.905 63.46 73.15 

26x26 216 23.361 50.31 68.46 

28x28 180 22.788 46.00 67.31 
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size (16x16) the feature dimension and computational time are less than the one with 8x8 cell 

size. Figure 30 present the results of this simulation for both systems against variation in cell 

size.  

 

 
 

Figure 30. Test results1using AR dataset showing recognition rate analysis with 

corresponding cell size. 

 

Table 17. Test Result with AR dataset with (2x2) block size. 

 
Cell size 

T2 

Feature 

dimension(length) 

Time 

(sec.) 

PNN 

(%) 

CS 

(%) 

8x8 9576 37.17 89.77 79.69 

10x10 5940 33.11 88.85 81.23 

12x12 3888 27.18 87.31 83.85 

14x14 2520 28.26 85.92 84.85 

16x16 1944 27.96 85.15 85.92 

18x18 1440 26.20 82.92 82.15 

20x20 1260 24.57 81.69 83.92 

22x22 864 24.69 77.38 85.38 

24x24 720 23.77 71.15 83.62 

26x26 540 25.09 58.08 83.69 

28x28 432 23.38 55.46 84.85 

30x30 432 23.98 56.31 82.62 

 

In the second test, the block size changed to 2x2, 50% block overlapping, bin=9 and 

the cell size changed to several values. Also, it shows that a new block size 2x2 and with 

different cell sizes means different dimensions of the HOG feature vector as shown in Table 
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17.  In this Table 17, one can observe for example, that cell size of 8x8 produced a recognition 

rate of 89.77 % with PNN and only 79.69 % with the CS. 

However, with the cell size of 16x16, the recognition rate via PNN is 85.15% which is lower 

than to its performance with cell size 8x8 whereas CS recognition rate moved up to 85.92% 

outperforming itself with 8x8 cell size. The recognition rate improvement was also occurred 

with less feature dimension and with less computational time with the value of 27.96 sec with 

the cell size 16x16 while its 37.17 sec with the cell size 8x8. Furthermore, using a cell size 

22x22, the CS recognition rate kept its value around 85% and outperformed PNN classifier rate 

(77.38%) with less feature dimension (864) and computational feature extraction time 24.69 

sec. The results of this simulation for both systems against variation in cell size presented in 

Figure 31. 

 

 
 

Figure 31. Test results 2 using AR dataset showing recognition rate analysis with 

corresponding cell size. 

 

In the third test, the block size changed to 3x3, 50% block overlapping, and bin number 

equal to 9, and the cell size changed to several values. Also, it shows that this new block size 

and with different cell sizes means different dimensions and feature length of the HOG feature 

vector as shown in Table 18. In Table 18, one can notice that the cell size of 8x8 produced a 

recognition rate of 87.1 % with PNN and 82.15 % with CS. While with a cell size of 18x18, 
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the recognition rate via PNN is 82.62% which is less than of its performance with cell size 8x8 

while CS recognition rate moved up to 86.08% outperforming itself with 8x8 cell size. 

Furthermore, using 24x24 cell size, the CS recognition rate still improved to 86.23% to be able 

to perform better than PNN classifier rate (61.23%) and with less computational time and 

feature dimension. The recognition rate improvement was also accompanied with less 

computational time with the value of 18.979 sec with the cell size 24x24 while its 68.961 sec 

with the cell size 8x8 and with much less and improvements in the feature dimension 18954 

with cell size 8x8 and reduced to 972 with cell size 24x42. The results of this simulation for 

both systems against variation in cell size presented in Figure 32. 

Table 18. Test Result with AR dataset with (3x3) block size. 

 
Cell size Feature 

dimension(length) 

Time 

(sec.) 

PNN 

(%) 

CS 

(%) 

8x8 18954 68.961 87.10 82.15 

10x10 11340 58.134 86.31 85.69 

12x12 7128 28.705 84.85 85.15 

14x14 4374 24.557 84.15 85.38 

16x16 3240 21.832 83.31 85.15 

18x18 2268 21.276 82.62 86.08 

20x20 1944 19.551 80.15 84.46 

22x22 1215 18.550 70.00 84.62 

24x24 972 18.979 61.23 86.23 

26x26 648 19.011 50.08 83.38 

28x28 486 18.307 52.00 84.15 

 

 
 

Figure 32. Test results 3 using AR dataset showing recognition rate analysis with 

corresponding cell size. 
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In the fourth test, the block size changed to 4x4, 50% block overlapping, and bin 

number equal to 9, and the cell size changed to several values. Also, it notices that the new 

block size and with different cell sizes means different dimensions of the HOG feature vector 

as shown in  Table 19 . In Table 19, one can notice that the cell size of 8x8 produced a 

recognition rate of 86.77% with PNN and 85.00 % with CS. While with a cell size of 14x14, 

the recognition rate via PNN decreased to 82.54.00% which is less than its performance with 

cell size 8x8 while CS recognition rate moved up to 88.08% outperforming itself with 8x8 cell 

size. Moreover, using 18x18 cell size, the CS recognition rate still improved to 87.38 % to be 

able to perform better than PNN classifier with less computational time and feature dimension. 

The recognition rate improvement was also accompanied with less computational time with 

the value of 18.26 sec with the cell size 18x18 while its 29.92 sec with the cell size 8x8 and 

with less feature dimension 864 with 18x18 cell size and it was 7776 with 8x8 cell size. The 

results of this simulation for both systems against variation in cell size presented in Figure 33. 

                            Table 19. Test Result with AR dataset with (4x4) block size. 

Cell size 

T4 

Feature 

dimension(length) 

Time 

(sec.) 

PNN 

(%) 

CS 

(%) 

8x8 7776 29.92 86.77 85.00 

10x10 5040 34.88 86.15 85.54 

12x12 2880 19.58 85.54 87.23 

14x14 1728 18.34 82.54 88.08 

16x16 1152 17.90 68.62 85.15 

18x18 864 18.26 63.46 87.38 

20x20 864 18.19 58.77 85.31 

22x22 288 16.91 48.85 84.85 

24x24 288 17.30 47.85 85.08 

26x26 288 17.10 45.31 81.15 

28x28 144 19.28 50.23 79.77 
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Figure 33. Test results4 using AR dataset showing recognition rate analysis with 

corresponding cell size. 

 

In the last test, the block size changed to 5x5, 50% block overlapping, and bin number 

equal to 9, and the cell size changed to several values. Also, it notices that the new block size 

and with different cell sizes means different dimensions of the HOG feature vector as shown 

in Table 20. In Table 20, one can see that the cell size of 8x8 produced a recognition rate of 

85.85% with PNN and 86.62 % with CS. While with a cell size of 16x16, the recognition rate 

via PNN decreased to 66.08% which is far away from its performance with cell size 8x8 while 

CS recognition rate moved up to 87.23 % outperforming itself with 8x8 cell size. Furthermore, 

using 20x20 cell size, the CS recognition rate still improved to 87.31 % to be able to outperform 

PNN classifier (53.08%) with less computational time and feature dimension. The recognition 

rate improvement was also accompanied with less computational time with the value of 20.29 

sec with the cell size 20x20 while its 36.14 sec with the cell size 8x8 and with less feature 

dimension 450 with 20x20 cell size and it was 10800 with 8x8 cell size. The results of this 

simulation for both systems against variation in cell size presented in Figure 34. 
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Table 20. Test Result with AR dataset with (5x5) block size. 

 
Cell size 

T5 

Feature 

dimension(length) 

Time 

(sec.) 

PNN 

(%) 

CS 

(%) 

8x8 10800 36.147 85.85 86.62 

10x10 5400 34.717 83.92 88.31 

12x12 3375 23.147 83.00 86.38 

14x14 1800 19.570 71.31 86.77 

16x16 1350 20.389 66.08 87.23 

18x18 675 19.369 53.38 85.08 

20x20 450 20.290 53.08 87.31 

22x22 450 20.253 47.92 83.77 

24x24 225 17.719 52.00 81.62 

 

  
 

Figure 34. Test results5 using AR dataset showing recognition rate analysis with 

corresponding cell size. 

 

Therefore, the overall result of this experiments with PNN classifier as presented in 

Figure 35. It displays the comparison recognition rate with the different varying parameters 

values of the cell size and the block size with the fixing of the block overlap to half of the block 

size. It can see that the best performance 89.77 % with this experiment with PNN classifier is 

with the cell size 8x8 and block size 2x2 and with a feature extraction time 37.17 sec and 

feature dimension 9576 as given in Table 17. 

Also, Figure 36 display the overall result of this experiments with CS classifier. This result 

displays the comparison recognition rate with the different varying parameters values of the 

cell size and the block size with the fixing of the block overlap to half of the block size. 
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Figure 35. All results of PNN using AR dataset showing recognition rate analysis with cell & 

block sizes. 

 

            It can see that the best performance 88.31 % with this experiment with CS classifier is 

with the cell size 10x10 and block size 5x5 and with less feature extraction time 34.717 sec 

and feature dimension 5400.  

Therefore, the obtained result with these experiments show that the recognition rate 

with CS classifier is close to the PNN and with a better feature extraction computational time 

than with PNN classifier and with less feature dimension 5400 than with PNN 9576. The 

summary result of this experiments as shown in Figure 37. 

 

 
 

Figure 36. All results of CS using AR dataset showing recognition rate analysis with cell & 

block sizes. 
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Figure 37. Summary results using AR dataset with CS and PNN classifiers. 

5.4  Experimental Results of a Hybrid Framework- HOG and PNN Cross Validation   

Evaluation 

In this dissertation facial recognition framework, an integration technique of a HOG 

feature descriptors and PNN classifier are proposed to use. This dissertation framework 

experimental results compared with those of the k-NN-based classification algorithm with ORL 

and AR face databases.  The block diagram of this system shown in  Figure 8. The following 

section described the obtained experimental work result of this dissertation framework. 

5.4.1 Results with ORL Face Database 

Table 21 present the experimental results on the ORL database using the whole database 

(400) images.  In the first test, the block size set to 2x2, 50% block overlapping, the number of 

the bin is 9, and the cell size changed to different values. It notes that with this case with 

different cell size means different dimensions and feature lengths of the HOG descriptor feature 

vector. The result showed the recognition rate and the feature dimension with two different 

classification methods the k-NN and PNN.  
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Figure 38 show the comparison recognition rate with the different varying parameters 

values of the cell size with the fixing the block size 2x2 and the block overlap to half of the 

block size. The value of k- fold is 10 for best classifier selection performance. It can see that 

the best performance 97.00 % with this experiment with PNN classifier is with the cell size 8 

x 8 and block size 2x2 and with less feature dimension 4680 and feature extraction 

computational time 2.656 sec as given in Table 21. 

Table 21. Test results1using ORL database with (2x2) block size. 

Cell 

size 

k-

fold 

(kf) 

Feature 

dimension(length) 

Time(s) PNN 

(%) 

k-NN 

(%) 

k=1 

k-NN 

(%) 

k=3 

k-NN 

(%)  

k=5 

6x6 2 

4 

6 

8 

10 

8568 2.700 86.50   

94.75   

94.75   

96.00   

96.25 

88.75 

94.50 

94.75 

96.00  

96.25 

73.25 

88.00 

89.25 

90.00 

92.50 

77.50 

84.75 

86.50 

86.25 

87.25 

8 x 8 2 

4 

6 

8 

10 

4680 2.656 90.50    

95.75     

96.75     

96.25   

97.00 

89.50  

96.00  

96.75  

97.00  

97.00 

82.25 

91.00 

95.00  

91.25 

92.75 

75.50 

84.75  

88.00 

88.50 

89.75 

10x10 2 

4 

6 

8 

10 

2880 2.508 90.75    

96.00    

96.50    

96.50    

96.75 

91.50 

94.75 

95.50 

96.75 

96.75 

81.00  

91.00 

92.25  

93.25 

93.00 

8750 

87.25 

88.75 

89.00 

92.50 

12x12 2 

4 

6 

8 

10 

1728 2.391 90.75     

94.00     

94.75     

94.50     

96.50 

91.75 

 95.50 

 95.75  

96.00  

96.50 

76.75 

89.25 

92.25 

92.50 

92.75 

75.25 

86.25 

88.00 

88.75 

89.75 

14x14 2 

4 

6 

8 

10 

1260 2.272 87.50      

93.25     

95.50     

94.25     

95.75 

94.75   

 95.75  

96.25  

 96.25 

97.00 

81.25 

91.25 

93.00 

92.75 

93.50 

82.25 

87.50 

89.00 

9000 

91.00 

16x16 2 

4 

6 

8 

10 

864 2.262 89.25      

92.75     

93.00     

94.00     

93.75 

91.00  

 96.00  

95.00   

96.25  

 96.75 

85.00 

91.00  

92.75 

92.75 

94.25 

76.00  

86.25  

9250  

9250 

91.00 

18x18 2 

4 

6 

8 

10 

720 2.252 91.50    

90.25    

91.00    

92.00    

92.75 

92.00  

97.00  

96.75  

97.50 

97.25 

84.00 

94.00 

94.25 

93.25 

95.50 

75.00 

87.00 

89.75 

9000 

91.00 

20x20 2 

4 

6 

8 

10 

432 2.159 81.25     

79.75   

83.00    

82.00    

87.25 

93.00 

96.25 

96.25 

97.00 

97.00 

81.25 

91.75 

93.25 

94.75 

94.25 

78.00 

85.25 

88.25 

97.50 

90.00 

22x22 2 

4 

6 

8 

10 

432 2.159 83.75    

82.75    

82.00    

85.25    

89.25 

93.25 

95.50 

96.25 

95.75 

97.00 

86.75 

93.50 

94.50 

95.50 

95.75 

83.25  

91.25 

95.00 

94.25  

94.75 
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Figure 38. Recognition rate with 2x2 block size with different cell size (cs) & k-fold with 

PNN. 

 

 

Figure 39 display the comparison recognition rate with the different varying cell size 

parameters values with the fixing of the block overlap to half of the block size. It shows that 

the value of k-fold is 8 for best classifier selection performance. Also, it can see that the best 

performance 97.50 % with this experiment with k-NN classifier with number of the nearest 

neighbor k=1 is with the cell size 18x18 and block size 2x2 and with less feature dimension 

720 and feature extraction computational time 2.252 sec as shown in Table 21. 

 

 
 

Figure 39. Recognition rate with 2x2 block size with different cell size (cs) & k-fold with k-

NN. 
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Figure 40 show the comparison recognition rate with the different varying parameters 

values of the cell size with the fixing the block size 3x3 and the block overlap to half of the 

block size. The value of k- fold is 10 for best classifier selection performance. It can see that 

the best performance 96.50 % with this experiment with PNN classifier is with the cell size 

10x10 and block size 3x3 and with less feature dimension 5103 and feature extraction 

computational time 2.748 sec.  

Figure 41 present the comparison recognition rate with the different varying parameters 

values of the cell size with fixing the block size 3x3 and the block overlap to half of the block 

size. It can notice that the value of k-fold is 10 for best classifier selection performance. 

 

 
 

Figure 40. Recognition rate with 3x3 block size with different cell size (cs) & k-fold with 

PNN. 

 

Also, it shows that the best performance 97.50% with this experiment with k-NN 

classifier with number of the nearest neighbor k=1 is with the cell size 22x22 and block size 

3x3 and with less feature dimension 486 and feature extraction computational time 2.336 sec. 
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Figure 41. Recognition rate with 3x3 block size with different cell size (cs) & k-fold with k-

NN. 

 

Figure 42 displays the comparison recognition rate with the different varying 

parameters values of the cell size with the fixing the block size 4x4 and the block overlap to 

half of the block size. The value of k- fold is 10 for best classifier selection performance. It 

shows that the best performance 95.25 % with this experiment with PNN classifier is with the 

cell size 8x8 and block size 4x4 and with less feature dimension 3456 and feature extraction 

computational time 2.394 sec. 

 

 
 

Figure 42. Recognition rate with 4x4 block size with different cell size (cs) & k-fold with 

PNN. 

 

Figure 43 display the comparison recognition rate with the several varying cell size 

parameters values with fixing the block size 4x4 and the block overlap to 50 %. It can observe 
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that the value of k-fold is 10 for best classifier selection performance. It displays that the best 

performance 97.75 % with this experiment with k-NN with number of the nearest neighbor k=1 

is with the cell size 23x23 and block size 4x4 and with less feature dimension 144 and feature 

extraction computational time 2.249 sec.  

 

 
 

Figure 43. Recognition rate with 4x4 block size with different cell size (cs) & k-fold with k-

NN. 

 

Figure 44 display the comparison recognition rate with the several varying parameters 

values of the cell size with the fixing the block size 5x5 and the block overlap to 50%. The 

value of k- fold is 10 for best classifier selection performance. It can notice that the best 

performance 95 % with this experiment with PNN classifier is with the cell size 6x6 and block 

size 5x5 and with feature dimension 9450 and feature extraction computational time 3.394 sec.  

Figure 45 present the comparison recognition rate with the different varying parameters 

values of the cell size with fixing the block size 5x5 and the block overlap to half of the block 

size. It shows that the value of k-fold is 10 for best classifier selection performance. 
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Figure 44. Recognition rate with 5x5 block size with different cell size (cs) & k-fold with 

PNN. 

 

It can see that the best performance 97.50% with this experiment with k-NN with number of 

the nearest neighbor k=1 is with the cell size 18x18 and block size 5x5 and with less feature 

dimension 225 and feature extraction computational time 2.461 sec.  

 

 
 

Figure 45. Recognition rate with 5x5 block size with different cell size (cs) & k-fold with k-

NN.   

 

Figure 46 show the comparison recognition rate with the different varying parameters 

values of the cell size with the fixing the block size 1x1 and the block overlap to half of the 

block size. The value of k- fold is 10 for best classifier selection performance. It can see that 

the best performance 96 % with this experiment with PNN classifier is with the cell size 10x0 



 

 

86 

 

and block size 1x1 and with less feature dimension 891 and feature extraction computational 

time 2.397 sec. 

 

 
 

Figure 46. Recognition rate (%) with 1x1 block size with different cell size (cs) & k-fold with 

PNN. 
 

Figure 47 display the comparison recognition rate with the different varying parameters 

values of the cell size with fixing the block size 1x1 and the block overlap to half of the block 

size. It displays that the value of k-fold is 10 for best classifier selection performance. Also, it 

can see that the best performance 97.25 % with this experiment with k-NN classifier with 

number of the nearest neighbor k=1 is with the cell size 18x18 and block size 1x1 and with less 

feature dimension 270 and feature extraction computational time 2.282 sec.   

 

 
 

Figure 47. Recognition rate with 1x1 block size with different cell size (cs) & k-fold with k-

NN. 
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 So, in conclusion, the overall result from these experiments show that the best 

performance with the PNN classifier is 97 % is with the cell size 8x8 and block size 2x2 and 

with the feature dimension 4680 and feature extraction computational time 2.656 sec as given 

in Table 21. 

 Also, the overall result from these experiments show that the best performance with the k-

NN classifier is 97.75 % is with number of the nearest neighbor k=1 and with the cell size 

23x23 and block size 4x4 and with the feature dimension 144 and feature extraction 

computational time 2.249 sec. Thus, k-NN classifier is better than PNN classifier. 

5.4.2 Results with AR Face Database 

The experimental results on the AR face database using the whole database (2600) images 

present in Table 22.  In the first test, the block size set to 1x1, 50% block overlapping, bin 

number is 9, and the cell size changed to several values. It notes that with this case of different 

cell size means different dimensions and feature lengths of the HOG descriptor feature vector. 

The result showed the recognition rate, feature dimension and the feature extraction execution 

time with two different classification methods the (k-NN) classifier and (PNN). 

Figure 48 show the comparison recognition rate with the different varying parameters 

values of the cell size with the fixing the block size 1x1 and the block overlap to half of the 

block size with the bin number equal to 9. The value of k-fold is 10 for best classifier selection 

performance. It can see that the best performance 98.65 % with this experiment with PNN 

classifier is with the cell size 12x12 and block size 1x1 and with less feature dimension 1170 

and feature extraction computational time 41.28 sec as shown in Table 22.  
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Table 22. Test results1using AR database with (1x1) block size. 

Cell 

size 

k-

fold 

(kf) 

Feature 

dimension(length) 

Time(s) PNN 

(%) 

k-NN 

(%) 

k=1 

k-NN 

(%) 

k=3 

k-NN 

(%)  

k=5 

8 x 8 2 

4 

6 

8 

10 

2700 50.29 91.69   

97.03   

97.26   

97.92   

98.53 

89.92   

95.96  

97.53   

98.03   

98.30 

81.38   

91.53  

92.50   

94.34   

94.38 

80.15   

90.19   

92.19   

92.88   

93.26 

10x10 2 

4 

6 

8 

10 

1728 47.31 90.57   

96.69   

97.76   

97.84   

98.53 

89.34  

96.65   

97.57   

98.03   

98.26 

80.11   

90.50   

91.92   

92.76  

93.76 

78.73   

89.53   

91.50   

91.88 

92.73 

12x12 2 

4 

6 

8 

10 

1170 41.28 90.65   

96.88   

97.46   

98.11   

98.65 

90.73   

95.69   

97.11  

97.69   

98.11 

80.03   

90.42   

91.65   

92.57  

92.88 

79.11   

88.57   

90.73  

91.03   

92.11 

14x14 2 

4 

6 

8 

10 

792 39.82 88.57   

95.88   

96.53   

97.11   

97.61 

85.84  

94.84   

95.69  

96.88  

97.30 

74.34  

86.65   

89.34   

90.30   

90.65 

74.00  

85.73   

88.65   

88.23  

89.76 

16x16 2 

4 

6 

8 

10 

630 42.40 89.38   

94.69   

96.42  

97.30   

97.34 

86.80  

94.26  

95.69   

96.34   

96.73 

75.42   

86.15  

89.73   

91.80   

90.76 

75.15   

86.07  

89.00   

89.73   

89.96 

18x18 2 

4 

6 

8 

10 

486 42.86 87.34   

93.38   

94.50   

95.69   

96.15 

85.61   

92.80   

95.15   

95.30  

95.92 

72.30   

84.96   

86.26   

87.23   

89.19 

71.92   

82.69   

84.76   

86.76   

87.80 

20x20 2 

4 

6 

8 

10 

432 39.59 83.30   

90.80   

92.38   

93.73   

93.96 

84.96   

92.07   

94.15  

95.19   

95.30 

71.07   

84.03   

87.11 

87.96   

88.15 

71.73   

84.42   

85.30   

86.50   

86.50 

22x22 2 

4 

6 

8 

10 

315 39.14 78.46   

84.11   

84.96   

86.30   

86.50 

79.19   

89.88   

90.76   

91.23   

92.38 

66.57   

80.03   

82.11   

83.19  

84.73 

77.92  

79.38   

81.80   

83.26   

83.19 

 

 
 

Figure 48. Recognition rate with 1x1 block size with different cell size (cs) &  k-fold with 

PNN. 
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Figure 49 display the comparison recognition rate with the different varying parameters 

values of the cell size with fixing the block size 1x1 and the block overlap to half of the block 

size with the bin number equal to 9. It displays that the value of k-fold is 10 for best classifier 

selection performance. Also, it can see that the best performance 98.30% with this experiment 

with k-NN with number of the nearest neighbor k=1 is with the cell size 8x8 and block size 

1x1 and with less feature dimension 2700 and feature extraction computational time 50.296 sec 

as shown in Table 22.   

 

 
 

Figure 49. Recognition rate with 1x1 block size with different cell size (cs) & k-fold with k-

NN. 

 

Figure 50 show the comparison recognition rate with the different varying parameters 

values of the cell size with the fixing the block size 2x2 and the block overlap to half of the 

block size with bin = 9. The value of k-fold is 10 for best classifier selection performance. It 

can see that the best performance 98.19% with this experiment with PNN classifier is with the 

cell size 10x10 and block size 2x2 and with less feature dimension 5940 and feature extraction 

computational time 58.846 sec. 
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Figure 50. Recognition rate with 2x2 block size with different cell size (cs) & k-fold with 

PNN. 

 

Figure 51 display the comparison recognition rate with the different varying cell size 

parameters values with the fixing of the block overlap to half of the block size. It shows that 

the value of k-fold is 10 for best classifier selection performance. Also, it can see that the best 

performance 98.423% with this experiment with k-NN classifier with number of the nearest 

neighbor k=1 is with the cell size 8x8 and block size 2x2 and with less feature dimension 9576 

and feature extraction computational time 67.310 sec. 

 

 
 

Figure 51. Recognition rate with 2x2 block size with different cell size (cs) & k-fold with k-

NN. 

 

Figure 52 displays the comparison recognition rate with the different varying 

parameters values of the cell size with the fixing the block size 4x4 and the block overlap to 
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half of the block size. The value of k-fold is 10 for best classifier selection performance. It 

shows that the best performance 95.73 % with this experiment with PNN classifier is with the 

cell size 12x12 and block size 4x4 and with less feature dimension 2880 and feature extraction 

computational time 59.577 sec. 

 

 
 

Figure 52. Recognition rate with 4x4 block size with different cell size (cs) & k-fold with P-

NN. 

 
 

Figure 53 display the comparison recognition rate with the several varying cell size 

parameters values with fixing the block size 4x4 and the block overlap to 50 %. It can observe 

that the value of k-fold is 10 for best classifier selection performance. It displays that the best 

performance 97.38 % with this experiment with k-NN with number of the nearest neighbor k=1 

is with the cell size 8x8 and block size 4x4 and with less feature dimension 7776 and feature 

extraction computational time 54.783 sec.  
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Figure 53. Recognition rate with 4x4 block size with different cell size (cs) & k-fold with k-

NN. 
 

Figure 54 displays the comparison recognition rate with the different varying 

parameters values of the cell size with the fixing the block size 5x5 and the block overlap to 

half of the block size. The value of k-fold is 10 for best classifier selection performance. It 

shows that the best performance 95.11% with this experiment with PNN classifier is with the 

cell size 10x10 and block size 5x5 and with less feature dimension 5400 and feature extraction 

computational time 33.973 sec. 

 

 
 

Figure 54. Recognition rate with 5x5 block size with different cell size (cs) & k-fold with 

PNN. 

 

 

Figure 55 displays the comparison recognition rate with the different varying 

parameters values of the cell size with the fixing the block size 5x5 and the block overlap to 
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half of the block size. The value of k-fold is 10 for best classifier selection performance. It 

shows that the best performance 96.61% with this experiment with k-NN classifier is with the 

cell size 8x8 and block size 5x5 and with less feature dimension 10800 and feature extraction 

computational time 99.378 sec. 

 

 
 

Figure 55. Recognition rate with 5x5 block size with different cell size (cs) & k-fold with k-

NN. 

 

 So, in conclusion, the overall result from these experiments show that the best 

performance with the PNN classifier is 98.653 % is with the cell size 12x12 and block size 1x1 

and with the feature dimension 1170 and feature extraction computational time 41.286sec as 

given in Table 22. 

  Also, the overall result from these experiments show that the best performance with the 

k-NN classifier is 98.42 % is with number of the nearest neighbor k=1 and with the cell size 

8x8 and block size 2x2 and with the feature dimension 9576 and feature extraction 

computational time 67.310 sec. Thus, PNN classifier is better than k-NN classifier. 
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5.5 Experimental Results of a Hybrid HOG-CS Feature Extraction Framework with PNN 

Cross-Validation Evaluation 

        In this hybrid facial recognition framework, combination techniques of a HOG feature 

descriptors and PNN classifier are proposed to use. This dissertation framework experimental 

results compared with those of the k-NN-based classification algorithm with ORL and AR face 

databases.  The k-fold cross-validation used in this experimental work with a different value of 

k folds such as 2,4,6,8, and 10 for best model selection. Also, the voting approach with different 

values of k number of the nearest neighbor are used such as 1, 3, and 5 with the k-NN classifier. 

The block diagram of this dissertation framework as shown in Figure 9. The following section 

described the obtained experimental work results of this dissertation framework.  

5.5.1 Results with ORL Face Database 

The extracted HOG feature vectors length in this experimental work with this dataset 

is 4680. As previously mentioned that, the equation (2), 𝐲 = 𝚽𝐱,  should be underdetermined 

system and M, the number of rows of the matrix 𝚽 should be much less than N, the number of 

columns. Several values of the compressed measurement feature (M) such as 10, 30, 50, 80, 

100, 200, 500, 800, 1000, 1200, 1400, 1600 and 2000 were used to test the proposed method. 

Table 23 show the results versus dimensionality variations using the ORL datasets. 

  The result show that CT with PNN using original HOG features (4680) without CS 

method was 21.578 sec with a RR of 97 % with the number of k-fold equal to 10. The RR with 

the compressed measurement M=800 was 97 % which is the same of RR of the original HOG 

features with much less CT, with the CS is 7.952 sec and with the original features without CS 

was 21.578 sec. 
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Table 23. Test Result with ORL face dataset. 

 

 

 

M k-

fold 

(kf) 

PNN k-NN 

RR (%) CT(sec) k-NN (%), k=1 k-NN (%), k=3 k-NN (%), k=5 

RR (%) CT (sec) RR (%) CT(sec) RR (%) CT(sec) 

100 2    

4    

6    

8    

10 

82.25   

92.25  

93.50   

93.25  

94.50 

5.935 82.50   

91.75   

92.00   

93.50   

93.50 

4.919 71.50   

84.50   

85.25   

88.50   

86.50 

4.985 70.00   

80.25   

83.50   

84.25   

85.25 

5.041 

300 1    

2    

3    

4    

5 

88.00   

94.00   

94.50   

94.75   

95.25 

7.079 91.50   

94.75   

95.25   

95.25   

95.50 

5.503 80.75  

85.25   

91.25   

90.25   

91.00 

4.868 74.25   

85.75   

87.00   

87.00   

88.75 

4.963 

400 1    

2    

3    

4    

5 

92.50  

94.25   

94.75 

94.75  

96.50 

7.206 90.25   

95.75   

96.75   

96.50   

97.00 

5.012 80.75   

89.00   

90.00   

89.75   

91.50 

5.014 72.50   

82.50   

83.00  

87.25   

87.00 

4.993 

500 1    

2    

3    

4    

5 

90.50  

94.25  

95.25  

96.50  

96.50 

7.453 89.50   

94.50   

94.75   

96.25   

96.00 

5.288 84.00   

88.00   

89.50   

92.25   

91.75 

5.111 72.75  

84.50  

87.50  

88.75 

89.50 

5.119 

600 1    

2    

3    

4    

5 

90.00  

93.75  

94.25  

95.50   

95.75 

8.912 89.50   

92.50   

96.50   

95.50   

96.25 

5.419 80.25   

88.25   

92.00   

92.25   

92.50 

5.688 73.75   

86.25   

86.25   

88.25   

87.00 

5.275 

700 1    

2    

3    

4    

5   

89.25 

93.75  

95.25  

95.25   

96.50 

8.995 91.75   

95.25   

96.50   

97.00   

97.25 

5.385 78.50   

89.00   

90.50   

91.75   

91.75 

5.376 78.25   

86.25   

88.75   

88.00   

89.50 

5.398 

800 1    

2    

3    

4    

5 

91.70  

95.25  

95.50  

96.75 

97.00 

9.617 88.75   

96.25   

96.25   

96.75   

97.00 

5.609 81.75   

90.25   

92.25   

92.00   

93.25 

5.667 77.50   

84.50   

86.75   

88.25   

89.50 

5.622 

900 1    

2    

3    

4    

5 

92.00 

96.00   

96.25  

96.25   

96.75 

9.495 90.70   

96.25   

96.75   

96.75   

97.00 

5.672 82.00   

90.25   

91.00   

91.25   

91.75 

5.662 76.50   

83.25   

89.25   

88.75  

89.50 

5.616 

1000 1    

2    

3    

4    

5 

91.00 

95.50   

96.25   

96.50    

97.00  

9.933 89.00 

94.50   

95.50   

96.25   

96.50 

5.954 79.75  

92.00   

92.00   

91.50   

93.00 

5.811 74.75  

86.50   

86.50   

87.25   

90.00 

5.855 

1100 1    

2    

3    

4    

5 

92.00    

94.00   

95.50   

96.50   

96.50 

9.334 91.75   

95.75   

94.75   

96.50   

96.70 

5.931 78.75   

89.75   

90.50   

92.50   

92.00 

5.925 77.75   

85.75   

88.75   

88.50   

90.25 

5.909 

1200 1    

2    

3    

4    

5 

92.25   

95.70    

95.00   

96.25   

96.75 

10.241 90.25   

95.00   

95.25   

96.00   

96.25 

6.295 80.00   

88.50  

92.25    

92.00    

92.00 

6.754 77.00   

86.00   

87.50   

87.00   

89.00 

6.183 

1400 1    

2    

3    

4    

5 

89.50   

93.70   

95.75    

96.00   

96.25 

11.782 90.25   

94.75   

96.50   

95.75   

97.00 

6.809 79.25   

90.25   

90.75   

91.50   

92.75 

6.710 74.00   

87.25   

89.25   

89.75   

90.00 

7.202 

1600 1    

2    

3    

4    

5 

88.75  

94.50   

95.50   

96.00 

96.50 

12.363 88.50  

92.75   

96.00  

95.50  

96.50 

7.321 83.50  

89.25   

91.50   

92.00   

91.00 

7.0429 78.25   

86.50   

88.25   

88.75   

89.00 

6.892 
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  Also, the result show that CT with k-NN using original HOG features (4680) without 

CS was 10.317 sec with a RR of 97 % with the number of k-fold equal to 10. The RR with the 

compressed measurement M=700 was 97.25 % which better than the RR of the original HOG 

features with much less CT, with the CS is 5.385 sec and with the original features without CS 

was 10.317 sec with the k nearest neighbor value equal to 1. The execution time analysis with 

the recognition rate for this test as shown in Figure 56. 

In conclusion, the obtained result from both the PNN and k-NN with the CS based 

dimensionality reduction technique is better than the original HOG face feature data with the 

significant reduction in computational time, feature dimension, and so the memory usage with 

maintaining the recognition accuracy. 

 

 
 

Figure 56. Test results using ORL dataset showing execution time. 

5.5.2 Results with AR Face Database 

The length of the extracted HOG feature vectors in this experimental work with this 

dataset is 9576. As mentioned before that, the equation (2), 𝐲 = 𝚽𝐱,  should be 

underdetermined system and the number of rows, M, of the matrix 𝚽 should be much less than 

the number of columns, N. Different values of the compressed measurement (M) such as 50, 
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100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200,1300, 1400, 1500 and 1600 

were used to test this dissertation framework. Table 24 disply the results versus dimensionality 

variations using the AR datasets. 

  The result show that CT with PNN using original HOG features (9576) without CS-

based method was 1877.33 sec with a RR of 98.53 % with the number of k-fold cross validation 

equal to 10. The RR with the compressed measurement M=1000 was 98.53 % which is the 

same of RR of the original HOG features with much less CT, with the CS is 190.03 sec and 

with the original features without CS was 1877.33 sec and with less feature dimension. 

Also, the result show that CT with k-NN using original HOG features (9576) without 

CS was 436.05 sec with a RR of 98.19 % with the number of k-fold equal to 10. The RR with 

the compressed measurement M=1000 was 98.57 % which better than the RR of the original 

HOG features with much less CT, with the CS is 95.34 sec and with the original features 

without CS was 436.05 sec with the k nearest neighbor value equal to 1 and with less feature 

dimension. The execution time analysis with the recognition rate for this test as shown in Figure 

57. 

 

 
 

Figure 57. Test results using AR dataset showing execution time analysis. 
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Table 24. Test Result with AR face dataset. 
 

      M k-

fold 

(kf) 

PNN k-NN 

RR (%) CT(sec) k-NN (%), k=1 k-NN (%), k=3 k-NN (%), k=5 

RR (%) CT (sec) RR (%) CT(sec) RR (%) CT(sec) 

100 2    

4    

6    

8    

10 

81.65  

88.15   

91.34 

92.80   

93.26 

62.16 80.50   

89.00   

92.50   

92.73   

93.61 

58.82 62.34  

78.46   

81.00   

81.96   

83.61 

60.37 65.73  

77.03  

80.15  

82.11  

83.34 

64.02 

300 2    

4    

6    

8    

10 

86.38  

94.46   

96.69   

97.11   

97.50 

90.50 86.57  

95.11   

95.65   

96.61   

96.73 

67.29 74.30   

86.26   

88.84  

89.84  

89.69 

69.48 72.84  

84.88   

87.19  

88.03   
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In conclusion, the obtained result from both the PNN and k-NN with the CS based 

dimensionality reduction technique is better than the original HOG face feature data with the 

significant reduction in computational time, feature dimension, and so the memory usage. Also, 

it shows the recognition accuracy improvement with the k-NN classifier with maintaining the 

recognition accuracy with the PNN classifier.  
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CHAPTER VI 

 

 

SUMMARY, CONCLUSIONS, AND FUTURE WORK 

 

6.1 Summary 

Facial recognition systems face challenges including facial detail differences, the 

surrounding real-world environment, and the large size of datasets.  This can result in a high 

dimensionality feature domain which renders facial recognition a challenging task. Most of the 

existing systems do not perform well due to challenges like significant variations in 

illumination conditions, poses, facial expression, orientation or viewing directions, 

considerable changes or disguises, change in facial hair, glasses or cosmetics, and aging.   

This dissertation presents a facial recognition framework that is capable of overcoming 

some of these challenges using different techniques and addressing the limitations of the real-

time processing abilities and current lack of quality facial recognition systems. 

In this dissertation, we propose a new facial feature extraction method based on a 

Compressive Sensing (CS) technique combined with a histogram of oriented gradient (HOG) 

features descriptor. This combination allows the system to benefit from CS techniques to 

reduce the dimensions of the extracted HOG face features, which are normally too large. A 

Gaussian random measurement matrix based on CS theory allowed us to not only improve 

classification performance but to reduce execution time as well. The system was validated 

using two different classification methods, k-NN, and PNN, and used two different face 

datasets, Face96 and Caltch faces. The results obtained show an improvement in accuracy and 

computational time over the using HOG features without CS integration.  Through feature 
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transformation, the HOG feature descriptor proved to be robust under variations in facial 

expression, illumination and background.  

In addition, a new complete facial recognition system based on integrating CS with 

HOG descriptor is implemented. This system is also based on applying CS to compress and 

reduce dense HOG dimensions during the feature extraction stage. The PNN and k-NN are 

used in the classification stage with a cross validation technique. The k-fold cross-validation 

technique is used with this proposed framework with several k-fold values for the best model 

and classifier selection. Additionally, the voting strategy for several k neighbors with the k-NN 

algorithm is used for the best system performance. This proposed system was validated using 

the ORL and AR face datasets. The obtained results from both the PNN and k-NN with the CS 

based technique are better than the original HOG facial feature without CS. In addition, 

significant reduction in computational complexity, feature dimension space, increased memory 

utilization were achieved. Through an integration mechanism of feature transformation and 

model selection techniques, the system proved to be robust under varying expression, 

illumination, and face occlusion conditions.  

We also propose another facial recognition framework using HOG as the feature 

descriptor with a CS technique but as a classifier this time. This framework has also been 

validated using ORL face, JAFFE and AR face datasets and we compare the results with those 

obtained using a PNN classifier. The HOG descriptor is used with different selections of 

parameter values which allowed us to see its impact on recognition rates. We conclude that 

larger cell sizes, with a certain increase of block size, result in better recognition rates, reduction 

of feature dimension (length) and reduced computational time. 

The combined CS and HOG feature selection we propose resulted in improvements in accuracy 

and performance over the use of HOG with PNN with certain cell and block sizes. Through a 
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selection of different HOG parameters, the HOG descriptor was robust under different lighting 

conditions, poses, facial details, expressions or gestures and partial face occlusion.  

An integrating facial recognition framework of HOG feature selection and k-NN 

classifiers is also implemented in this dissertation. In this work, ORL and AR face datasets are 

used to validate this system and the results are compared with the PNN classifier. 

A HOG feature selections approach with several descriptor parameters is utilized to show its 

impact on recognition accuracy. A k-fold cross validation is applied with different values of k-

fold for the best classifier selection. Also, the voting technique was applied for several k 

neighbors with the k-NN algorithm applied for best system performance. It was noted that with 

the ORL dataset larger cell sizes and with a certain increase of block size both contribute to 

better recognition rates with k-NN. A reduction of feature dimension (length) and feature 

extraction computational time were also realized. Thus, the k-NN classifier is better than the 

PNN classifier with ORL datasets. In addition, the result of the feature selection mechanism in 

this dissertation framework shows that the PNN outperforms k-NN with the AR datasets. This 

k-NN and HOG dissertation work resulted in some improvements in terms of accuracy and 

performance over that of the HOG with PNN with certain cell sizes and block sizes with ORL 

datasets. By a selection of several HOG parameters, the HOG descriptor was robust under 

different lighting conditions, expressions and face occlusion scenarios. 

6.2 Conclusions 

These are the proposed dissertation frameworks tackling the greatest real-world 

challenges of facial recognition. The frameworks address the problem of high-dimensionality 

facial feature representation as well as the challenge of massive face datasets. In addition, face 

illumination, pose, lighting, expression changing or gestures, facial details, and face occlusion 

with five different face databases are addressed, while allowing for an increased balance 
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between accuracy and computational efficiency. Moreover, this dissertation work investigates 

the challenge of memory requirements and system computational complexity and delivers a 

real time application. 

6.3 Dissertation Contributions 

This dissertation presents significant contributions that address several of the 

limitations and challenges of the efficiency of facial recognition systems in recognition 

performance and real-time processing factors. These contributions include:  

• This dissertation proposes a new facial feature extraction framework capable of tackling 

the dimensionality challenge. The problem of high-dimensional facial feature 

representation and large face databases are addressed by using the CS technique. 

• A facial feature representation framework is proposed to tackle the challenges of facial 

expression, pose and illumination by using the HOG feature descriptor. HOG is 

proposed to use to take advantage of the fact that it’s invariant to illumination changes 

and geometric orientations such as those which can happen with gesture changes. 

• We introduce a new feature selection technique that can address memory requirements 

and system computational complexity.  The HOG descriptor is used with different 

selections of HOG parameter values which results in less feature dimension (length) 

and a reduction in memory utilization an acceleration of the recognition process. Also, 

the proposed CS dimensionality reduction in this dissertation work tackles the memory 

usage task and minimizes computational cost. 

• We develop a complete facial recognition system that can identify facial images under 

varying illumination, lighting, poses, expression changes or gestures, facial details, and 

face occlusion with five different face datasets while attempting to maintain a balance 

between accuracies and computational efficiency. 
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• We propose the use and application of feature extraction representation and selection 

methods with different machine learning and classification algorithms such as PNN and 

k-NN and compared these with CS classification in a complete facial recognition 

system. In addition, random face dataset splitting, cross-validation, and k-NN voting 

techniques were applied to the proposed frameworks for a performance evaluation 

approach for the best model selection. 

6.4 Future Work 

For future work, we plan to test and validate the proposed feature extraction approach, 

dimensionality reduction technique, feature selection and the HOG-CS complete facial 

recognition methods presented in Chapter IV of this dissertation work using larger face 

datasets. In brief, extensions and improvements of the work presented in this dissertation are 

as follows: 

For feature extraction approaches, this framework can be extended by integrating 

another feature descriptor to tackle the orientation problems (more than 45 degrees of face 

rotation) and for further recognition performance improvement of facial recognition systems. 

For complete facial recognition frameworks, we will study the effect of these HOG 

feature descriptor parameters with other classification algorithms on facial recognition systems.  

In addition, it would be interesting to try to use other random measurement matrices 

such as Bernoulli and partial random Fourier based on CS method in our research. Techniques 

such as K-means clustering, Hierarchical clustering, and fuzzy K-means clustering will be 

employed in parallel with the CS method to deal with massive face datasets. Lastly, future work 

will attempt to apply these proposed facial recognition frameworks to video sequences with 

more uncontrolled external environmental factors. 
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