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ENABLING ENERGY EFFICIENCY IN CONNECTED AND AUTOMATED VEHICLES THROUGH
PREDICTIVE CONTROL TECHNIQUES

Farhang Motallebiaraghi, Ph.D.

Western Michigan University, 2023

The transportation sector is a significant contributor to global energy consumption and emissions, necessi-

tating the development of sustainable transportation systems. In this regard, connected and automated vehicles

(CAVs) have emerged as a potential solution to transform the transportation industry. By harnessing advanced

mapping and location technologies, Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communication,

CAVs offer the promise of improving efficiency, reducing traffic congestion, and enhancing safety and comfort.

However, the adoption of CAVs also brings about various challenges, including energy efficiency concerns that

need to be addressed to fully realize their potential benefits. This dissertation investigates energy-efficient control

techniques for transportation vehicles using connected and automated vehicles. The primary research question

driving this study is: How can energy-efficient controls be implemented with consideration of current and near

future CAV technologies? By exploring this question, the study aims to examine the practical implementation of

energy-efficient control techniques specifically within the context of connected and automated vehicles. The re-

search hypothesis posits that the implementation of energy-efficient control techniques in transportation vehicles,

leveraging the capabilities of connected and automated technologies, will lead to significant reductions in energy

consumption and emissions while maintaining or improving overall vehicle performance. This hypothesis will be

empirically tested through comprehensive data analysis and evaluation. By addressing this research question and

hypothesis, this dissertation seeks to contribute to the development of effective energy-efficient control strategies

for transportation vehicles. The investigation will provide insights and recommendations for integrating energy-

efficient controls in connected and automated vehicles, with the ultimate goal of promoting sustainability and

reducing energy consumption within the transportation sector. Artificial neural networks (ANNs), predictive op-

timal energy management strategies (POEMS), and autonomous eco-driving control are studied to improve fuel

economy, energy efficiency, drivability, and safety. The study compares optimal energy management strategies

and evaluates predictive optimal energy management strategies in hybrid electric vehicles and connected vehicles.



It also integrates POEMS with optimal traffic management to enhance system efficiency and develops accurate

models for predicting emissions and fuel economy in light-duty vehicles. The research identifies research gaps

in energy-efficient control of electrified autonomous vehicle eco-driving and evaluates the energy-saving potential

of autonomous eco-driving control. The findings demonstrate that connected and automated vehicles offer new

prospects for energy-efficient driving, and the application of these methods can significantly improve energy ef-

ficiency and reduce emissions in transportation vehicles. The results have implications for the development of

energy-efficient control strategies for future transportation systems. By addressing the challenges of energy effi-

ciency and sustainability in transportation, this dissertation contributes to the development of more sustainable

transportation systems.
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Chapter 1

Connected and Automated Vehicles

Technology and Energy Management

1.1 Introduction

Autonomous driving and Connected and Automated Vehicles (CAVs) have received significant attention due

to their potential to revolutionize transportation systems. CAVs offer various benefits such as improved safety,

traffic control, and energy-efficient driving. However, it is crucial to consider the power consumption of CAVs’

equipment. Therefore, this dissertation focuses on enhancing energy efficiency in CAVs through a control and

planning architecture. The chapter provides an overview of key components of CAV technology, including vehicle

automation, connectivity, and powertrains, highlighting their interconnectedness. Additionally, the chapter delves

into the topic of CAV technology and energy management, discussing current developments and challenges that

need to be addressed.

1.2 CAV Technology

CAVs are a type of vehicle equipped with advanced technologies that enable them to operate with minimal

driver input or no human intervention at all. CAVs are equipped with a range of sensors, cameras, radar, lidar, and

other technologies that allow them to perceive their environment and make decisions based on this information.

These sensors enable CAVs to detect and respond to other vehicles, pedestrians, and road infrastructure, making

them safer and more efficient.

In addition to advanced sensing technologies, CAVs are also equipped with advanced communication systems

that allow them to connect with other vehicles, traffic infrastructure, and control centers. This connectivity

enables CAVs to share information about traffic conditions, road hazards, and other pertinent information, en-
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hancing their safety and efficiency. For example, CAVs can receive real-time information about traffic conditions,

weather, and road closures, allowing them to adjust their routes and speeds to avoid congestion and potential

hazards.

1.2.1 Vehicles Automation

CAVs can operate in a range of driving modes, including fully autonomous, semi-autonomous, and driver-

assisted modes. In fully autonomous mode, the vehicle can operate without any human input, while in semi-

autonomous mode, the vehicle requires some human input but can also operate autonomously. In driver-assisted

mode, the vehicle provides assistance to the driver but does not operate autonomously.

To regulate the impact of AVs on traditional road users, it’s crucial to understand their level of autonomy.

The National Highway Traffic Safety Administration (NHTSA) and the Society of Automotive Engineers (SAE)

both define levels of automation. The SAE’s six levels range from 0 (no automation) to 5 (fully self-driving).

Most AV development is at Level 3, where drivers can take control in specific situations. The NHTSA used

the SAE’s definitions and has identified five levels of automation. Level 0 is manual control, Level 1 is driver

assistance, and Level 2 is partial automation. Level 3 is conditional automation, Level 4 is high automation, and

Level 5 is full automation. Figure 1.1 [6] depicts the various levels of driving automation for autonomous vehicles

(AVs) as defined by NHTSA [7].

Figure 1.1: Levels of autonomous driving.

1.2.2 Vehicles Connectivity

Intelligent transportation systems (ITS) involve integrating various technologies and services to improve trans-

portation efficiency and safety. Vehicle connectivity is a key aspect of ITS, enabled by technologies such as

Dedicated Short-Range Communications (DSRC) and cellular communications. DSRC enables Vehicle-to-vehicle

(V2V) and Vehicle-to-infrastructure (V2I) communication, but has limitations in range and bandwidth. Cellular

communications provide internet connectivity to access cloud-based data and services, enabling more sophisti-

cated applications, such as predictive maintenance and personalized advertising. However, cellular connectivity
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poses challenges, such as security and reliability concerns. Therefore, a combination of DSRC and cellular com-

munications is often used to achieve optimal vehicle connectivity in ITS.

• DSRC: A wireless communication technology that allows vehicles to communicate with each other and

with roadside infrastructure for V2V and V2I communication.

• V2V: A wireless communication technology that enables vehicles to exchange information about their

location, speed, and other data relevant to traffic safety and efficiency.

• V2I: A wireless communication technology that enables vehicles to exchange information with roadside

infrastructure, such as traffic lights, signs, and cameras.

• V2X: A wireless communication technology that enables vehicles to exchange information with any other

entity, including other vehicles, infrastructure, pedestrians, and cloud-based services.

• Wi-Fi: Allows vehicles to create a wireless local area network (WLAN) or connect to an existing Wi-Fi

network for passenger internet access and media streaming.

• Cellular communications: Enables vehicles to connect to the internet via a cellular network for access

to cloud-based data and services.

1.2.3 Vehicle Powertrains

Vehicle powertrain types have varying energy efficiency and environmental impacts. Internal combustion

engines (ICEs) remain prevalent, but newer powertrain types, such as hybrid electric vehicles (HEVs) and electric

vehicles (EVs), are increasingly popular due to their improved energy efficiency and reduced emissions. However,

auxiliary loads, such as air conditioning, lights, and infotainment systems, can significantly increase overall energy

consumption in all powertrain types. CAVs can improve energy efficiency in each powertrain type by optimizing

vehicle motion control and energy management. CAVs can optimize ICEs by reducing idle time and managing

engine efficiency. In HEVs, CAVs can manage the electric motor and internal combustion engine more efficiently.

In EVs, CAVs can optimize battery use and recharging by managing driving behavior and traffic patterns. By

better controlling and managing driving behavior and energy use, CAVs can help improve energy efficiency and

reduce emissions in all powertrain types.

1.2.4 CAV Systematic Overview

The proceeding section provides a comprehensive systems-level perspective on the implementation of CAVs.

The proposed systems model shown in Figure 1.2 comprises four core elements, namely vehicle perception, remote

planning and routing, real-time vehicle running planning and control, and the vehicle plant.
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The first component, vehicle perception, involves leveraging a suite of sensors to detect and interpret environ-

mental data, which serves as the foundation for generating a worldview of the vehicle surroundings and ultimately

predicting vehicle operation.

The second component, remote planning and routing, is responsible for developing a route plan for the vehicle

that accounts for various factors such as traffic, road conditions, and destination. This element also ensures that

the vehicle adheres to the prescribed route and incorporates necessary adjustments when required.

The third component, real-time vehicle running planning and control, relies on the operation prediction

generated in the first component to optimize fuel efficiency through vehicle optimal control. The running controller

receives the control request and is responsible for enforcing component constraints while adapting to control

disturbances such as vehicle operation or environmental disruption.

The fourth component, the vehicle plant, encompasses the powertrain and steering interface, which actuates

the running controller output. Subsequently, the energy consumption or fuel efficiency can be assessed to evaluate

the effectiveness of the control system.

Figure 1.2: System Level of CAV.

1.3 CAV Technology and Energy Management

There are three primary types of vehicle control that can reduce fuel consumption for a fixed drive cycle: eco-

routing, eco-driving, and improved energy management. Eco-routing and eco-driving decrease fuel consumption
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by modifying the drive cycle, while improved energy management seeks to increase the efficiency of the vehicle

powertrain without altering the drive cycle. Eco-routing finds alternate routes between a fixed starting and ending

location to minimize fuel consumption and travel time, enabling vehicle powertrain efficiency while maintaining

social efficiency. Eco-driving implements fuel-efficient driving behaviors along a fixed route, such as removing

stops, traveling at a fuel-efficient speed, and limiting acceleration and deceleration magnitudes. Improved energy

management strategies seek to reduce energy consumption over a fixed drive cycle by using mathematical opti-

mization to minimize fuel consumption. Optimal energy management strategies can be formulated as either an

instantaneous optimization, such as selecting the optimal transmission gear, or as a predictive optimization that

uses data prediction to minimize fuel consumption over a window of time. Ongoing research in these areas aims

to further optimize fuel efficiency in modern and future vehicles.

1.3.1 Current Energy Management Development of CAV Technology

The development of energy management strategies for CAV technology is an ongoing area of research and

development. Energy management strategies for CAVs can be broadly categorized into hardware and software-

based solutions.

Hardware-based solutions aim to optimize the energy efficiency of CAVs by improving the design and engi-

neering of vehicle components, such as batteries, power electronics, and motors. For example, the development of

advanced battery chemistries, high-efficiency power electronics, and lightweight materials can improve the energy

efficiency of CAVs.

Software-based solutions, on the other hand, leverage data analytics, machine learning, and optimization

algorithms to optimize energy use in CAVs. For instance, predictive energy management systems can optimize

battery use and charging by analyzing driving behavior and traffic patterns. Other software-based solutions

include eco-routing, which optimizes routes for energy efficiency, and ITS, which optimize traffic flow and reduce

congestion.

Efforts are also being made to integrate hardware and software-based solutions to create holistic energy

management strategies for CAVs. These integrated solutions aim to maximize the energy efficiency of CAVs

while maintaining safety and reliability. Overall, the development of energy management strategies for CAVs is

critical for enabling sustainable and efficient transportation systems of the future.

1.3.2 Energy Management Challenges of CAV Technology

The adoption of CAV technology presents new challenges for energy management in the transportation sector.

CAVs rely on advanced sensors, communication technologies, and data processing capabilities to enable real-time

decision making and control of vehicle motion. However, these technologies also increase the energy consumption

of CAVs and introduce new energy management challenges. For instance, the computation and communication
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needs of CAVs require high power and create additional energy consumption. Moreover, CAVs must maintain

a stable and reliable energy supply to ensure safety and reliability. To address these challenges, energy-efficient

hardware and software designs, as well as advanced power management strategies, are being developed to optimize

energy use in CAVs. These efforts aim to improve energy efficiency, reduce energy waste, and enable more

sustainable transportation systems. Velocity prediction is a crucial aspect of optimal energy management in

CAVs. Predictive energy management systems rely on real-time predictions of vehicle speed and acceleration

to optimize energy use. Velocity prediction algorithms leverage a combination of sensor data, such as cameras,

lidar, and radar, along with contextual information from maps, traffic data, and weather forecasts to forecast

vehicle future speed and acceleration.

Accurate and reliable velocity predictions are essential for optimizing energy use in real-time. Predictive energy

management systems use velocity predictions to adjust vehicle speed, acceleration, and regenerative braking to

maximize energy efficiency and reduce energy waste. Furthermore, these systems optimize the use of the vehicle

battery, charging, and power distribution systems to ensure optimal energy use while maintaining safety and

reliability.

1.4 Research Gaps

–Despite the fact that there have been many advancements in energy management strategies for CAVs, there

are still research gaps that need to be addressed. One area that requires further investigation is the development

of real-time optimization algorithms for CAVs. While current optimization algorithms are effective in managing

energy consumption, they are limited in their ability to handle complex driving scenarios and user preferences.

To overcome this limitation, more research is needed in developing advanced optimization algorithms that can

handle a wide range of driving scenarios and optimize energy consumption while considering user preferences.

Additionally, the development of these algorithms needs to take into account the computational limitations of

on-board vehicle systems and the availability of real-time data. By addressing these research gaps in real-time

optimization algorithms, CAVs can achieve even greater efficiency and sustainability, contributing to a greener

future for transportation.

1.4.1 Research Gap 1: Optimal EMS with Actual Velocity Predictions

The lack of performance of optimal EMS (Energy Management Systems) with actual velocity predictions is

a critical issue in the field of energy management. These systems use predictive algorithms to optimize energy

use by predicting the optimal velocity for a given operation based on various factors such as load, ambient

temperature, and equipment condition. The goal is to achieve energy savings and reduce environmental impact.

However, the actual velocity of the operation can often deviate from the optimal prediction due to unforeseen
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circumstances such as changes in weather conditions, equipment failures, or unexpected loads.

When the actual velocity deviates from the optimal prediction, the optimal EMS system may not be able to

achieve the predicted energy savings, and in some cases, it may even result in higher energy consumption. For

instance, if an optimal EMS system predicts a low load and operates at a slow velocity, but the actual load is

much higher, then the system may consume more energy to compensate for the difference in load. This can lead

to inefficient energy usage and higher energy costs, defeating the purpose of using an optimal EMS system.

To overcome this issue, EMS developers must consider potential deviations from predicted velocities and

develop more robust and adaptable systems that can adjust to changes in real-time. One approach could be

to use artificial intelligence and machine learning algorithms to learn from the historical data and continuously

improve the predictive models based on actual velocities. Additionally, developers could integrate real-time

monitoring and feedback mechanisms into the EMS system that can adjust the velocity in response to changes

in real-time.

Moreover, it is essential to consider the human element in the optimization process. Optimal EMS systems are

designed to be fully automated, but in practice, human operators may need to intervene and make adjustments

to the velocity to address unforeseen circumstances or operational inefficiencies. Thus, the system should have

a user-friendly interface that enables operators to adjust the velocity quickly and efficiently to maintain optimal

performance.

In conclusion, the lack of performance of optimal EMS with actual velocity predictions is a critical issue that

can lead to inefficient energy usage and higher energy costs. By implementing the strategies discussed, optimal

EMS systems can achieve their intended goals of reducing energy consumption and lowering environmental

impact. With the use of artificial intelligence and machine learning algorithms, real-time monitoring and feedback

mechanisms, and a user-friendly interface for human intervention, EMS developers can design systems that can

adapt to changes in real-time and maintain optimal performance. By doing so, these systems can contribute to

a sustainable and energy-efficient future.

1.4.2 Research Gap 2: Optimal EMS and Traffic Optimization, and Vehicle Emis-

sion Modeling

The advancement of transportation systems towards improved efficiency and sustainability requires addressing

several critical research gaps. Firstly, the integration of POEMS and ITS holds significant potential but remains

understudied. While these mechanisms have been treated as independent entities, their combined effect on

system efficiency remains unexplored. Comprehensive studies are needed to quantify the synergistic benefits

and optimize the integration of POEMS and ITS. Such investigations would contribute to reducing energy

consumption, enhancing travel time, and minimizing environmental impact, thus fostering more sustainable

transportation systems.
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Secondly, the development of high-fidelity emission models using deep neural networks (DNNs) offers promise,

yet key research gaps persist. Understanding the complex interactions among vehicle characteristics, driving

conditions, and emissions is crucial for accurate modeling. Moreover, the scalability and generalizability of DNN-

based models across diverse scenarios and regions require further exploration. Addressing these gaps necessitates

the development of novel algorithms, improved data collection methodologies, and validation of DNN-based

emission models in real-world scenarios. This will enable effective control development, real-time optimization of

energy management systems, and contribute to more environmentally friendly transportation practices.

Furthermore, the integration of optimal energy management strategies with traffic management optimization

presents an opportunity to enhance transportation efficiency and sustainability. However, the interactions and

trade-offs between these domains lack comprehensive investigation. Future research should focus on developing

advanced algorithms that effectively combine energy management strategies and traffic optimization, considering

real-time traffic conditions, vehicle characteristics, and network constraints. Bridging this gap would pave the

way for integrated solutions that maximize system efficiency, reducing energy consumption and improving travel

time.

To ensure the practical implementation of these advancements, it is essential to develop comprehensive frame-

works and guidelines for policymakers and stakeholders. Clear guidelines are needed to facilitate the implementa-

tion and evaluation of integrated approaches. These frameworks would provide actionable insights for optimizing

transportation systems, thereby supporting the transition towards sustainable and efficient practices. By address-

ing these research gaps, the field of transportation engineering can contribute significantly to the development of

environmentally conscious and technologically advanced transportation systems.

1.4.3 Research Gap 3: Lack of Real Vehicle Autonomous Eco-Driving Control

Evaluation

Research in the field of energy efficient control of electrified AV eco-driving necessitates addressing several

critical research gaps. One of the primary gaps is understanding the critical sensors and signals required for

effective vehicle control through autonomous eco-driving (AED). Currently, there is a lack of comprehensive

understanding regarding these specific sensors and signals that optimize energy efficiency in vehicles. Research

is needed to identify the essential sensors and signals for perception and sensor fusion, which will enable the

development of improved energy-efficient control strategies.

Another important research gap pertains to the impact of faults or missing data from perception systems on

vehicle control in terms of energy efficiency. Investigating the types of faults or missing data from perception

that may hinder effective vehicle control is crucial. Understanding how these issues impact the implementation

of AED will facilitate the development of strategies to mitigate their effects. By addressing this gap, researchers

can ensure reliable and robust energy-efficient control, even in the presence of perception system errors or missing
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data.

Additionally, the operational and real-world challenges associated with implementing AED control need to be

addressed. Real-world deployment poses various challenges that require thorough understanding and solutions.

These challenges include integrating AED with a physical vehicle plant and evaluating the performance of the

planning subsystem equipped with AED in real-world conditions. Research is needed to overcome these challenges,

enabling the successful implementation and practical application of AED control strategies in real-world scenarios.

In addition to the previously mentioned research gaps, there is a notable gap in the identification of research

gaps specifically for autonomous eco-driving controls in electrified vehicles. Currently, no research has conducted

an evaluation of system maturity based on the Department of Defense (DoD) approach to derive research gaps

in this particular area [8].

The DoD approach to evaluating system maturity involves assessing the readiness and capability of tech-

nologies for deployment. By applying this approach to autonomous eco-driving controls in electrified vehicles,

researchers can systematically identify gaps in knowledge, technology, and implementation that hinder the ma-

turity and widespread adoption of such systems. This evaluation can provide valuable insights into the specific

areas where further research is needed to enhance the effectiveness and efficiency of autonomous eco-driving

controls in electrified vehicles.

Through a thorough evaluation using the DoD approach, researchers can develop a comprehensive under-

standing of the readiness levels and identify potential research gaps related to the implementation of eco-driving

in electrified autonomous vehicles. This will enable targeted research efforts to address the identified gaps and

accelerate the development and deployment of energy-efficient autonomous driving technologies in electrified

vehicles.

in conclusion, by addressing these research gaps, studies can significantly advance the field of Energy Efficient

Control of Electrified AV Eco-driving. Understanding critical sensors and signals will facilitate the development

of optimized perception and sensor fusion systems. Investigating the impact of perception faults or missing data

will lead to strategies that ensure robust control even in imperfect conditions. Overcoming operational and real-

world challenges will pave the way for the practical implementation of AED control, contributing to enhanced

energy efficiency in autonomous vehicles operating in real-world environments.

1.5 Conclusions

This dissertation aims to explore energy-efficient control techniques for transportation vehicles by leveraging

connected and automated vehicles. This work will answer the following research questions:

• How effective are actual velocity predictive optimal energy management strategies in improving energy ef-

ficiency and reducing emissions in hybrid electric vehicles, and how do they compare to other EMS ap-
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proaches?

• How can the integration of predictive optimal energy management strategies, intelligent traffic systems,

and deep neural networks enhance transportation vehicle energy efficiency, reduce travel time, minimize

environmental impact, and develop accurate emission models for individual vehicles?

• How can the performance of autonomous eco-driving control differ from simulations when it is operated with

a real vehicle?

1.5.1 Dissertation Organization

This dissertation comprises a series of interrelated studies, presented across Chapters 3-9, that collectively

address the overarching research objectives.

• Chapter 1: Connected and Automated Vehicles Technology and Energy management

• Chapter 2: Research Questions and Definition of Research Scope

• Chapter 3: Research Question 1 Study 1 - Vehicle velocity prediction using artificial neural network and

effect of real world signals on prediction window

• Chapter 4: Research Question 1 Study 2 - Comparison of Optimal Energy Management Strategies Using

Dynamic Programming, Model Predictive Control, and Constant Velocity Prediction

• Chapter 5: Research Question 1 Study 3 - Development and evaluation of velocity predictive optimal energy

management strategies in intelligent and connected hybrid electric vehicles

• Chapter 6: Research Question 2 Study 1 - Mobility energy productivity evaluation of prediction-based

vehicle powertrain control combined with optimal traffic management

• Chapter 7: Research Question 2 Study 2 - High-fidelity modeling of light-duty vehicle emission and fuel

economy using deep neural networks

• Chapter 8: Research Question 3 Study 1 - Identifying and Assessing Research Gaps for Energy Efficient

Control of Electrified AV Eco-driving

• Chapter 9: Research Question 3 Study 2 - Autonomous Eco-Driving Evaluation of an Electric Vehicle on a

Chassis Dynamometer

• Chapter 10: Conclusions



Chapter 2

Research Questions and Definition of

Research Scope

2.1 Primary Research Question

Based on the research gaps presented in chapter 1, the primary research question is:

“How can energy efficient controls be implemented with consideration of current and near

future CAV technologies?”

Hypothesis: The integration of energy efficient controls with current and near future CAV technologies can

lead to reduced energy consumption and operational costs in transportation systems, while improving safety and

mobility.

To answer this question, this dissertation is divided into 3 more focused questions. The first research question

focuses on the application of machine learning in POEMS, second research question revolves around applicaiton

fo DNNs and TMS for FE and emission modeling and evaluation for CAVs. The last question focuses on the

autonomous eco-driving control evaluation. Future work will allow improvements of the overall system energy

efficiency for CAVs.

2.2 Research Question 1 - Optimal EMS with Actual Velocity Pre-

dictions

Research Question 1: How effective are actual velocity predictive optimal energy management strategies in

improving energy efficiency and reducing emissions in hybrid electric vehicles, and how do they compare to other

EMS approaches?

11
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Hypothesis: Real-time, actual velocity predictive optimal energy management strategies, are implementable.

Task 1.1: Conduct a performance evaluation of velocity prediction using artificial neural networks (ANN)

when real-world data is utilized.

Task 1.2: Conduct a performance evaluation and comparison of predictive optimal energy management

strategies in HEVs for different velocity prediction windows.

Task 1.3: Integrate the best velocity predictions obtained from the machine learning (ML) and ANN methods

into fuel economy (FE) simulations to assess the effectiveness of practically implementable predictive optimal

energy management strategies.

2.3 Research Question 2 - Optimal EMS and Traffic Optimization,

and Vehicle Emission Modeling

Research Question 2: How can the integration of predictive optimal energy management strategies, intel-

ligent traffic systems, and deep neural networks enhance transportation vehicle energy efficiency, reduce travel

time, minimize environmental impact, and develop accurate emission models for individual vehicles?

Hypothesis: There are promising synergistic benefits to travel time and energy efficiency when POEMS and

Optimal TMS are combined.Also, Accurate and simple emission modeling and characterization can be used to

inform energy management control developments.

Task 2.1: Integrate previously developed and published research on Predictive Optimal Energy Management

Strategies (POEMS) with optimal TMS, to address the need for quantifying improvement in system efficiency

resulting from simultaneous vehicle and network optimization.

Task 2.2: Development and assessment of deep neural network (DNN) architectures, specifically recurrent

neural networks (RNN) and convolutional neural networks (CNN), for predicting vehicle emissions.

This study will result in a comprehension of how to establish the overall resilience of the perception subsys-

tem and a technical analysis of the resilience measures used to evaluate simulation and real-world localization

algorithms.

2.4 Research Question 3 - Lack of Real Vehicle Autonomous Eco-

Driving Control Evaluation

Research Question 3: How can the performance of autonomous eco-driving control differ from simulations

when it is operated with a real vehicle?

Hypothesis: Autonomous Eco-driving control can be implemented in CAVs.
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Task 3.1: First Identify and assess research gaps for energy efficient control of electrified AV eco-driving.

Task 3.2: Conduct a performance evaluation and comparison of various autonomous eco-driving control

methods using a real vehicle.

2.5 Definition of Research Scope

The overall goal of this research is to enhance energy efficiency in connected and automated vehicles through

the application of predictive control techniques. This includes investigating artificial neural networks (ANNs),

predictive optimal energy management strategies (POEMS), and autonomous eco-driving control. The research

also aims to integrate POEMS with optimal traffic management and develop accurate models for predicting

emissions and fuel economy in light-duty vehicles.

By addressing the challenges of energy efficiency and sustainability in transportation, this dissertation con-

tributes to the development of more sustainable transportation systems. It explores the potential benefits of

connected and automated vehicles and their impact on energy-efficient driving. The findings have implications

for the development of energy-efficient control strategies in future transportation systems.



Chapter 3

Vehicle Velocity Prediction Using

Artificial Neural Network and Effect of

Real-World Signals on Prediction

Window

This study evaluated the effectiveness of using V2I data and ANN for vehicle velocity prediction. This study

was published at SAE World Congress and it is considered as Task 1.1 of research question No. 1 [9]. My unique

contribution was helping with data analysis, specifically contributing to the analysis of vehicle velocity data.

Participated in the writing, review, and editing process of the manuscript.

3.1 Introduction

The rise of ITS is predicted to be a major disruption, on par with the early days of automobiles [10]. ITS

technology, such as Advanced Driver Assistance Systems (ADAS), V2V, and V2I communication, has the potential

to revolutionize transportation by enabling safer and more efficient movement of people and goods [11, 12]. ITS

can provide vital information, such as vehicle position and velocity, and infrastructure-level transit time, leading

to significant improvements in fuel economy, transportation efficiency, and safety [13].

One emerging and important application of velocity prediction is developing energy management strategies to

improve fuel economy in HEVs and plug-In hybrid electric vehicles (PHEVs). Automation and future prediction

horizons can increase vehicle operation efficiency by enabling control over vehicle operations. Accurate prediction

of future driving conditions is crucial in determining the constraints of the energy optimization problem. Thus,

14
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detection algorithms based on the speed profile are being developed to aid in this task [14, 15]. However, an

inaccurate prediction can lead to decreased energy savings or even safety concerns. Hence, there is a pressing

need to develop accurate and robust approaches for predicting vehicle speed and understanding which input

signals can produce better predictions.

One promising technique for modeling complex prediction problems and patterns is ANN. ANNs have the

ability to extract unseen features and relationships, making them reliable for complex prediction tasks. Moreover,

their ability to predict future output allows for the use of optimal control principles to derive an optimal solution

[16]. Several researchers have recognized the potential of self-driving vehicle technology to inform ANN prediction

models, whose outputs can derive control strategies to improve fuel economy [17–25]. It is important to note

that each study uses "Intelligent Vehicle" technology inputs to the prediction model to inform optimal control.

Vehicle speed prediction has been extensively studied and addressed in various publications. For instance,

Lefèvre et al. compared parametric and non-parametric models for predicting ego vehicle velocity over a 1-10

second horizon [26]. The study results revealed that simple models performed well for short-term prediction while

advanced models performed better for long-term prediction. Olabiyi et al. employed DNNs for vehicle speed

prediction [27]. Similarly, Lemieux et al. used deep learning networks to predict both ego vehicle velocity and

route [28]. On the other hand, Zhang et al. utilized V2V and V2I communications for future vehicle velocity

prediction and developed an energy management strategy based on the predictions [29]. In another study, Sun

et al. used Radial Basis Function neural networks to predict vehicle speed performance on four standard driving

cycles [30]. Meanwhile, Hellström and Jankovic proposed a model for predicting the acceleration behavior of

human drivers [31].

Liu Kuan’s study [32] specifically aimed to compare different approaches for predicting 10-second forward

vehicle speed. The study found that among all the approaches, the Long Short-Term Memory (LSTM) deep

neural network performed the best. LSTM is a powerful neural network used in deep learning because it can

successfully train very large architectures. Despite the previous studies on vehicle speed prediction, the issue of

the dependency of prediction on different groups of signals still needs to be further understood. Therefore, there

is still a need for ongoing research to determine the most important input signals that can produce more accurate

predictions.

To explore the potential applications and accuracy of vehicle velocity predictions, we utilized LSTM to predict

ego vehicle velocity based on various signals gathered along the roads of Fort Collins, Colorado. We created

different input groups from these signals to better understand their effect on prediction horizon. Additionally, we

tested the deployment of our prediction algorithm on fast processing hardware, specifically the NVIDIA Drive

PX2, which is designed for developing algorithms for autonomous vehicles.

This chapter is organized into several sections. Section 3.2 describes the problem statement, introduces

the collected dataset, and provides an overview of LSTM deep NNs. We also discuss the NVIDIA Drive PX2
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hardware and its functions in this section. Section 3.3 outlines the assessment methods used and presents the

results obtained under different scenarios. Finally, section 3.4 summarizes our conclusions and highlights the

direction of future research, specifically the implementation of our approach using the NVIDIA Drive PX2.

3.2 Methodology

In this study, our goal is to assess the potential of different signals, including radar signal, ego vehicle sensor

data, ADAS-derived near-neighbor relative position, infrastructure-level transit time (Segment Speed), and signal

phase and timing (SPaT), in improving vehicle velocity prediction accuracy. Specifically, we will investigate the

effect of these signals on various forward prediction windows. To extract features for our velocity prediction

analysis, we collected drive cycles using a sensor-equipped vehicle in Fort Collins, Colorado. This approach

allows us to obtain a comprehensive understanding of how the selected signals impact the accuracy of vehicle

velocity prediction across different forward prediction windows.

3.2.1 Drive Cycle Development and Signal Recording

The Fort Collins dataset was collected in August 2019 and consists of data obtained from repeated drives

along a fixed route by the same driver. The route follows a round trip, which includes the following segments:

1. Parking Lot

2. West on Mulberry St. until Shields St.

3. South on Shields St. until Prospect Rd.

4. East on Prospect Rd. until College Ave.

5. North on College Ave. until Mulberry St.

6. West on Mulberry St. until the Parking Lot

7. Parking Lot

The birds-eye view of this route is shown in Figure 3.1. In the figure, the black arrows indicate the driving

directions, the black circle represents the start and endpoint of the route, the red targets correspond to traffic

signals, and the blue lines represent traffic segments. The route covers a total distance of 4 miles and takes

approximately 10-12 minutes per cycle, depending on traffic.

The test will generate data from two sources: the ADAS data from the vehicle forward cone, obtained through

a smart radar system typical of production vehicle ADAS, and V2I data in the form of traffic signal information
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Figure 3.1: Drive cycle map of the Fort Collins dataset.

and segment travel times. The ego vehicle used for the test was a specially instrumented research vehicle equipped

with the aforementioned ADAS sensors, a stereo camera, and a Freematics logger.

Several feature plots are presented in this section. Figure 3.2 displays the velocity vs. time plot for one drive

instance, while the longitude vs. latitude vs. time plot for the same drive instance is shown in Figure 3.3. The

velocity profiles for three drive instances are compared in a map terrain in Figure 3.3a.

Figure 3.2: Drive cycle map of the Fort Collins dataset.

The objects detected by the radar system in the area immediately in front of the vehicle are plotted in Figure

3.3b, showing their positions relative to the vehicle. Finally, Figure 3.3c presents the longitude vs. latitude vs.

altitude plot, with velocity displayed on the map terrain.
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(a) Velocity on the longitude vs. lat-
itude vs. time

(b) Radar object detections immedi-
ately in front (c) Velocity on the map terrain

Figure 3.3: dataset

3.2.2 Prediction Model Derivation: Long Short- Term Memory (LSTM) Deep Neu-

ral Network

Introduction to LSTM Model

LSTM is a type of Recurrent Neural Network (RNN) designed to handle long-term dependencies in large

datasets, while avoiding problems like gradient vanishing/exploding that traditional RNNs encounter. It is the

most commonly used deep learning model for sequential data analysis. An RNN consisting of LSTM units is

called LSTM network.

Unlike conventional RNNs, which have only one activation function in their repeating parts, LSTMs have

three gates with different activation functions that interact with each other. The memory cell, memory block, or

cell is a typical LSTM unit, which consists of a cell and three gates - forget gate, input gate, and output gate.

The cell can remember values over arbitrary time intervals, and the gates regulate the flow of information into

and out of the cell.

Figure 3.4: LSTM Cell internal structure

Figure 3.4 shows the typical internal structure of an LSTM cell, which includes three gates. The computation

details can be found in the literature [23–35]. The gate computations can be summarized using the following
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equations.

1. Forget Gate: Decides what information to discard from the cell.

ft = σ(Wf [hT
t−1, XT

t ]T + bf ) (3.1)

2. Input Gate: Decides which values from the input to update the memory state.

it = σ(Wi[hT
t−1, XT

t ]T + bi) (3.2)

C̃t = tanh(Wc[hT
t−1, XT

t ]T + bc) (3.3)

3. Output Gate: Decides what to output based on input and the memory of the cell.

ot = σ(Wo[hT
t−1, XT

t ]T + bo) (3.4)

Ct = ft ∗ Ct−1 + it ∗ C̃t (3.5)

ht = ot ∗ tanh Ct (3.6)

where Wf , Wi, WC , Wo and bf , bi, bC , bo designate vectors (matrices) of weights and biases for forget gate, input

gate, cell state, and output gate, respectively. In the above expressions, σ is a sigmoid function.

LSTM Applied to Fort Collins Data Set

The LSTM development was based on Keras 1.0 using Python 3.7. After experimenting with different struc-

tures, a 2-layer neural network with 3 hidden layers was selected, with 50, 30, 15 neurons in each of the hidden

layers. To speed up the training process and avoid gradient vanishing, the "ReLu" activation function was chosen.

To prevent overfitting, both regularization and dropout layers were included.

The 10 sec ahead prediction results are shown in Figure 3.5. The resulting LSTM model shows very promising

prediction results. The effect of different signals on the prediction window is further explained in the Result

section.

Assessment

To ensure accurate assessment of the prediction results, two assessment criteria were introduced: Mean

Absolute Error (MAE) and Timeshift. MAE measures the average magnitude of the errors in a set of predictions

without considering their direction, while Timeshift measures the difference between the time when the predicted
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Figure 3.5: LSTM model 10 sec ahead prediction results on Fort Collins dataset (Group D)

value is observed and the time when the actual value is observed. These criteria provide a comprehensive

evaluation of the predictive performance and the temporal accuracy of the model.

• MAE: Mean Absolute Error (MAE) is a measure of the difference between two continuous variables.

Assume yt1, ..., ytn are prediction results and Zt1, ..., Ztn are target values at time instance t. The MAE

is given by,

MAE(Yt, Zt) =
∑n

i=1 | yti − Zti |
n

. (3.7)

Smaller MAE means smaller errors between prediction results and target values.

• Time Shift: The time shift is a measure of the time lag between the predicted time series and target time

series. It uses a cross-correlation technique for finding the time shift error. A smaller time shift means a

smaller time lag between the prediction results and target values. It can be expressed as

Figure 3.6: Hypothetical example of prediction consisting of both errors
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Timeshift = argδmax

n∑
0

| yt−δ ∗ Zt1 |. (3.8)

To illustrate the importance of using both assessment criteria, Figure 3.6 showed a hypothetical prediction

example with both errors.

3.2.3 Implementation of Prediction Model Using In-Vehicle Hardware

The automated driving system employs specialized driving mode algorithms to optimize performance across

all aspects of dynamic driving tasks. To achieve this, the use of artificial intelligence in autonomous vehicles

requires a supercomputer capable of handling Level 3 to Level 4 operations. The NVIDIA Drive PX2 offers the

added capability of handling Level 5 operations, as depicted in Figure 3.7. This hardware can also be used for

neural network training and porting algorithms or applications from a PC or system to an embedded platform.

With these capabilities, it is possible to simulate a driving environment and operate a simulated vehicle [36].

With its ability to handle up to 8-12 cameras, radar, 2 Tegra processors, and 3 GPUs, the NVIDIA DRIVE PX2

is an ideal hardware platform for implementing these strategies, consuming an average of 80W of power.

Figure 3.7: NVIDIA Drive PX2

3.3 Results and Discussion

3.3.1 Dataset Groups and Prediction Results

To compare different signals, we organized them into distinct groups. The prediction plots display a compar-

ison between the predicted values and the target values, representing the next prediction horizon (e.g., 10, 15,

20, or 30 seconds).

Table 3.1 outlines the data included in Group A, which encompasses current velocity and GPS. Figure 3.8

illustrates the results for velocity prediction for the 10th second using the Group A signals, plotted against the

target value. However, it is evident that the prediction results are not aligned with the target values.
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Table 3.1: Signals Used in Group A

Data Group A
Current Velocity

GPS

Figure 3.8: 10th-second Prediction Results using Group A signals

Figure 3.9 reveals that Group B signals yield superior results compared to Group A. This enhanced perfor-

mance is attributed to the inclusion of additional data parameters, namely the previous 5 seconds of signals, as

well as the EGO and Engine parameters dataset.

Table 3.2: Signals Used in Group B

Data Group B

Current Velocity

GPS

Previous 5 Seconds

EGO and Engine Parameters

Figure 3.9: 10th-second Prediction Results using Group B signals
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Figure 3.10 displays a plot that has been generated from the Group C dataset. This dataset comprises various

signals, including Current Velocity, GPS, Previous 5 Seconds, EGO and Engine Parameters, and Radar Data.

Table 3.3: Signals Used in Group C

Data Group C

Current Velocity

GPS

Previous 5 Seconds

EGO and Engine Parameters

Radar Data

Figure 3.10: 10th-second Prediction Results using Group C signals

The prediction results obtained from the Group D dataset, which are tabulated in Table 3.4, are displayed

in Figure 3.11. The results show significant improvement over the Group B and Group C datasets due to the

inclusion of the SPaT signal.

Table 3.4: Signals Used in Group D

Data Group D

Current Velocity

GPS

Previous 5 Seconds

EGO and Engine Parameters

SPaT
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Figure 3.11: 10th-second Prediction Results using Group D signals

Figure 3.12 displays the prediction results obtained using the Group E dataset. While the results show

improvement over the Group C dataset, they also reveal some mispredictions compared to the Group D dataset,

which includes the SPaT signal.

The Group E dataset comprises several signals, including Current Velocity, GPS, Previous 5 Seconds, EGO

and Engine Parameters, SPaT, and Segment Speed. The signals used in the Group E dataset are tabulated in

Table 3.5.

Table 3.5: 10th-second Prediction Results using Group E signals

Data Group E

Current Velocity

GPS

Previous 5 Seconds

EGO and Engine Parameters

SPaT

Segment Speed
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Figure 3.12: 10th-second Prediction Results using Group E signals

The mispredictions observed in the Group E dataset highlight the importance of considering relevant signals

in predictive modeling. Possible reasons why the inclusion of the Segment Speed signal in the Group E dataset

did not improve accuracy compared to the Group D dataset include noise in the data, insufficient relevance to

the prediction task, model complexity, and interactions with other signals. It is likely that a combination of these

factors contributed to the observed differences in performance.

The velocity prediction for the 10th second using Group F and Group G signals are shown in Figure 3.13 and

Figure 3.14, respectively. Table 3.6 and Table 3.7 tabulate the signals used in Group F and Group G datasets,

respectively. Both datasets include Current Velocity, GPS, Previous 5 Seconds, EGO and Engine Parameters,

and Segment Speed. However, the Group G dataset does not include Radar data.

Table 3.6: 10th-second Prediction Results using Group F signals

Data Group F

Current Velocity

GPS

Previous 5 Seconds

EGO and Engine Parameters

Segment Speed

Radar

Radar
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Figure 3.13: 10th-second Prediction Results using Group F signals

Table 3.7: 10th-second Prediction Results using Group G signals

Data Group G

Current Velocity

GPS

Previous 5 Seconds

EGO and Engine Parameters

Segment Speed

Figure 3.14: 10th-second Prediction Results using Group G signals

3.3.2 Effect on Prediction Horizon

Signal Groups are utilized to generate prediction results for the upcoming 10, 15, 20, and 30 seconds of forward

projection, which are then evaluated based on their Mean Absolute Error (MAE). The plot displayed in Figure

3.15 illustrates the comparison of MAE values. Additionally, Table 3.8 provides the average MAE values for each
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Signal Group results. In addition to the observations discussed previously, it is worth mentioning that the results

presented in Table 3.8 indicate that the predictive performance of each Signal Group varies significantly based

on the target horizon. This finding suggests that different Signal Groups may be more suitable for certain use

cases depending on the desired prediction horizon.

Furthermore, the results obtained by Group D, which incorporates SPaT data, support the notion that real-

time traffic information can significantly improve the accuracy of traffic flow predictions. This finding is consistent

with prior research in the field, which has demonstrated the effectiveness of utilizing real-time data sources, such

as connected vehicle technology, to improve traffic flow prediction accuracy.

It is also noteworthy that Group B, which incorporates additional vehicle-specific parameters, outperforms

Group A. This finding suggests that incorporating vehicle-specific data into traffic flow prediction models can be

beneficial in improving prediction accuracy. Moreover, it highlights the potential benefits of utilizing advanced

sensor technologies, such as vehicle-to-infrastructure (V2I) communication systems, to collect and transmit this

type of data in real-time.

Table 3.8: MAE Comparison: Velocity prediction of signal groups on different prediction windows (m/s)

Prediction

Window
Group A Group B Group C Group D Group E Group F Group G

10 sec 2.45 2.14 2.18 1.78 1.86 1.85 2.14

15 sec 3.52 3.22 3.24 2.55 2.64 2.66 3.11

20 sec 4.32 4.02 4.02 3.09 3.24 3.28 3.71

30 sec 5.29 4.91 5.02 4.04 4.18 4.23 4.53

Figure 3.15: Effect of signal groups on MAE

Group D data comprises several inputs, including current velocity, GPS, the previous 5 seconds of velocity,

EGO, and Engine parameters, and SPaT (Signal Phase and Timing). On the other hand, Groups E and F

utilize segment speed, which appears to negatively impact prediction accuracy. As a result, these groups display

some mispredictions when compared to Group D’s performance. These findings align with previous research,
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such as [37], which found that using Segment Speed for prediction led to lower fuel economy due to increased

mispredictions. Overall, our results indicate that Group D outperforms Group A with a nearly 50% reduction in

error. We utilized Group D data as an input to LSTM for 10-second prediction, resulting in a MAE of 1.78 m/s

and a time shift of 2.25 seconds. These findings suggest that incorporating real-time data sources such as SPaT

can significantly improve prediction accuracy, and the use of advanced machine learning techniques like LSTM

can further enhance the accuracy of traffic flow predictions.

Figure 3.16 illustrates the impact of signal groups on time shift, while Table 3.9 summarizes the average

result values. Our analysis has indicated that the time shift in predictions increases as the prediction window is

expanded. This finding is consistent with prior research, which has shown that longer prediction horizons tend

to be associated with greater time shifts. This may be due to the cumulative effects of errors in the prediction

model, as well as external factors such as changes in traffic patterns and conditions.

Table 3.9: Effect of signal groups on prediction window time shift (s)

Prediction Window Group A Group B Group C Group D Group E Group F Group G

10 sec 5.67 4.23 4.25 2.35 2.42 2.25 4.16

15 sec 9.65 7.59 7.55 3.68 3.23 3.44 6.77

20 sec 13.43 10.64 10.72 4.05 4.27 4.23 8.85

30 sec 22.19 17.31 17.48 7.07 7.45 7.46 13.01

Figure 3.16: Effect of signal groups on prediction window Time shift

3.3.3 Velocity Prediction In-Vehicle Implementation

In simulations, desktop computer equipped with Python 3.7, Keras - TensorFlow, and an RTX 2060 GPU

was used. The data was collected prior to analysis and used to derive results.

The performance of the algorithm was also investigated using the NVIDIA PX2 architecture, which could

perform multiple complex computations and gather live data while mounted in a vehicle. The algorithm was

implemented in a similar manner on this platform, and comparable results were observed to those obtained using
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the desktop computer.

This finding indicates that our algorithm is robust and can be applied across different architectures and

environments. Furthermore, it suggests that our approach has the potential to be implemented in actual vehicles,

where it could provide real-time traffic flow predictions to support more effective traffic management and planning.

3.4 Conclusion

In this study, multiple signals were collected in Fort Collins, Colorado, which were used as input features for

LSTM. LSTM showed good performance in predicting vehicle velocity and could be used for predicting different

prediction horizons. The results were assessed using MAE and compared across different Groups, where an

increase in error was observed with an increase in the prediction horizon. Group D dataset showed the best

performance, with SPaT data proving to be very useful for prediction. Although Group E had more signals, the

Segment speed did not improve the results. Group D used as input to LSTM for 10th-second prediction showed

an MAE of 1.78 m/s, and a time shift of 2.25 seconds was observed. It was also observed that Group D showed

almost a 50% reduction in error compared to Group A. Finally, the algorithm was implemented on the vehicle

hardware NVIDIA Drive PX2, where similar results were obtained.

This study has demonstrated the importance of V2I data for significant improvement in vehicle velocity

prediction, as well as the effectiveness of the LSTM neural network in predicting future velocity. However, there

are still several areas for further research.

Firstly, the prediction method could be extended with different NN architectures that are better suited to

handling time-series data, such as WaveNet or Convolutional Neural Networks. Additionally, the number of drive

cycles used for training the models could be increased to improve their accuracy and generalizability.

Secondly, this study has focused on predicting vehicle velocity, but there are other important variables that

could be predicted using similar techniques, such as vehicle acceleration, fuel efficiency, and emissions. Future

work could investigate the effectiveness of different signal groups for predicting these variables, as well as the

potential benefits of combining multiple prediction models.

Finally, this study has demonstrated the potential of using live signals collected on NVIDIA Drive PX2 for

real-time prediction. Future work could explore the feasibility of implementing this algorithm in actual vehicles,

and the potential benefits of using this technology for improving safety and efficiency on the roads.

3.5 Chapter Conclusion

This section of the research partially addresses research question 1, Task 1.1. Research question 1 is restated

here:
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Research Question 1: How effective are actual velocity predictive optimal energy management strategies in

improving energy efficiency and reducing emissions in hybrid electric vehicles, and how do they compare to other

EMS approaches?

Hypothesis: Real-time, actual velocity predictive optimal energy management strategies, are implementable.

The study effectively addresses the research question by examining the impact of V2I data and LSTM model-

ing on vehicle velocity prediction. The results indicate that LSTM demonstrates good performance in predicting

vehicle velocity and can be utilized for various prediction horizons. The study compares different groups based on

input features and reveals that Group D, which includes SPaT data, exhibits the best performance. Additionally,

the research demonstrates that the use of V2I data significantly improves the accuracy of vehicle velocity pre-

diction. The implementation of the algorithm on vehicle hardware further confirms the validity of the findings.

Consequently, this study demonstrates that V2I data is crucial for achieving significant improvements in vehicle

velocity prediction, supporting the hypothesis. Furthermore, it highlights the predictive capabilities of artificial

neural networks (ANN) in forecasting future velocity.



Chapter 4

Comparison of Optimal Energy

Management Strategies Using Dynamic

Programming, Model Predictive

Control, and Constant Velocity

Prediction

This study investigates the use of velocity prediction for improving fuel economy in HEVs through optimal

energy management strategies. The study evaluates the performance of MPC using velocity predictions and

compares it to other strategies, such as constant velocity prediction and full drive cycle prediction using dynamic

programming. This study was published at SAE World Congress and it is considered as Task 1.2 of research

question No. 1 [38]. My unique contribution to this involves the analysis and interpretation of the data presented

in the paper. I actively participated in the writing, review, and editing process.

4.1 Introduction

Transportation-related air pollution issues have gained increasing attention in recent years. Federal and state

governments have mandated that new transportation projects conform to the Environmental Protection Agency

(EPA) regulations. Advancement in novel vehicle control approaches that accomplish improved fuel economy (FE)

is an ongoing topic of study due to the financial, environmental, and cultural impact of transportation [39, 40].

31
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Improving FE is an important way to reduce the adverse effects of climate change, and it also reduces our energy

footprint [41]. This FE improvement along with a significant reduction in emissions could be achieved using

HEVs and plug-in hybrid electric vehicles (PHEVs).

Modern-day vehicles are equipped with an ability to comprehend the worldview with many sophisticated

sensors and signals, and the industry is moving rapidly toward the “Intelligent Vehicle Era” [42]. An intelligent

vehicle means a vehicle that can sense the environment around it, communicate with it, and execute the controls

accordingly. The type of sensors/signals available is Vehicle to Vehicle (V2V)/Vehicle to Infrastructure (V2I)

communication, Advanced Driver- Assistance Systems (ADAS; RADAR, LiDAR, camera), traffic data, Controller

Area Network (CAN) data, and Global Positioning System (GPS) [43–46]. These modern-day technologies

can tremendously improve vehicular safety along with reduced energy consumption and reduced environmental

pollution.

There are two types of vehicle control strategies that can effectively improve the FE (1) driving behavior

modification including eco-driving and eco-routing and (2) powertrain operation modification through optimal

energy management strategy (EMS) [44, 47]. The optimal EMS can be classified as (1) instantaneous second-

by-second optimization without prior knowledge of the whole drive-cycle (DC) and (2) predictive optimal EMS,

which requires some trip information known beforehand [44,48,49].

Furthermore, predictive optimal EMS can be classified as:

1. Globally optimal EMS with perfect full DC knowledge and prediction by using numerical optimization

methods like dynamic programming (DP) and Pontryagin’s minimum principle (PMP) [6, 10, 12]. DP is

a numerical optimization method, which aims to find the globally optimal solution subject to the chosen

discretization.DP is considered a benchmark for evaluating the performance of other control strategies due

to its complexity and sensitivity to prediction accuracy.

2. Nonglobally optimal EMS with stochastic prediction and computationally efficient nonglobal optimal EMS

[44,50,51]. In [50] and [51] authors used equivalent consumption minimization methods that don’t guarantee

in the global solution but come with a less computational cost and are practically implementable.

When deriving a globally optimal EMS using deterministic prediction, DP has been the overwhelming favorite

due to its ease of use and robustness and no need for knowledge of derivatives [44, 50, 52]. A globally optimal

EMS with deterministic prediction is difficult to implement in practice because of the high computational cost,

but it is still beneficial in simulation to define the upper practical limit on FE benefits for a given vehicle and

DC [44, 53]. One novel research suggests that DP can be implementable in real time only during acceleration

event portions of a DC [54].

For computationally efficient nonglobal optimal EMS, we can implement model predictive control (MPC),

where the optimization is done over a moving finite horizon that is shorter than the DC. Also with the ad-
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vancement in perception systems and associated computational improvements, MPC could be implementable in

real-world vehicles [44, 51, 55]. When limited trip information is available, we can implement optimal EMS by

assuming the velocity to be constant for that horizon [53]. This novel EMS strategy could be implementable in

vehicle controllers with an MPC type of framework.

4.2 Methodology

4.2.1 DC Development

Three different instances of a real-world DC are employed to symbolize highway driving and city-highway

driving to develop the prediction model [25, 32]. The main differences separating these DCs are velocities and

acceleration through the path. The location of DCs shown in Figure 4.1 and Figure 4.2 is in Ann Arbor, MI.

Figure 4.1: DC map: Highway DC (created with Google Maps).
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Figure 4.2: DC Map: City-Highway DC (created with Google Maps).

4.2.2 Baseline EMS

The Baseline EMS outlines the current performance of a 2017 Toyota Prius Prime in a rules-based, nonpre-

dictive control strategy. Engine speed and engine torque through the whole DC are used as an input into a

controls-oriented model. This controls-oriented model was developed using previously documented Toyota Prius

operation equations [52, 53], integrated with MATLAB/Simulink but updated with vehicle parameters for the

engine and motors to accurately represent a 2017 Toyota Prius Prime.

Comparison and validation between the controls oriented model used in this research and chassis dynamometer

data are shown in Figure 4.3, where (a) is fuel consumption and (b) the initial state of charge (SOCi) at the

beginning of the DC and the final state of charge (SOCf ) at the end of the DC. These plots show a linear

relationship between the controls-oriented model and the chassis dynamometer data for both fuel consumption

and state of charge (SOC) across the industry-standard U.S. EPA DCs, including the Urban Dynamometer

Driving Schedule (UDDS) and Highway Fuel Economy Test (HWY). The above DCs are only used for validation

purposes, and the rest of the research utilizes two custom DCs to represent highway driving and city-highway

driving. Because there is a linear relationship between the controls-oriented model and chassis dynamometer

data over a variety of standard DCs, the model is validated [25].

In the blending approach, the engine gets utilized often during the charge depletion phase, thereby assisting

the battery in meeting the total power demand as compared to charge depletion-charge sustenance. So, in

blending, the battery charge depletes slowly and the engine operates efficiently because the engine operates on

higher loads and consumes more fuel. As a result, blending and charge sustenance incur nearly the same total

energy costs through the depletion phase [25, 56]. So, we considered the charge-sustaining approach. Also we
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included adjusted accessory power loads to baseline EMS as well as to all Optimal EMS to avoid any unfair

advantage over the baseline.

4.2.3 Optimal EMS

Developing and executing an optimal EMS has most generally been performed as an application of optimal

control. A mathematical optimization problem is formulated by defining a dynamic equation that describes the

current state of the vehicle, a cost function that penalizes fuel use, and constraints that ensure a desired final

value of the battery SOC and powertrain component restrictions [51]. Optimal EMS system implementation

can be broken down into distinctive subsystems as shown in Figure 4.4, perception (worldview computation),

planning (optimal energy control computation), and implementation of the optimal EMS in the vehicle (vehicle

plant subsystem, which includes a vehicle running controller) [25,44,57]. The following subsections identify each

self-governing subsystem used in this research.

• Perception Subsystem

The input data to the predictive optimal EMS is a series of sensors and signals such as CAN data, Radio

Detection and Ranging (RADAR), GPS, V2V, V2I, and traffic data that recognize environmental infor-

mation, thus defining vehicular surroundings. This can be used to produce a forecast of future vehicle

states through a deep neural network, stochastic modeling, regression analysis [32, 44, 58]. The perception

subsystem deals with the velocity prediction as well as the error between the desired and actual speeds.

• Planning Subsystem

As shown in Figure 4.4, the input of this subsystem is vehicle operation prediction, which is velocity data

derived from the first subsystem (perception) [37,44]. From the desired velocity, the total desired power at

each time instant can be computed. Using this total desired power (addition of internal combustion [IC]

engine power and battery power), the control values that can deliver the desired IC engine power can be

subsequently calculated. The main role of this subsystem is to compute the optimal control and issue a

control request, which is the input for the final subsystem.
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(a) (b)

Figure 4.3: A comparison between (a) the controls-oriented model used in this research and chassis dynamometer
data of fuel consumption (b) and the initial SOCi at the beginning of the DC and the final SOCf at the end of
the DC

Figure 4.4: The system-level viewpoint of predictive optimal energy management

Dynamic Programming

Based on Bellman’s principle of optimality, DP is a numerical method that solves multistage decision-making

problems and finds the global optimal solution by operating backward in time [10, 25, 26]. We assumed that the

desired future speed of the entire DC is obtained from the perception subsystem. To solve any problem with DP,

first the dynamic equation and the cost function must be discretized. This can be done most conveniently by

dividing the total time into N equal intervals of ∆t. So time can be expressed as t=k ∆t, where k is the time

index. The speed data can be used to calculate the total desired power and subsequently the control values that

can deliver the desired IC engine torque [53,59]. Fuel consumption rates are calculated based on this data along

with IC engine speed. Whereas, the SOC of the battery is also calculated for each power-split ratio and each time
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index to make sure the total desired power demand gets satisfied without violating the SOC constraints. The

detailed DP planning subsystem is shown in Figure 4.5. It takes future velocity as an input to calculate optimal

controls by proceeding backward in time and provides optimal EMS decision matrix (engine power, SOC, and

fuel consumption) [25]. Figure 4.6 shows the principle of backward recursive DP optimization, where it takes full

DC prediction as an input and applies DP optimizer backward to calculate optimal control and the next state.

Figure 4.5: Detailed view of the planning subsystem by DP

Figure 4.6: Working principle of DP

In general, the DP technique consists of a dynamic equation, a cost function (J), and state (S) and control

variables (U) with feasibility constraints. In our study, we implemented DP on a 2017 Toyota Prius Prime by

setting SOC as a state variable (S), engine speed (u1) and engine torque (u2) as the control variables, vehicle

velocity as an exogenous input (w1), propulsion torque as another exogenous input (w2), and the summation of

the mass of fuel used and charge sustention penalty as a cost function, which is to be minimized.

Dynamic Equation:

The overall DP formulation for the 2017 Toyota Prius Prime model is

s(k + 1) = f(s, u1, u2, w1, w2, k)∆t. (4.1)
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The simplified DP equation consisting (please see [60] for derivation) of all dynamic equations of the vehicle,

wheel, and SOC of power-split architecture with planetary gear train arrangement is

s(k + 1) = s(k) − C1 +
√

C2 − [C3 ∗ u2 ∗ ((C4 ∗ u1) − (C5w1))] − [C6w1((C7w2) − (C8 ∗ u2))]. (4.2)

where k is the time index, s(k) is the current SOC, s(k+1) is the derived next SOC after applying control,

and C values are constant and used to display the equation in a simple way (please see [60]).

Cost Function:

The cost function is the addition of the mass of fuel used and charge sustaining penalty. Though the penalty

weight selection process is arbitrary, we kept in mind the strict charge-sustaining condition as well while selecting.

Cost = mfuel(u1, u2) + W (SOCf − SOCf,BaselineEMS). (4.3)

where mfuel is mass of fuel used, which is a function of engine speed and engine torque derived using engine

map. W is a penalty weight (1665 − 1670) and SOCf , Baseline EMS is the final SOC of the baseline EMS.

Constraints:

As the vehicle operates in strict charge-sustaining mode, an increase in the initial battery SOC above 20an

extra advantage to FE improvement. On the other hand, if we reduce the initial SOC below 10%, it penalizes

the FE improvement. So the constraints selected here show relevant and feasible operation of the 2017 Toyota

Prius Prime in charge-sustaining mode as follows:

Smin(k) ≤ s(k) ≤ Smax(k) = 10% ≤ SOC(k) ≤ 20%. (4.4)

u1min(k) ≤ u1(k) ≤ u1max(k) = 0Nm ≤ te(k) ≤ 140 Nm. (4.5)

u2min(k) ≤ u2(k) ≤ u2max(k) = 0rpm ≤ ne(k) ≤ 5200 rpm. (4.6)

Optimal Control Formulation by DP:

Start with defining inputs (constants, exogenous inputs) and discretizing the state and control variables:

s̄ = {smin, smin + δs, ...smax} (δs = 0.01%) (4.7)
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ū1 = {u1min, u1min + δu1, ...u1max} (δu1 = 1Nm) (4.8)

ū2 = {u2min, u2min + δu2, ...u2max} (δu2 = 10rpm) (4.9)

Now from three-dimensional (3-D) matrix of s , u1, u2 for simplicity and to reduce computational time. The

new control and state variables are

S = [s]s̄,ū1,ū2 (4.10)

U1 = [u1]s̄,ū1,ū2 (4.11)

U2 = [u2]s̄,ū1,ū2 (4.12)

Now evaluate the vehicle model by backward recursive DP to calculate the next state as in 4.7.

Figure 4.7: Dynamic Programming Algorithm Structure

While solving the DP algorithm, introduce the “tic” and “toc” functions to record the computational time.

The total time recorded with the above DP algorithm using a Dell Inspiron 17 7000 for Highway DC is 31,703 s.
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Optimal EMS Using Optimal Control:

Figure 4.8 and Figure 4.9 show the optimal control (u∗
1 and u∗

2 ) matrix obtained by full DC prediction

using DP with Highway and City-Highway DC, respectively. Using these controls, engine power, SOC, and fuel

consumption have been calculated, which is globally optimal.

Figure 4.8: The optimal control matrix obtained using DP for the Highway DC

Figure 4.9: The optimal control matrix obtained using DP for the City-Highway DC

Model Predictive Control

Even though DP gives globally optimal EMS, it is very difficult to implement in practice because full DC

cannot be predicted currently.
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Nowadays, many researchers are exploring the optimal EMS, which can be implemented practically. MPC is

a prospective strategy that can deliver optimal controls with practical considerations [19,61–64].

Control inputs that are applied from the current time to a future time result in minimization of a cost function

subject to the system dynamics and additional constraints [65–67].

Concept of MPC are shown in Figure 4.10 and Figure 4.11, respectively. Since the full DC prediction is not

readily available beforehand, our knowledge is limited to the velocity predictions for the desired horizon at each

time index as we progress. So MPC takes the predicted velocity of the desired horizon as an input to calculate

optimal controls only for that selected horizon using DP optimizer backward in time, as shown in Figure 4.11.

This process provides us optimal control for the entire horizon. But for further optimal EMS calculation, just

select the controls of the desired time index.

Figure 4.10: Detailed view of the planning subsystem by MPC

Figure 4.11: Working principle of MPC.

In general, MPC consists of a control equation, a cost function (J), and state (S) and control variables (U)

with feasibility constraints. In our study, we have implemented MPC with a 10 s prediction horizon and keeping

DP as the optimizer.

Control Equation:

The overall MPC formulation for the 2017 Toyota Prius Prime model is as follows:
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s(k + 1) = f(s, u1, u2, w1, w2, k)∆t (4.13)

where k is the time index, SOC(k) is the current SOC, SOC(k + 1) is the derived next SOC after applying

control, u1 is engine speed, u2 is engine torque, and w1, w2 are an exogenous input - velocity, and propulsion

torque.

Cost Function:

The cost equation is the same as DP. The only difference considered is horizon time, not the whole DC.

Cost = mfuel(u1, u2) + W (SOCf − SOCf,BaselineEMS)2 (4.14)

where Nhorizon is the number of the horizon time-step.

Constraints:

Constraints are the same as those used in DP. Only the horizon is considered.

Optimal Control Formulation by MPC:

To derive optimal controls, DP has been used as an optimizer in MPC. Start with the defining inputs (all

constants, exogenous inputs. It starts from the first time state as shown in 4.12
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Figure 4.12: MPC Algorithm Structure

The total time recorded with the MPC algorithm of 4.12 on a Dell Inspiron 17 7000 for the Highway DC is

307,325 s (475 s for 1 time-step).

Optimal EMS Using Optimal Control:

Figure 4.13 and Figure 4.14 show the engine power, SOC, and fuel consumption calculated with the optimal

control (u∗
1 and u∗

2) matrix obtained by MPC over a 10s horizon prediction with Highway and City-Highway DC,

respectively.
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Figure 4.13: The optimal control matrix obtained using MPC for the Highway DC

Figure 4.14: The optimal control matrix obtained using MPC for the City-Highway DC

Constant Velocity Prediction

Due to limitations on the perception subsystem, in the near term with limited trip information available or

with no trip information available,we can calculate the optimal controls by assuming a constant speed for an

assumed finite time horizon [53].

The planning subsystem responsible for detailed constant velocity prediction is depicted in 4.15 and its

operational principle is illustrated in 4.16. In this subsystem, the input consists of the future velocity for a

predetermined horizon (typically 10 seconds) assumed to be constant, matching the velocity of the present time-
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step. Utilizing a backward-moving DP optimizer, the optimal controls for the selected horizon are calculated,

as indicated in 4.16. This process yields optimal control throughout the horizon, with the horizon velocity

remaining constant and equal to the velocity of the current time-step. However, for the purpose of further optimal

EMS calculation, only the controls associated with the present time-step are selected. Given the advancements

in current perception subsystems, this method proves advantageous for implementation in vehicle controllers

employing a model predictive control (MPC) framework.

Figure 4.15: Detailed view of the planning subsystem by constant velocity prediction

Figure 4.16: Working principle of constant velocity prediction

The control equation, cost equation, constraints, state, and control variables are the same as previously used

in MPC. The only difference is in the horizon velocity.

Optimal control formulation by constant velocity prediction:

To derive optimal controls, use DP as an optimizer. This starts with defining inputs (all constants, exogenous

inputs) Start from the first time state
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Figure 4.17: Constant Velocity (CV) prediction Algorithm Structure

The total time recorded with the constant velocity prediction algorithm of 4.17 on Dell Inspiron 17 7000 for

Highway DC is 298,914 s (462 s for 1 time-step).

Optimal EMS Using Optimal Control:

Figure 4.18 and Figure 4.19 show the engine power, SOC, and fuel consumption calculated for the opti-

mal control (u∗
1 and u∗

2) matrix obtained by constant velocity prediction with Highway and City-Highway DC,

respectively.
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Figure 4.18: The optimal control matrix obtained using constant velocity prediction for the Highway DC

Figure 4.19: The optimal control matrix obtained using constant velocity prediction for the City-Highway DC

4.3 Results

We proposed three different strategies for optimal EMS analysis: (1) perfect full DC prediction using dynamic

programming, (2) 10 s prediction horizon MPC, and (3) 10 s horizon constant velocity prediction. Figure 4.20

and Figure 4.21 show the comparative result of fuel consumption and SOC level with Highway DC and City-

Highway DC, respectively, at each time index of all three strategies with baseline EMS, which outlines the current

performance of a vehicle in a rules-based, nonpredictive control strategy. The percentage of FE improvement
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with these three proposed strategies over baseline FE is calculated as

%∆(FE) = (MPGe)OptimalEMS − (MPGe)BaselineEMS

(MPGe)BaselineEMS
(4.15)

where (MPGe)OptimalEMS is miles per gallon of gasoline equivalent with optimal EMS and (MPGe)BaselineEMS

is miles per gallon of gasoline equivalent with baseline EMS.

Figure 4.20: Baseline, DP, MPC, and constant velocity prediction EMS comparisons for the Highway DC
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Figure 4.21: Baseline, DP, MPC, and constant velocity prediction EMS comparisons on the City-Highway DC

From Figures 4.20 to 4.21 (a)-(c), the overall fuel consumption trend from lowest to highest can be given as:

DP < MPC < ConstantV elocityPrediction < BaselineEMS (4.16)

Perfect full DC prediction implemented with DP shows the best FE improvement and is considered as the

upper limit on FE improvement. On the contrary, the baseline EMS shows the point of comparison for any FE

improvements. Overall, the perfect full DC prediction implemented with DP showed 2.94% and 4.32% of FE

improvement over baseline FE on the Highway and City-Highway DC, respectively.

Figure 4.20 (b) shows a constant velocity prediction fuel consumption trend that closely follows the MPC trend

on highway driving. On the contrary, Figure 4.21 (b) shows a significant difference between constant velocity

prediction and MPC fuel consumption trends. But it also shows that even with the limited prediction constant

velocity, prediction strategy can provide a remarkable FE improvement. Overall, the 10 s prediction horizon

MPC showed 1.85% and 3.32% of FE improvement over baseline FE on the Highway and City- Highway DC,

respectively. While the 10 s horizon constant velocity prediction showed 1.59% and 2.47% of FE improvement

over baseline FE on the Highway and City-Highway DC, respectively. Also, all EMS strategies start and end

with the same SOC level, which aligns with our assumption(s) that a vehicle works in the “charge sustaining”

mode.

From Figures 4.20-4.21 (c), SOC trends of DP strictly obey charge-sustaining operation, but in between the

DC endpoints, the SOC fluctuates largely. This clearly indicates DP takes full advantage of the battery power

with perfect full DC prediction. Due to this in both highway and city-highway driving, FE improvement is
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highest. This is also justified by the DP fuel consumption trends shown in Figures 4.20-4.21 (b). This clearly

shows that the DP fuel consumption trend is distinct from others, where fuel consumption is lowest with DP.

Figure 4.20 (c) indicates that, on highway driving, SOC trends of both MPC and constant velocity prediction

at each timestep always stay close to the initial SOC level, which looks like the SOC level is constant for the

whole DC. On the other hand, Figure 4.21 (c) indicates that, with city-highway driving, the SOC trends of both

MPC and constant velocity prediction show some fluctuations, but their amplitude is much smaller than the DP

SOC trend. This low SOC fluctuation results in a higher battery life.

Figure 4.22 and Figure 4.23 show the behavioral comparisons of the engine power trends of different EMS

strategies on the highway and city-highway driving, respectively. When comparing the engine power from the

Baseline EMS and the globally Optimal EMS in Figure 4.22 (a), there are few points, like at the 4th and 12th

mile distances, where the Optimal EMS has turned off the engine and operated the engine at lower overall power

with fewer fluctuations, resulting in 2.94% of FE improvement. Similarly, when comparing the engine power from

the Baseline EMS and the globally Optimal EMS in Figure 4.23 (a), there are many points where the Optimal

EMS has turned off the engine and operated the engine at lower overall power with fewer fluctuations, resulting

in 4.3% of FE improvement.

Figures 4.22-4.23 (b) show the MPC engine power trend closely follows the DP engine power trend with some

exceptions. The amplitude and number of fluctuations of the MPC engine power are higher than the DP engine

power trends. Because of this engine behavior, MPC demonstrates a lower FE improvement than DP. Despite

this, MPC has the potential to achieve 60%-65% and 70%-80% of global FE improvement levels on the highway

and city-highway DC, respectively, as summarized in Figure 4.24.

Figure 4.22: Baseline, DP, MPC, and constant velocity prediction engine power comparisons
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Figure 4.22 (c) indicates a sharp increment in the engine power for the constant velocity prediction in some

instances as compared to MPC engine power on the Highway DC. This indicates that constant velocity prediction

can potentially achieve 80%-92% of MPC FE improvement. On the other hand, the engine power trend with

constant velocity prediction shows multiple sharp increments over MPC engine power on the City-Highway DC,

as shown in Figure 4.23 (c). This causes a drop in the FE improvement potential of constant velocity prediction

over MPC FE improvement. Overall the constant velocity prediction has the potential to achieve 50%-60% of

global FE improvement.

Figure 4.23: Baseline, DP, MPC, and constant velocity prediction engine power comparisons with City-Highway
DC

Overall the FE improvement results of both highway and city-highway driving with all three strategies over

baseline EMS are shown in Figure 4.24. The perfect full DC prediction along with DP has the largest average

FE improvement, followed by the 10 s prediction horizon MPC, and then the 10 s horizon constant velocity

prediction over baseline EMS.
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Figure 4.24: Summary of the FE improvement with all EMS on both Highway and City Highway DC

Figure 4.24 also provides evidence that on the Highway DC, constant velocity prediction can achieve nearly

the same level of fuel efficiency improvement as MPC. Therefore, for highway driving scenarios, it may be more

beneficial to utilize the simpler constant velocity prediction method rather than the more complex MPC method.

This is because constant velocity prediction does not necessitate accurate horizon prediction, unlike MPC. In

contrast, on the City-Highway DC, there is a substantial disparity between the fuel efficiency improvement

achieved by MPC and constant velocity prediction. This indicates that MPC yields superior results on the

City-Highway DC due to its consideration of accurate horizon velocity predictions.

4.4 Conclusion

In this study, we have investigated three different EMS in simulation using real-world Highway DC in a

validated control-oriented 2017 Toyota Prius Prime model operating in charge-sustaining mode. The input to

all EMS planning subsystems is velocity predictions obtained from the perception subsystem. The output of the

given planning subsystem is the vehicle control matrix that realizes FE improvement with optimal engine power

generation while maintaining the battery SOC level in the whole DC.

The perfect full DC prediction along with DP gives globally optimal EMS, which represents the upper limit

of the achievable FE improvement. The 10 s prediction window MPC strategy provides the second-best FE

improvement results in this study, which were found to be very significant. The MPC results suggest that it

has the potential to achieve 60%-65% and 70%-80% of global FE improvement over Highway and City- Highway

DC, respectively. This is good news because, with near-term advancements in perception systems, MPC can

likely be implemented in near-future vehicles. The even simpler case of constant velocity prediction also shows

promising results when implemented in vehicle controllers with an MPC type of framework. The constant velocity

prediction results suggest that it has the potential to achieve 80%-90% and 75%-85% of MPC FE improvement

over the Highway and City-Highway DC, respectively. Also, the MPC and constant velocity prediction results



53

suggest that FE improvement from the perfect 10 s MPC is only slightly higher than constant velocity 10 s,

which means that a 10 s prediction window is not that beneficial for generating actual velocity predictions for

MPC. The MPC and constant velocity SOC results corroborate the above claim(s) to achieve better battery

performance. Overall, these results contribute to the mounting evidence that velocity prediction fidelity does not

need to be as robust as initially suspected, thus contradicting more than a decade of previous research.

For future work, we seek to combine both perception and planning subsystem and integrate it with a real-world

vehicle through NVIDIA PX2 and vehicle controller. Our near-term goal is to implement the constant velocity

prediction strategy as it does not require a perfect horizon operation prediction. As the 10 s prediction window is

not that beneficial for generating actual velocity predictions for MPC, we seek to explore more prediction windows

and its effect on FE improvement. Also the total computational time with these MPC and constant velocity

prediction methods are almost ten times higher than the DP computational time. But in an implementation

perspective with the MPC and constant velocity prediction methods, at each time-step, we only need to optimize

the next 10 s (not the entire DC as with DP). So this large computational time gets distributed over the entire

DC. As high performance, energy-efficient computing like NVDIA PX2 is available, our long-term goal is to

implement the MPC strategy as our perception research gets mature.

4.5 Chapter Conclusion

This section of the research partially addresses research question 1, Task 1.2. Research question 1 is restated

here:

Research Question 1: How effective are actual velocity predictive optimal energy management strategies in

improving energy efficiency and reducing emissions in hybrid electric vehicles, and how do they compare to other

EMS approaches?

Hypothesis: Real-time, actual velocity predictive optimal energy management strategies, are implementable.

This study effectively addresses the research question by investigating three different energy management

strategies (EMS) in a simulated real-world scenario using a Toyota Prius Prime model. The study utilizes veloc-

ity predictions obtained from the perception subsystem as inputs to the EMS planning subsystems. The results

show that the globally optimal EMS, achieved through perfect full DC prediction and dynamic programming

(DP), provides the highest fuel efficiency (FE) improvement. However, the study reveals that the 10-second

prediction window model predictive control (MPC) strategy offers significant FE improvement, indicating its

potential for implementation in near-future vehicles. Furthermore, even the simpler approach of constant ve-

locity prediction shows promising results when implemented within an MPC framework. The constant velocity

prediction approach demonstrates high FE improvement, suggesting its viability for achieving efficient energy

management in hybrid electric vehicles. The results also indicate that the fidelity of velocity predictions does
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not need to be as robust as previously believed, challenging previous research in the field. Overall, this research

demonstrates the effectiveness of actual velocity predictive optimal energy management strategies in enhancing

energy efficiency and reducing emissions in hybrid electric vehicles. It provides valuable insights into the perfor-

mance of different EMS approaches, highlighting the potential of MPC and constant velocity prediction as viable

alternatives for achieving significant FE improvement.



Chapter 5

Development and Evaluation of

Velocity Predictive Optimal Energy

Management Strategies in Intelligent

and Connected Hybrid Electric Vehicles

The study evaluates the effectiveness of Predictive Optimal Energy Management Strategies (POEMS) for

Hybrid Electric Vehicles (HEV) using predicted velocity data. This study was published in the "Energies" by

MDPI (Multidisciplinary Digital Publishing Institute) and it is considered as Task 1.3 of research question No.

1 [68]. I shared the first authorship with Aaron Rabinowitz. My contributions encompassed the investigation

process and the writing, review, and editing of the chapter. Together with Aaron Rabinowitz, I conducted the

research, analyzed the data, and interpreted the results. Our collaborative effort in writing the original draft, as

well as the subsequent review and editing stages, led to the successful publication of the journal paper and the

inclusion of its key findings in Chapter 5.

5.1 Introduction

Improving FE is a critical goal to reducing climate change and air pollution. The transportation sector is

responsible for 27% of all greenhouse gas emissions produced globally and more than 50% of nitrogen oxide

emissions [69]. Recent studies show that greenhouse gas emissions are a significant contributor to global climate

change [70] and lowered life expectancy in many countries [71]. Greenhouse gas emission levels are directly related

to the FE of vehicles; reducing total miles driven is a difficult-to-implement and politically controversial goal,

55
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thus much research into methods to improve vehicle Fuel Economy (FE) has been performed [72].

A critical component of improving FE is vehicle electrification. Recently, Hybrid Electric Vehicles (HEV)

and Plug-in Hybrid Electric Vehicles (PHEV) have been widely researched because of their greater potential

to increase Fuel Economy (FE) and emissions over that of conventional Internal Combustion Engine (ICE)

vehicles [73]. However, currently available HEVs do not operate optimally [74].

In addition to advancements in powertrain technology, recent developments in the automotive industry have

led to huge advancements in Intelligent and Connected Vehicle (ICV) technology. Advanced Driver Assistance

System (ADAS) technology has seen rapid market penetration due to its potential to bring safety and convenience

benefits to customers [75–77]. Automation (i.e. ADAS) and connectivity (i.e. ICV) technology are critical

technologies not only for safety and commercialization of autonomous vehicles but also for energy efficiency

through implementation of Predictive Optimal Energy Management Strategies (POEMSs) on HEVs and PHEVs

which can increase their FE and reduce their emissions [78–82].

POEMSs use predicted vehicle velocity (enabled through ADAS [83] and connectivity) as an input to optimal

control. The optimal solution output is then used as an input to the vehicle plant, ideally an HEV or PHEV due

to the additional operational degrees of freedom [84]. This process has been the subject of active research since

the first publication in 2001 [78]. Note that in the current transportation environment, perfect future velocity

prediction is not possible. To address this issue, researchers have used Model Predictive Control (MPC) which, in

this context, is the application of DP optimization to fixed length prediction windows. Research in this space has

demonstrated that perfect velocity prediction is not required [85], and that even heuristic approaches which rely

on acceleration event prediction can be used [80,86] to achieve improvements in FE. Although it is worth noting

that these FE improvements are modest compared to those theoretically achievable with prefect prediction of

vehicle velocity. High-fidelity prediction of future vehicle velocity is presently achievable through the employment

of Machine Learning (ML) and Artificial Neural Network (ANN) methods and ICV technology [17–20,22–25,87].

Despite all of this research, a thorough investigation of the datasets and prediction models effect on vehicle FE

(the full system) has not been conducted. The latest research has explored the effect on velocity prediction error

metrics rather than resultant vehicle FE [25,88].In order to facilitate real world implementation, certain specific

research gaps must be addressed; these research gaps are defined in [84] as:

1. Performance of Optimal EMS with Actual Velocity Predictions

2. Performance of Optimal EMS when Subjected to Disturbances

3. Performance of Optimal EMS in Real Vehicles

To the author’s knowledge, this research represents the first comprehensive study fully addressing Research

Gap 1. Previous research in the area of POEMS has focused on select aspects of Research Gap 1 but no
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comprehensive study has been performed which concerns the use of real-world data and real-time prediction

methods in POEMS. This study, being such a comprehensive analysis, allows for research to progress towards

other aspects of implementation namely Research Gaps 2 and 3. Previous research in this area is summarized

as follows. The efficacy of predictive Optimal EMS for improving efficiency in HEVs was first shown in 2001

in [78] utilizing perfect prediction. In 2008 velocity prediction was introduced to the literature in [21] which used

an analytical traffic based velocity prediction model. In 2015, the advantages of ANN prediction were shown

in [19,20]. In 2017 and 2018 a series of studies [37,83,85,89] experimented with different data streams to optimize

prediction with a shallow ANN. In 2019 more modern machine learning techniques were introduced into the field

in [90] where reinforcement learning was used along with traffic data to train an ANN to produce optimal controls

for a power-split hybrid. Also in 2019, [25,91] showed that high fidelity predictions were possible through the use

of deep Long-Short-Term-Memory (LSTM) ANNs. Finally, in 2020, a thorough analysis of various combinations

of real world data streams and machine learning techniques [25,88,92] showed that the highest degree of prediction

fidelity could be attained through the use of LSTM ANNs with the use of Signal Phase and Timing (SPaT) and

Lead Vehicle data.

Thus, in order to close the gap, this study outlines a comprehensive system-level study addressing the in-

teractions between groups of available real-world data, velocity prediction methods, and Optimal EMS methods

with respect to the overall system output: FE.

This study rigorously evaluates the dataset and perception model for POEMS and evaluates performance

using the FE for a validated HEV to enable full system performance insight, which to-date is missing from the

literature. Cutting-edge AI technology is leveraged to generate high-fidelity future vehicle velocity predictions

in 10 to 20 second windows. The predictions are fed into an MPC control method in order to determine the

optimal instantaneous torque split for a power-split HEV. The FE achievable with the proposed POEMS will

be compared to that achievable with perfect prediction Full drive-Cycle DP (FCDP), Perfect Prediction MPC

(PP-MPC), Constant Velocity-prediction MPC (CV-MPC), and Autonomie baseline control. This study will

further show that the proposed method is implementable on current vehicles with current technology and has

the potential to provide significant FE improvements within the HEV fleet if implemented.

5.2 POEMS Methodology

5.2.1 Overall System

HEV POEMS uses predictions of future vehicle velocity to inform an optimal powertrain control strategy,

thus achieving greater energy efficiency. Powertrain controls include torque split and gear shifting based on

powertrain states such as battery State of Charge (SOC) and current gear in the case of a parallel power-train

configuration or only torque split in the case of a parawhnllel configuration.
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Figure 5.1: POEMS logic flow schematic

As shown in Figure 5.1, a POEMS consists of three major subsystems. The first is the perception system

which predicts vehicle motion using information about previous and current vehicle motion, powertrain states,

driver inputs, ADAS, and V2X data as inputs. The second is the planning subsystem which computes optimal

controls based on the predicted vehicle velocity. And finally the third subsystem is the vehicle plant which can

be either the physical vehicle or high-fidelity simulation model of the vehicle. The final system outputs are the

actual vehicle velocity and powertrain states.

POEMS achieve greater FE by ensuring that the engine is used in regions of maximum efficiency as often

as possible. This concept is shown in Figure 5.2 which includes a Brake Specific Fuel Consumption (BSFC)

map for an example engine and different combinations of engine speed and torque which produce different

engine efficiencies. Thus, most engine controllers attempt to operate the engine along its Ideal Operating Line

(IOL) [93] which contains the most efficient torque for a given engine speed. POEMS utilizes future vehicle velocity

information to ensure that the engine operates within the most efficient segment of the IOL. By considering an

Ideal Operating Line Segment (IOLS), POEMS aims to optimize the engine’s performance and achieve maximum

efficiency.

Figure 5.2: Example BSFC plot with IOL and operating points with and without POEMS

As shown in Figure 5.2, simply operating along the IOL (yellow dots) does not guarantee efficient operation.



59

POEMSs increase FE by guaranteeing operation within the IOLS (green dots).

Although this paper only concerns vehicle motion, the POEMS method can be extended to account for addi-

tional exogenous inputs such as cabin heating and cooling requirements [94–96] without fundamentally changing

the method.

5.2.2 System Inputs

Data-Set Development

The first step in the development of practical and high-fidelity real world future vehicle speed prediction was

to collect a sample generic data-set which would represent all data sources potentially available to a given ICV.

All data sources selected are currently available to ICVs or will be available in the near future [97]. In this section

a taxonomy for such a data-set is defined. This taxonomy defines data both in terms of its source form and its

processed form and defines the process of transformation.

The first step in defining the data-set is to define the sources of the data. Three distinct source categories are

proposed:

1. VEH: Vehicle operational data such as vehicle motion, performance, and driver inputs. This data concerns

only the ego vehicle itself and its driver.

2. ADAS: Advanced Driver Assistance System (ADAS) data [98]. This consists of the data generated by

external object sensors on the vehicle and concerns objects within the vehicle’s line of sight.

3. V2I: Data which the vehicle receives through connectivity to infrastructure and other vehicles.

In order to be considered an ICV, a vehicle must receive information from all three of the above sources. Most

modern vehicles receive data from the VEH and ADAS sources [99] and V2I is available in some regions [100].

These signals were obtained from the ego vehicle CAN bus and the City of Fort Collins, Colorado.

Within these source categories, signals of use in vehicle future velocity prediction are shown in Table 5.1.
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Table 5.1: Data sources and associated signals

Data Source Signal Description

VEH General Vehicle Signals
Signals such as speed, acceleration, throttle position, and

steered angle which can be found via CAN on any vehicle

VEH Historical Speeds (HS)
Historical speed data for the vehicle at the current loca-

tion

ADAS Lead Vehicle Track (LV)
Relative location of confirmed lead vehicle from ADAS

system

V2I Signal Phase and Timing (SPaT) Signal phase and timing of next traffic signal

V2I Segment Speed (SS) Traffic speed through current road segment

All VEH signals should be available on all modern vehicle CAN networks while ADAS enabled vehicles will

produce a lead vehicle track for safety and Autonomous Cruise Control (ACC) purposes. The information for

SPaT and SS comes form the SAE J2735 SPaT/Map message. Thus all signals used in this study are available to

a generic ICV while traveling on a connected infrastructure. Most modern vehicles will have access to the VEH

and ADAS sourced signals. A total of 13 drive-cycles worth of data were collected along the data drive-cycle

by one driver over two days. Details about data collection and availability can be found in the team’s previous

work [92].

Data Drive-Cycle Selection

In order to gauge the effects of real-world data-based predictions on the performance of POEMS, a real-

world dataset was required. It was desired to gather data in conditions which would allow for optimal POEMS

performance such that the relative differences between various POEMS methods would be as great as possible.

A secondary consideration was that, in order to allow for optimal ML and ANN prediction performance, the

data collection should be conducted along a repeating drive-cycle and that this cycle should be short enough

that more than 10 cycles could be collected in a single day. The drive cycle which was selected was a 4 mile long

drive-cycle along urban arterial roads in downtown Fort Collins, Colorado which is shown in Figure 5.3.
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Figure 5.3: Selected data drive-cycle; drive order was purple, yellow, blue, then green, red circles represent traffic
signals

In order to assess the characteristics of the data drive-cycle, it was determined that the data drive-cycle and

the EPA dynamometer drive cycles should be characterized by their distributions of speeds and accelerations.

These basic statistical measures were chosen in order to allow for easy comparison between the drive-cycles. The

drive cycle characteristics data is shown in Table 5.2.

Table 5.2: Drive-cycle characteristics for data drive-cycle and EPA drive cycles

Drive-Cycle
Mean Non-Zero

Speed (MNZS)-m/s

Standard Deviation

of Non-Zero Speeds

(SNZS)-m/s

Mean Absolute

Acceleration

(MAA)-m/s2

Standard Deviation

of Absolute

Accelerations

(SAA)-m/s2

Data 18.6988 8.5699 1.1557 1.1432

UDDS 10.7923 5.5850 0.4723 0.4859

US06 23.1791 9.5014 0.6538 0.7851

HWFET 21.7191 4.1752 0.1713 0.2443

Based on these characteristics, the similarity of the data drive-cycle and the EPA dynamometer drive-cycles

was calculated using the multivariate normal distribution. The relative similarities between the EPA cycles and

the data drive-cycle are shown in Table 5.3.

Table 5.3: Relative similarities between EPA dynamometer drive-cycles and the data drive-cycle

UDDS US06 HWFET

0.5885 0.2394 0.1721

It must be stressed that the comparison between a data drive-cyle and the EPA dynamometer drive cycles
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could only be calculated after data collection was done and the data drive-cycle was known. Of the candidate

data drive-cycles tried, the drive-cycle shown in Figure 5.3 resulted in the most favorable comparison to EPA

dynamometer drive cycles. The selected data drive-cycle was most similar to the UDDS EPA dynamometer

drive-cycle because higher numbers imply that the real-world drive cycle from Figure 5.3 is more similar.

5.2.3 Subsystem 1: Perception

Having collected an extensive real-world ICV dataset, a comprehensive study on prediction methods was

conducted. The initial analysis of the prediction study can be found in [25] and is summarized below:

A wide field of potential prediction algorithms including classical ML and ANN methods were considered.

The candidate methods are listed in Table 5.4.

Table 5.4: Candidate Prediction Methods.

Method Method Type

Long Short Term Memory (LSTM) Deep Neural

Network (DNN)
ANN

Convolutional Neural Network (CNN) ANN

CNN-LSTM ANN

Decision Trees ML

Bagged Trees ML

Random Forest ML

Extra Trees ML

Ridge ML

K-Nearest-Neighbors (KNN) ML

Linear Regression without Interactions (LR) Statistical

Linear Regression with Interactions (LRI) Statistical

All methods were trained, tested, and validated on a 9/2/2 data-split basis respectively. The training and

evaluation metric was Mean Absolute Error (MAE), where X is the predicted velocity value, Y is the actual

velocity value, and n is the total number of timesteps, where

MAE(X, Y ) =
∑n

i=1 |Xi − Yi|
n

. (5.1)

An extensive study was conducted on different combinations of the signals in Table 5.1 as well as different

combinations of macro-parameters for the methods. From this general study, the best results for each method

for 10, 15, and 30 second time horizon speed predictions in terms of MAE (mph) are listed in Table 5.5.
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Table 5.5: The candidate prediction methods results organized from best performing to worst performing.

Method MAE - 10s MAE - 15s MAE - 20s

LSTM 1.78 2.55 3.09

CNN 1.84 2.77 3.50

CNN-LSTM 1.97 2.7 3.26

Decision Trees 2.69 3.60 4.12

Bagged Trees 2.23 3.09 3.67

Random Forest 2.30 3.15 3.72

Extra Trees 1.99 2.73 3.30

Ridge 2.67 3.84 4.67

KNN 2.67 3.84 4.67

LR 2.65 3.82 4.65

LRI 2.57 3.60 4.28

The results of the general study showed that the LSTM had the best performance at 10, 15, and 20 seconds.

Based on this collected evidence, it was concluded that an LSTM should be used withing the POEMS system.

For further discussions and details, the reader is referred to the team’s previous publications [25,88].

5.2.4 Subsystem 2: Planning

HEV POEMS planning subsystems generally fall into two groups: (1) those based on Pontryagin’s Maximum

Principle (PMP) such as ECMS [101], a-ECMS [79], as well as their derivatives, and (2) those based on DP.

The advantages of PMP methods is that these are "real-time" strategies since they are relatively computation-

ally cheap. But this method is typically non-optimal and recent research suggests that the equivalence factor

prediction is analogous to velocity prediction [102]. The advantages of DP based methods is that they guarantee

discovery of the globally optimal solutions assuming that the vehicle velocity prediction is accurate. The research

team discovered the critical importance of this aspect through documenting that even if significant and real world

velocity mispredictions are present, the solution is still near optimal [52] which has lead to new method of real

world practical implementation [80, 86]. Additionally, the rise in the use of AI within the CAV space has led to

deployments of vehicles with high-performance GPUs on-board the vehicle which potentially enables real-time

computation of DP [103], which has been a common criticism for eventual DP implementation. For these reasons,

DP methods were selected for this study.

DP is a numerical method based on Bellman’s Principle of Optimality, which solves multistage decision-

making problems and finds the global optimal solution by operating recursively backwards through time and

storing only the optimal controls at each step [48, 104]. DP and its derivative strategies have been applied to
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the problem of FE optimization for HEVs previously [64,66,74,78] for full and partial drive cycles as well as for

perfect and real predictions.

DP can be thought of as a recursive equation solver with memory. A recursive solution to a problem is to

evaluate all possible paths by evaluating every possible combination of decisions independently. While a recursive

solution will find a global optimum it will require an exponentially increasing number of function evaluations for

each additional time-step. DP solves this run-time problem by iterating backwards through time and storing the

optimal controls for each discrete state value at each time-step then evaluating the same controls from the same

discrete state values until the first time-step. The result of the backward iteration is an optimal control matrix

which can be used to find optimal controls at each time-step based on the current state values when iterating

forwards. The backwards iteration step is referred to as the optimization step while the forward iteration step is

referred to as the evaluation step. The DP method is shown schematically in Figure 5.4.

Figure 5.4: Schematic of DP Method

The optimization step of the DP method, as shown in Figure 5.4, creates an optimal matrix which can be

used to compute optimal controls at each step by combining current and "remembered" costs. The optimization

step iterates backwards from the last time-step (N) to the first which is not shown. The state values (represented

by solid-outlined circles) show discrete state values. At time-step N − 1, the model is evaluated for each of the

discrete state values at each discrete control value which results in a series of new "intermediate" state values

(represented by dashed-outlined circles) and associated control costs. Following this, the lowest cost (optimal)

control is selected for each discrete state value. At time-step N − 2 the same process is repeated but in addition

to the control cost, the cost-to-go is calculated and added. The cost-to-go from a given intermediate state value

is calculated by interpolating from the stored optimal control costs from state N − 1. This process repeats itself

until the first time-step is reached. The DP method shown in Figure 5.4 is constrained in two ways: (1) a large

penalty is applied for distance from the desired end state value at time-step N which forces the optimal controls

for all state values at time-step N − 1 to produce the same state value at time-step N and (2) controls which

lead to intermediate states which are above or below the maximum and minimum value lines (represented by red

dashed-outlined circles) respectively are not considered. The output of the optimization step is a optimal control

matrix which stores the optimal controls for each discrete starting state value at each time-step.
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The evaluation step of the DP method, also shown in Figure 5.4, iterates forward from the first time-step

through the last time-step from a given starting state value. At each time-step, interpolation is done using

the starting state value (represented by blue solid-outlined circles) and the optimal control matrix values for

the current time-step to determine the optimal control for the current time-step. The optimal control is then

applied and the starting state value for the subsequent time-step is calculated. This process is repeated until the

penultimate time-step is reached.

High-Fidelity DP Solution for the HEV Optimization Problem

The formulation of the DP problem for the 2010 Toyota Prius is as follows:

• The powertrain state x is the battery SOC

• The powertrain control u is the engine power

• The exogenous input for the powertrain w is the vehicle speed

• The time index k denotes the current time-step

The general form of the dynamic equation is shown below. It uses a high-fidelity model of the vehicle to

generate the SOC at time-step k + 1 based on the SOC at time-step k, the engine power at time-step k, and the

vehicle speed at time-step k as:

x(k + 1) = x(k) + f(x(k), u(k), w(k))∆(t). (5.2)

where f(x(k), u(k), w(k)) is the charging/discharging rate for the battery dSOC/dt. The charging/discharging

rate function f(x(k), u(k), w(k)) can be written as:

dSOC

dt
= Pbattϵchg

VocC
= (Pbatt,mot + Pbatt,gen)ϵchg

VocC
(5.3)

where Voc and C are the battery open-circuit voltage and charge capacity respectively. The charging/discharging

efficiency is defined as:

ϵchg =


Cchg Pbatt ≥ 0

Cdchg Pbatt < 0
(5.4)

where Cchg and Cdchg are constants reflecting the battery’s efficiency in charging and discharging respectively.

The powers Pbatt,mot and Pbatt,gen are calculated as:
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Pbatt,mot = Tmotωmot

ϵmot
(5.5)

Pbatt,gen = Tgenωgen

ϵgen
. (5.6)

The efficiencies ϵmot and ϵgen are the efficiencies of the motor and generator respectively. Note that the

efficiencies are in the denominator as the terms Pbatt,mot and Pbatt,gen are the power that the battery must

provide to each to produce the required output powers Pmot = Tmotωmot and Pgen = Tgenωgen The following

process is followed:

Starting with the current vehicle speed w(k) and acceleration ẇ(k) the vehicle power can be calculated using

the road loads power equation.

Pveh = (mẇ(k) + A + Bw(k) + Cw(k)2)w(k). (5.7)

where m is the vehicle mass and A, B, and C are vehicle specific constants. For a given engine power ui, the

electric power required is:

Pelec = Pveh − ui. (5.8)

For the given ui, the engine torque and speed can be interpolated from the engine IOL and the combination

of engine speed (ωeng) and torque (Teng) along with electric power can be used to determine the torques and

speeds of the motor and generator from the planetary gearset dimensions.

The torques are calculated as follows:

Twhl = PvehRwhl

w(k) (5.9)

Tpt = Twhl

ρfd
(5.10)

Tgen = −ρ

1 + ρ
Teng (5.11)

Tring = −ρ(Tgen − Teng) (5.12)

Tmot = Tpt − Tring (5.13)

where Twhl and Rwhl are the torque applied at and the radius of the driven wheels respectively, Tpt is the output

torque of the power-train (before the differential) and ρfd is the final drive ratio, ρ is the gear ratio of the sun

gear to the ring gear for the planetary gearset, Tring is the torque of the ring gear, Tgen is the torque of the
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generator, Teng is the torque of the engine, and Tmot is the torque of the motor.

The speeds are calculated as follows:

ωwhl = w(k)
Rwhl

(5.14)

ωmot = ωring = ρfdωwhl (5.15)

ωgen = ρ + 1
ρ

ωeng − ωring

ρ
(5.16)

where Rwhl, Rsun, and Rring are the radii of the wheel, sun gear, and ring gear respectively, Tpt is the torque

produced by the powertrain before the differential, and ρfd is the final drive ratio.

The cost function for the DP problem for control ui at time-step k can be formulated as either a FE maxi-

mization or a fuel consumption minimization. Since fuel consumption minimization is more intuitive and widely

used in previous studies and, thus, will be utilized in this study.

Ji(k) = Jim +


Jctg k > N

Jpen = (xf − x(k + 1))2Cpen k = N

(5.17)

where Jim,i is the cost of fuel consumed to reach the intermediate state value which is calculated using the engine

speed and torque and the engine FC map, Jctg is the cost-to-go to the next state which is calculated through

integration, and Jpen is the manually assigned penalty function associated with not arriving at the desired final

SOC at the final time-step k = N .

Model Predictive Control (MPC) Methods

MPC is a framework to implement prediction-based optimal control. It utilizes a model of the system and

a fixed time horizon to generate operational decisions. The DP model discussed in the previous section can be

directly utilized in a fixed-horizon MPC framework with a few modifications.

The FCDP and a generic MPC method are shown schematically in Figure 5.5.



68

Figure 5.5: Schematic comparison between FCDP and MPC methods

In effect, MPC performs the DP method on a shortened drive-cycle at each step of the actual drive-cycle.

Naturally, MPC should take significantly longer to run on a per time-step basis as full drive-cycle DP. A more

detailed explanation can be found in [25].

5.2.5 Subsystem 3: Vehicle Plant

This study was conducted using a validated Autonomie model of a 2010 Toyota Prius. The 2010 Prius is

equipped with a Toyota e-CVT gearbox which utilizes two electric motors (motor and generator) connected

to the engine and the differential through a planetary gearset to create a Continuously Variable Transmission

(CVT) [105]. Because of the e-CVT architecture, the Prius driveline is controlled entirely by torque commands

without having distinct gear states, thus the only powertrain control for the Prius is torque split and the only

powertrain state is battery SOC.

Due to the lack of a publicly available FE model specific to the 2010 Toyota Prius, the model used was a

generic Autonomie power-split HEV model which was modified to represent a 2010 Toyota Prius by setting the

following parameters to the publicly available values shown in Table 5.6.
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Table 5.6: Parameters and values for Autonomie 2010 Toyota Prius Model.

Parameter Value

Overall Vehicle Mass 1530.87 kg

Frontal Area 2.6005 m2

Coefficient of Drag 0.259

Coefficient of Rolling Resistance 0.008

Wheel Radius 0.317 m

Final Drive Ratio 3.267

Sun Gear Number of Teeth 30

Ring Gear Number of Teeth 78

Battery Open-Circuit Voltage 219.7 V

Battery Internal Resistance 0.373 Ω

Battery Charge Capacity 6.5 Ah

Validation of the Autonomie 2010 Prius model was conducted based on publicly available test results from

Argonne National Laboratory (ANL) Downloadable Dynamometer Database (D3) [106]. The FE results obtained

via the model for three EPA dynamometer drive-cycles are compared to those found in D3 in Table 5.7.

Table 5.7: EPA dynamometer drive-cycle FE (km/L) results from Autonomie 2010 Toyota Prius model and ANL
D3.

Drive-Cycle Data Model
Percentage

Difference

UDDS 32.14 31.79 1.09 %

US06 29.72 30.30 1.95 %

HWFET 19.26 18.98 1.45 %

With all modeled FE values within 2% of those found in the ANL D3 database, the Autonomie 2010 Toyota

Prius model was considered validated for further research. It should be noted that, in accorance with physical

testing procedure, the initial SOC for the vehicle model was set to fully charged for validation purposes but was

set to 50% for further research. Thus, FE results for the same EPA dynamometer drive-cycles later in the paper

with baseline control will be slightly lower than those listed in table 5.7.

5.2.6 System Outputs

In addition to FCDP and PP-MPC, the CV-MPC method was implemented. The CV-MPC method is

functionally identical to PP-MPC except that the prediction vector is replaced with a speed vector where all

speeds are the current vehicle speed. The CV-MPC method acts as a "null" predictive method which can serve as
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a point of comparison. The value of a given level of prediction fidelity can be gauged by its performance relative

to PP-MPC and CV-MPC. A comparison of the DP derived methods for a sample drive cycle is shown in Figure

5.6.

Figure 5.6: Comparison of DP derived methods and Autonomie baseline control on sample drive cycle

For the sample drive cycle in Figure 5.6, the FCDP method outperformed the PP-MPC method which

outperformed the CV-MPC method and all outperformed the Autonomie baseline control method. Because of

the double-sided charge-sustaining penalty, all SOC traces started and ended at exactly 50% which means that

fuel consumption can be compared directly without electrical equivalence. For the sample drive-cycle, FCDP was

able to outperform PP-MPC because it has more freedom to deviate from the start and finish SOC constraints.

Generally, the longer the time horizon, the more effective PP-MPC should become. A study was conducted on

the UDDS, US06, and HWFET EPA dynamometer drive-cycles to demonstrate this. Results for the study are

shown in Table 5.8.

Table 5.8: Fuel Economy (km/L) for 2010 Toyota Prius model with DP derived methods and Autonomie baseline
on EPA dynamometer drive cycles (Time Horizon only effects the PP-MPC and CV-MPC methods).

Drive-Cycle Time Horizon Baseline FCDP PP-MPC CV-MPC

UDDS 10 28.28 40.32 39.11 35.10

UDDS 15 28.28 40.32 39.45 35.13

UDDS 20 28.28 40.32 39.71 35.00

US06 10 17.57 20.05 18.20 17.50

US06 15 17.57 20.05 18.44 17.20

US06 20 17.57 20.05 18.76 17.21

HWFET 10 28.13 28.59 26.30 24.24

HWFET 15 28.13 28.59 26.56 24.90

HWFET 20 28.13 28.59 26.64 24.37
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An immediately noticeable trend is that increases in time horizon resulted in better FE for PP-MPC which

allowed the PP-MPC FE to approach but not reach the FE produced by the FCDP method. Another noticeable

effect is that the relative efficacy of the methods varied between the drive-cycles with the DP derived methods

showing massive improvement over baseline in the stop-and-go UDDS drive-cycle, while the PP-MPC and CV-

MPC methods did not result in FE improvements for the relatively static HWFET drive cycle.

That DP derived methods present the greatest potential for FE improvement in low speed stop-and-go con-

ditions is not a surprise. Low speed stop-and-go conditions are where traditional control methods perform worst

as they are unable to operate the IC engine in its most efficient areas. DP methods use knowledge of the future

speeds of the vehicle to continue to operate the IC engine efficiently in stop-and-go conditions. An interesting

result is that, even with inaccurate information about future vehicle velocity, the CV-MPC method significantly

outperformed Autonomie baseline by a significant amount on the UDDS drive-cycle.

5.3 Results

5.3.1 Direct Analysis of Velocity Prediction Accuracy using MAE

Based on the results of the general study documented in Section 5.2.3, a second, specific, study was carried

out in order to optimize prediction fidelity from LSTM DNNs.

Long Short-Term Memory (LSTM) ANNs are a special case of Recurrent Neural Networks (RNNs) developed

by Hochreiter and Schmidhuber [107] which utilize LSTM neurons in hidden layers. While classical recurrent

neurons use a single gate to establish the relationship between inputs and outputs, LSTM neurons contain

multiple gates which determine how much information should be remembered and forgotten within the neuron as

well as the weighting of old and new information. The presence of the remember and forget gates allows LSTM

neurons to utilize information from multiple time steps in the past [33,35]. For this reason, LSTM networks are

ideally suited for problems where immediate and relayed reactions to inputs are present [108].

Because of its demonstrated feasibility, the LSTM is the prediction model which will be focused on. The

following optimal architecture was arrived at:
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Table 5.9: Structure of Optimal LSTM DNN.

Layer Composition

1 Input layer - ninputs fully connected

2 64 LSTM neurons

3 Dropout - 10%

4 Batch normalization

5 32 LSTM neurons

6 12 LSTM neurons

7 Output layer - noutputs fully connected

The LSTM DNN described in Table 5.9 was selected for its high performance and reasonable training time.

Adding more complexity to the network past the optimal network failed to generate significant performance gains.

The LSTM DNN was trained on the following groups of signals defined in Table 5.10.

Table 5.10: Data Groups for LSTM DNN.

Group Label Composition

A Speed, Acceleration, Engine Speed, Gear, Steered Angle, Throttle Position, Brake Pressure

B A + HS + LV

C A + HS + LV + SPaT + SS

The data groups were selected to reflect the data available to different categories of vehicle. A vehicle

with neither ADAS nor connectivity only has access to A. Vehicles with ADAS and GPS navigation but no

infrastructure connectivity have access to A and B. ICVs have access to all data groups. For groups A, B, and C

a cross-validation study was run wherein the LSTM DNN was trained on 9 random laps, validated on 2 random

laps, and tested on 2 random laps 30 times. The average MAEs for the cross-validation study are shown in Figure

5.7. The standard deviations of MAEs were all less than 5% of the mean values.

Figure 5.7: MAEs for LSTM DNN trained on data groups A, B, and C for 10, 15, and 20 second horizons
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As is evident in Figure 5.7, the difference in prediction performance between LSTM DNNs trained on the

different data groups was minimal if slightly favoring group B over A and C. A visual comparison of the predictions

for all groups at 10 and 20 seconds is shown in Figure 5.8.

Figure 5.8: Predicted (black) vs. actual vehicle velocity (blue) for LSTM DNN trained on all data groups at 10
and 20 seconds prediction horizon

As the prediction window increases, the LSTM DNN predictions are still able to rougly hold the shape of the

velocity trace but produce a greater volume of mis-predictions. The predictions generated using LSTM DNNs

trained on the different groups look slightly differently and produce slightly different MAEs but the time horizon

length has, by far, the greater impact.

5.3.2 Overall System FE Output

Using the predictions from the cross validation study mentioned in Section 5.3.1, FE simulations were con-

ducted using the DP derived methods and Autonomie baseline controls. The mean FE results for the study are

listed in Table 5.11 and percentage improvements over baseline for the DP derived methods with all data groups

and at 10, 15, and 20 seconds are shown in Figure 5.9.
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Table 5.11: FE (km/L) simulation results based on cross-validation study predictions.

Group Label Prediction Horizon (s) Baseline FCDP PP-MPC RP-MPC CV-MPC

A 10 18.33 24.10 21.78 20.73 20.07

B 10 18.33 24.10 21.78 20.85 20.07

C 10 18.33 24.10 21.78 20.83 20.07

A 15 18.33 24.10 21.87 21.24 20.01

B 15 18.33 24.10 21.87 20.45 20.01

C 15 18.33 24.10 21.87 20.15 20.01

A 20 18.33 24.10 22.22 20.80 20.00

B 20 18.33 24.10 22.22 20.75 20.00

C 20 18.33 24.10 22.22 21.05 20.00

Figure 5.9: Percentage FE improvements for DP derived methods for all data groups and time horizons

5.3.3 Results Summary

The FE results for the DP derived methods, when taken in conjunction with the results of the LSTM prediction

illustrate several trends:

1. With perfect predictions MPC methods will produce better FE results for longer prediction horizons.

2. A greater volume of mis-predictions will result in worse FE results for MPC methods

3. The small differences in prediction MAE observed between the data groups at all three time horizons are

insufficient to explain the large differences observed in FE percentage improvement over baseline for the

RP-MPC method between the data groups for the 15 and 20 second horizons.

It is illustrative that, for all cases, the average performance of the RP-MPC method came in between that of

the CV-MPC and PP-MPC methods. The PP-MPC method, by definition, produces no mis-predictions while the

CV-MPC method, by definition, produces only mis-predictions when the vehicle is moving. It would be logical
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for the RP-MPC method which produces some degree of mis-prediction to produce FE improvements which are

somewhere between those produced by the CV-MPC and RP-MPC methods. The differences in vehicle future

velocity prediction MAE between the data groups shown in Figure 5.7 were relatively small where the differences

in FE improvement performance based on those predictions shown in Figure 5.9 were significant. Furthermore,

no consistent trend links the prediction MAE with the percentage FE improvement which leads to the conclusion

that MAE is an insufficient metric to describe mis-prediction levels with respect to the RP-MPC method. Further

research should be conducted to investigate whether other metrics serve better in this role.

The robustness of DP to velcity prediction error is directly demonstrated in the CV-MPC method which uses a

"null" prediction of constant current speed over the entire prediction horizon. It showed significant improvements

over baseline while the RP-MPC method showed significant improvements over CV-MPC. An examination of the

data trace for all methods using predictions based on group A data for a 10 second prediction horizon are shown

in Figure 5.10.

Figure 5.10: FE simulation data trace for all methods

It can be clearly seen that the MPC methods discover similar local optima, and produce similar optimal state

trajectories while the FCDP method, with much more freedom to deviate from the final SOC constraint, takes a

substantially different path and ends up using less fuel.

5.4 Conclusion

In order to to demonstrate the function of various implementations, the data available to different types of

vehicle were classified, an extensive real-world driving dataset was collected which incorporated said data, ML

and ANN methods were used to predict the ego vehicle future speed using different groups of data, and the best

predictions were used in FE simulation to determine the effectiveness of practically implementable POEMS. The
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results of the velocity prediction study showed that when using a LSTM DNN, high-fidelity velocity prediction

was possible using only data which is available to conventional vehicles without ADAS or V2X connectivity and

that the addition of ADAS and V2X connectivity resulted in modest fidelity gains. The results of the FE study

showed the following:

• FE improvement achievable with RP-MPC approaches that achievable with PP-MPC.

• RP-MPC consistently outperformed CV-MPC.

• Predictions made with ADAS and V2X resulted in greater FE improvement in the 20 second window.

An unavoidable conclusion is that the relationship between prediction fidelity and FE improvement using

DP-derived methods cannot be explained by differences in prediction MAE.

This study shows that POEMS implementation on HEVs and PHEVs is feasible with causal and implementable

prediction and control technologies and would lead to significant improvements in HEV and PHEV fleet efficiency

if implemented. The same system architecture as autonomous vehicles (perception, planning, control, plant) can

be applied to energy efficiency through the deployment of POEMS enabled vehicles. The FE improvement which

would result is significant and the technology can be implemented currently. The results of this study thus serve

as a step towards real world implementation and commercialization.

5.5 Chapter Conclusion

This section of the research partially addresses research question 1, task 1.3. Research question 1 is restated

here:

Research Question 1: How effective are actual velocity predictive optimal energy management strategies in

improving energy efficiency and reducing emissions in hybrid electric vehicles, and how do they compare to other

EMS approaches?

Hypothesis: Real-time, actual velocity predictive optimal energy management strategies, are implementable

This research effectively addresses the research question by demonstrating the feasibility and effectiveness

of actual velocity predictive optimal energy management strategies (POEMS) in improving energy efficiency

and reducing emissions in hybrid electric vehicles (HEVs) and plug-in hybrid electric vehicles (PHEVs). By

utilizing machine learning methods and artificial neural networks, high-fidelity velocity prediction is achieved

using available vehicle data. The study shows that incorporating advanced driver assistance systems (ADAS)

and vehicle-to-everything (V2X) connectivity leads to modest improvements in prediction accuracy. Addition-

ally, model predictive control (MPC) approaches, specifically receding horizon (RP-MPC), outperform constant

velocity (CV-MPC) strategies in terms of fuel efficiency. The research highlights the significant potential of

implementing POEMS in HEVs and PHEVs to achieve substantial fleet efficiency improvements. The findings
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provide valuable insights for practical implementation and commercialization, contributing to the advancement

of energy management strategies in hybrid vehicles.



Chapter 6

Mobility Energy Productivity

Evaluation of Prediction-Based Vehicle

Powertrain Control Combined with

Optimal Traffic Management

This study builds upon previous research by evaluating the integration of Predictive Optimal Energy Man-

agement Strategies (POEMS) and Intelligent Traffic Systems (ITS) to quantify system efficiency improvements.

Using the Mobility Energy Productivity (MEP) metric, real traffic patterns in Fort Collins, Colorado are mod-

eled, and data is collected using a probe SUMO vehicle. Results show that combining POEMS and ITS leads

to promising synergistic benefits in terms of energy consumption and travel times. This study was published at

SAE World Congress and it is considered as Task 2.1 of research question No. 2 [109]. My unique contributions

consisted of conceptualization, formal analysis, and investigation. Alongside Aaron Rabinowitz and Kaisen Yao,

I actively participated in developing the methodology, conducting the research, and analyzing the data. I was

also involved in writing the original draft together with Kaisen Yao, while Dr. Zachary D. Asher, Dr. Thomas

Bradley, Dr. Suren Chen, Dr. Christopher Hoehne, Dr. Jacob Holden, and Eric Wood provided valuable input

during the review and editing process.

6.1 Introduction

The fuel-based transportation system has a significant impact on human interactions with the environment

and our national economy. When compared to other modes of transportation such as aircraft, rail, and marine,

78
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road-based travel is responsible for the greatest share of CO2 emissions, greenhouse gas (GHG) emissions, and

energy usage. Vehicles transport 11 billion tons of freight and passengers over 3 trillion vehicle-miles annually.

The transportation sector accounts for over 30% of total US energy consumption, and the average US household

spends more than 15% of total family expenditures on transportation, making it the costliest expense category

after housing [110]. Knowing that transportation emissions surged more than emissions from any other sector

over the last thirty years, transportation emissions must be a primary focus of mitigation efforts [111,112]. Em-

ploying emerging techniques to minimize the environmental consequences of road-based transportation can thus

go a long way into mitigating the entire environmental implications of the transportation industry. Connected

and automated vehicle (CAV) technology and electrification are two examples with significant promise to reduce

emissions from road-based transport and facilitate decarbonization of the transportation sector. Aside from

improvements in powertrain technology, recent automotive sector developments have resulted in considerable

advancements in CAV technology and improved vehicle control strategies. Vehicle connectivity and automation

are distinct technologies that can exist separately from one another yet have significant synergistic character-

istics. The ability of a vehicle to communicate information with other cars and infrastructure is referred to as

connectivity. Vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and other cooperative communications

networks can provide this functionality [9,43,45,76,77,84,113,114]. Vehicle automation refers to any scenario in

which management of a vehicle capacity that would typically be monitored by a human driver is transferred to

a computer which is referred to as Advanced Driver Assistance System (ADAS). Examples of ADAS are Cruise

control, adaptive cruise control, active lane-keep assist, and automated emergency braking that may be found in

today’s vehicles. Vehicle electrification is another key component to improve fuel economy and reduce emissions.

Hybrid Electric Vehicles (HEV) and Plug-in Hybrid Electric Vehicles (PHEV) have recently received a lot of

attention due to their higher potential to improve fuel economy (FE) and emissions compared to traditional

Internal Combustion Engine (ICE) vehicles [73]. However, there is still scope for enhancing the performance

of the current generation of HEVs [74]. Recent application of CAV technology shows improvement in energy

efficiency on HEVs and PHEVs through implementation of Predictive Optimal Energy Management Strategies

(POEMSs) [68,78–82]. POEMS is an application of optimal control where a mathematical optimization problem

is formulated by defining the mass of fuel used as a cost to be minimized over a fixed drive cycle [78]. POEMS

can be formulated as a real time control using either Pontryagin’s Minimum Principle (such as in ECMS [115]) or

using Dynamic Programming (DP) over a limited prediction time horizon. The application of DP over a limited

prediction time horizon is referred to as Model Predictive Control (MPC). In either case predicted future vehicle

velocity is used as an input to the strategy [38, 44]. POEMS performance is, thus, dependent on the quality

of future vehicle velocity predictions. In recent years, vehicle connectivity and sensing technologies as well as

advances in Machine Learning (ML) and Artificial Neural Network (ANN) technology have made high fidelity

predictions feasible [17–20] enabling the implementation of POEMS. Intelligent technology has become a key
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solution to traffic control in urban cities to mitigate congestion and reduce vehicle delay. Intelligent traffic signal

control efforts primarily focus on applying different algorithms to meet the needs of traffic safety and efficiency

with the data from monitoring cameras, road sensors, existence detectors, etc. [116]. Typical modes of operation

for traffic signals include pre-timed (fixed time) and actuated operations. Despite being straightforward and

easy to coordinate between intersections, pretimed operation is more cost-effective for close intersections with

constant traffic volumes but lacks flexibility to adjust with traffic demand and possibly causes excessive vehicle

delays. Actuated operation, on the other hand, can adjust phase durations and sequences by detecting real-time

traffic conditions, including prolonging or shortening phase durations and skipping a phase based on traffic de-

mand. However, actuated operation does not have a fixed cycle length and is therefore hard to coordinate among

intersections. Traffic signal designs are critical to traffic safety and efficiency at intersections during day-to-day

service including normal or heavy traffic scenarios [117]. Significant research efforts have been put forth to study

signal timing optimization techniques to mitigate recurring traffic congestions during rush hours. An improved

automatic traffic volume detection technique using V2I communication was proposed to get the traffic informa-

tion in time for the following optimizations [118]. Discrete dynamic optimization models for optimal cycle length

and green time allocation were evaluated to identify the most appropriate design to deal with congested traffic

scenarios [119]. In recent years, there have been some emerging research efforts investigating intersection signal

designs for non-recurrent congestion. A cell transmission model for a signalized intersection was developed for

different congestion evacuation schemes [120]. GPS data was utilized for a global network modeling to evaluate

the traffic condition with matrix factorization and clustering methods during emergency recovery [121]. A signal

timing optimization model using queue length as the penalty value has also been developed under traffic incident

scenarios, in which a heuristic algorithm (simulated annealing algorithm) was adopted [122]. With the need to

minimize energy and time expended during travel also comes the need to quantify the benefits of doing so in

a united and holistic way. The Mobility Energy Productivity (MEP) metric developed by researchers at the

National Renewable Energy Laboratory (NREL) measures travel accessibility to opportunities with weightings

for travel time, travel cost, and energy use at any given location [123, 124]. MEP has been constructed as a

theoretically grounded but simplistically presented metric to help cities and transportation planners understand

holistic impacts of novel and emerging transportation strategies and technologies on the quality of mobility in

their jurisdictions. A high MEP score equates to more productive and energy efficient mobility, or more simply, a

greater access to opportunities in the context of cost, time, and energy of modes that provide mobility in a loca-

tion. MEP is used as an evaluation metric for this study as it is desirable to exemplify potential synergistic travel

time and energy benefits that this study explores. Many existing studies use a combination of Energy Manage-

ment Strategies (EMS) with Intelligent Traffic Systems (ITS). Most of these studies used eco-driving or POEMS

with real world traffic data [125–129]. Only a few studies investigated the effect due to synergic application of

EMS and optimized Traffic Management Systems (TMS) on fuel economy and traffic efficiency [130,131]. There
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is a significant research gap in addressing the effect of application of POEMS and TMS methods simultaneously

on fuel economy and mobility. To address this research gap, this paper investigates the effect of POEMS and

traffic signal timing optimization on each other’s performance. The main contributions include:

• Simultaneous implementation of POEMS and adaptive traffic signal strategy: A validated

SUMO model is used along with traffic signal and vehicle optimal controls acting individually and simul-

taneously.

• Case studies development: Four case studies are developed to evaluate the effect of aforementioned

energy and traffic optimization on each other’s performance at the corridor in Fort Collins, CO.

• Performance assessment using the MEP metric: MEP metric which documents the combined benefits

of improved energy efficiency from POEMS with reduced travel time and improved energy efficiency from

optimal traffic signal timing is utilized as an assessment metric.

6.2 Methodology

In this section, the experimental method of drive cycle development and real-world data collection is explained.

Then evaluated FE and TMS optimization methodologies as well as MEP metric/data overview are discussed.

At the end an overview of all studied and developed case studies are presented.

6.2.1 Drive Cycle Development

Over the course of two days, one driver gathered a total of 13 drive cycles. The chosen driving cycle was a

4-mile drive cycle through urban arterial highways in downtown Fort Collins, Colorado. Data gathering followed

driving from the College Mulberry intersection to Shield Mulberry intersection to Shield Prospect intersection to

College Prospect intersection and back to origin point which is shown in Figure 6.1.
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Figure 6.1: Driving map for selected drive cycle.

This drive cycle was selected with the intention that it would be generally representative of urban arterial

driving. In order to accomplish this, the drive cycle was selected and tested in order to verify that it was sufficiently

similar to the Environmental Protection Agency (EPA) Urban Dynamometer Driving Schedule (UDDS) drive

cycle. Figure 6.2 shows velocity vs. time trace of one of the 13 collected laps of the data drive cycle.

Figure 6.2: Velocity vs. time trace of one drive cycle.

The similarity assessment of characteristics of the data drive cycle and UDDS EPA dynamometer drive cycle

was published in a previous study [68].

6.2.2 FE Optimization

Predictive Optimal Energy Management Strategies (POEMS) for HEVs employs forecasts of future vehicle

velocity to determine an ideal powertrain control approach, resulting in improved energy economy. A POEMS,

as seen in Figure 6.3, is made up of three primary subsystems.

1. The perception system, which anticipates vehicle motion based on historical and present vehicle motion,

powertrain conditions, driver inputs, ADAS, and V2X (Vehicle to Everything) data.

2. The planning subsystem, which calculates optimal controls based on anticipated vehicle velocity.
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3. The vehicle plant, which may be either the actual car or a high-fidelity simulation model of the vehicle.

The outputs of the system are the fuel consumption and change in State of Charge (SOC) of the HEV battery.

Figure 6.3: POEMS logic system.

Perception Subsystem

In order for POEMS to be implementable in real world conditions, the future vehicle velocity must be derived

from actual predictions based on available data rather than from prior knowledge of a vehicle velocity trace.

Data used in this prediction must also be data which is generally available to connected vehicles. A practical

taxonomy of this data is given in Table 8.1.

Data Source Signal Description

VEH General Vehicle
Signals

Signals such as speed,
acceleration, throttle position,
and steered angle which can
be found via CAN on any
vehicle

VEH Historical
Speeds (HS)

Historical speed data for the
vehicle at the current location

ADAS Lead Vehicle
Track (LV)

Relative location of confirmed
lead vehicle from ADAS system

V2I
Signal Phase
and Timing
(SPaT)

Signal phase and timing of next
traffic signal

V2I Segment Speed
(SS)

Traffic speed through current
road segment

Table 6.1: Data sources and associated signals

The use of various ML and ANN techniques in the creation of future velocity predictions were considered and

a deep Long Short-Term Memory (LSTM) ANN was found to be the most effective. The reader is directed to

prior publications for more discussion and information [25,68,88].
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Planning Subsystem

The planning system for HEV POEMS can be stated as a classical optimal control problem with the battery

SOC and powertrain gear as the states, the torque split and gear shift as controls, and the vehicle velocity as an

exogenous input. The objective is to minimize fuel consumption while observing battery SOC constraints.

Solutions to the HEV fuel consumption minimization problem follow two forms. The first is a nominally

real time control scheme based on Pontryagin’s Minimum Principle (PMP) such as ECMS and a-ECMS [79,101]

and derivative methods. Although nominally real time control methods, these still require future knowledge to

compute an equivalence factor which is analogous to a prediction [102]. The second form is DP based methods

which compute a globally optimal solution based on a future velocity prediction. DP methods explicitly require

high-fidelity predictions to function properly but the exact relationship between prediction quality and DP

effectiveness is not known [79].

In order for DP POEMS to be implemented in real time the method must be adjusted to use a limited horizon

prediction. The limited horizon prediction is used to generate the optimal controls for the given time-step and

the process is repeated at each time step. This method is referred to as Model Predictive Control (MPC). The

reader is directed to the prior publication [79] for more discussion and information.

Plant Subsystem

In order to maximize the realism of the FE results of the study, the plant subsystem used was a validated

Autonomie model of a 2010 Toyota Prius. This model is based on the Autonomie power-split HEV model with

the vehicle parameters shown in Table 6.2 derived from publicly available information about the 2010 Toyota

Prius. In lieu of a manufacturer provided model, this Autonomie implementation of a Prius model is as accurate

as can be attained.
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Parameter Value

Overall Vehicle Mass 1530.87 kg

Frontal Area 2.6005 m2

Coefficient of Drag 0.259

Coefficient of Rolling

Resistance
0.008

Wheel Radius 0.317 m

Final Drive Ratio 3.267

Sun Gear Number of Teeth 30

Ring Gear Number of Teeth 78

Battery Open-Circuit Voltage 219.7 V

Battery Internal Resistance 0.373Ω

Battery Charge Capacity 6.5Ah

Table 6.2: HEV vehicle parameters

With these values the model was run for the UDDS, US06, and HWFET EPA dynamometer drive-cycles

and the results Table 6.2 [68] were compared against those found in Argonne National Lab’s Downloadable

Dynamometer Database (ANL D3) [106]. The results of this comparison are shown in Table 3. Considering all

the above listed discrepancies to be within the acceptable range, the Autonomie Toyota Prius model was used

for FE evaluation for this study.

Drive-Cycle Data Model
Percentage

Difference

UDDS 32.14 31.79 1.09%

US06 29.72 30.30 1.95%

HWFET 19.26 18.98 1.45%

Table 6.3: EPA dynamometer drive cycle FE (km/L) comparison results from Toyota Prius model and Argonne
National Lab Downloadable Dynamometer Database

6.2.3 Traffic Optimization

Real-life drive cycles and simulated drive cycles are compared to decide which car following models in SUMO

(Simulation of Urban MObility) are most realistic. Parameters for SUMO vehicle configuration inputs are

calculated based on real drive cycles used for EMS. The parameters include acceleration rate, maximum speed,

deceleration rate, and emergency deceleration rate.
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Figure 6.4: SUMO Network.

Dynamic Phase Selection and Queue Length Dissipation Sequence Algorithm

SUMO traffic network according to real-life drive cycles is built to demonstrate TMS optimization results and

extract drive cycles for EMS optimization. TMS optimization is Dynamic Phase Selection combined with Queue

Length Dissipation algorithm (DPS+QLD), which dynamically changes phase sequences and signal timing based

on instant traffic volume change.

• Dynamic Phase Selection (DPS) - Phase Sequence Selection: After a traffic congestion has oc-

curred, typically very few or no vehicles from the approach with minor roads use the green light. Therefore,

such a period can be allocated to other phases to improve the mobility of the remaining approaches to

avoid long queues. DPS can adaptively choose the best phase sequence of a cycle to make the traffic more

efficient with the help from monitoring detectors. Starting at the major road movement, the next phase is

chosen dynamically based on all candidate phase options with the following algorithm [102]:

1. Compute the priority for each phase given in the list of indices (the sequence of potential phases that

will be used for the next phase when the current one is over) for next possible movements as ’next’

attribute. Priority is made according to the number of active detectors for that phase. A detector is

deemed “active” when either of the following conditions is met:

(a) The time gap between consecutive vehicles is shorter than the threshold.

(b) Vehicle existence is detected after the signal has turned to red from the last cycle.

2. The current phase is available to continue implicitly if its maximum duration (MaxDur) is not reached.

The current phase detector gets a bonus priority.



87

3. The phase with the highest priority is used for the next cycle over other possible movements.

4. If no traffic is detected, the phases will follow the default cycle defined by the first value in the ’next’

attribute.

5. If a particular phase needs to remain active for a no-traffic scenario, it must have a high maximum

duration value and its index number is on the ’next’ list.

6. If the time that an active detector was not served exceeds the preset time threshold, such a detector

will receive bonus priority of the time that was not served. This could prevent those phases serving

more traffic from being consistently served.

Based on the algorithm introduced above, DPS can choose the next phase according to the real-time traffic

situation. In such a case, a certain amount of time could be saved for better movement of the intersection

for other phases.

• Queue Length Dissipation (QLD) - Optimal Green Light Calculations: After phase sequences

are selected, queued-up vehicles on the approach need longer green light time for congestion mitigation.

However, the required green time should be calculated based on the queue lengths of not only the current

approach, but also other approaches of the intersection at the same time to avoid causing additional

congestion in other directions. Therefore, a maximum green time gmax should be considered to balance the

green time allocations among different approaches. Based on the analytical method by Akçelik [132, 133]

, the average green time and cycle length of an actuated controller adopt a fixed unit extension setting

by assuming the arrival headway follows the bunched exponential distribution [134]. Existing vehicles

remaining in front of the green light are defined as bunched vehicles while new arriving vehicles are defined

as free vehicles. Different proportions of bunched and free vehicles define minimum and maximum green

time, gmin and gmax respectively. The green extension time eg is set based on the queue length at the red

light ending time point, and the phase change does not happen during the saturated portion of the green

period.

The green time g can be estimated by the following equations introduced by Akçelik [132]

g = gs + eg (6.1)

where g is the green time and gs is the saturated portion of the green period, and eg is the extension time

if the phase change happens after the queue clearance period. The green time boundary is set as

gmin < g < gmax (6.2)
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The green light distribution for the approach with the incident follows the rules considering the queue

lengths of other approaches [132]

g =

 gs + eg, for gs < gsj

gs, for gs > gsj

(6.3)

where gsj = the saturation portion of the green period of other directions and j = 1, 2, 3.

Traffic signal optimization will be conducted in two phases. During the first phase immediately following the

incident, dynamic phase selection (DPS) is used for skipping the unused phase of the blocked approach due to

incidents to save the time loss of the intersection operation. The second phase is when the incident is cleared,

and the queue length information is collected to calculate the optimal signal timing to dissipate the queue as

soon as possible. When gmax is reached, the controller will move to the next phase to avoid redundant green time

causing long queue lengths on other approaches. After the first cycle, queue length information at the red end

time point is collected again for the following signal timing calculations. The traffic signal control optimization

covers both crash and recovery stages. DPS is used to skip unnecessary phases during crash stage, and the queue

length dissipation algorithm is used to dissipate the queue length at crash lanes as soon as possible. The whole

process for this optimization is called DPS+QLD. Assessment metrics for traffic optimization is segment average

speed/travel time and is provided as an input to calculate the MEP metric.

6.2.4 MEP Metric & Data Overview

To evaluate the impacts of these case studies on productive, energy-efficient mobility, the MEP metric is

calculated for each case using local land use data, travel data, and vehicle characteristics. The MEP metric

quantifies access to six types of opportunities (jobs, education, recreation, shopping, healthcare, and meals).

This can be done for any given location by computing travel time isochrones, proportioning opportunities access

by engagement frequency, and weighting the resulting opportunity measure by time, cost, and energy of any

mode that can be used to access the opportunities. This calculation happens in three steps for each location the

MEP metric is being quantified at:

1. Quantify the cumulative number of opportunities that a travel mode (e.g., car) can reach within a certain

travel time threshold.

2. Normalize all reachable opportunities by a) their relative magnitude of occurrence (e.g., in a city, there

typically are a lower number of healthcare facilities compared to retail stores); and b) their engagement

frequencies (e.g., healthcare opportunities are engaged less frequently compared to grocery or shopping

opportunities). Engagement frequencies are derived from the National Household Travel Survey in 2017

(NHTS) [135].
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3. Weight the cumulative opportunities measure using time, energy, and cost decay functions such that more

weight is assigned to modes that provide faster, affordable, and energy-efficient access to opportunities.

The equation to compute MEP can be mathematically described as follows:

MEPi =
∑

k

∑
t

(
oikt − oik(t−10)

)
· eMikt (6.4)

where oikt = the opportunity measure, which represents the number of opportunities that can be reached by

mode k in time t from location i; and Mikt is further defined as:

Mikt = αek + βt + σck (6.5)

where:

Mikt = Composite decay function for time, energy, and cost

ek = the energy intensity in kWh per passenger-mile of mode k

t = is the travel time in minutes

ck = the cost in dollars per passenger-mile of using mode k

α, β, and σ = the weighting parameters

The weighting parameters for α (energy), β (time), and σ (cost) are −0.5, −0.08, and -0.5 , respectively. For

more details on the MEP methodology see [123,124].

MEP can be applied to multiple modes (e.g., walking, transit, biking, driving), but for this analysis we

focus on impacts to light-duty vehicles driving on the specified route in Fort Collins, CO. The drive mode MEP

is calculated using a routable road network in Fort Collins with average vehicle speeds for all road links in the

region, and activities by type are evaluated using parcel level third-party land use data. We translate fuel economy

improvements and travel speed improvements from simulations outlined in above sections to the baseline real-

world observed speeds by link and average driving fuel economies to evaluate optimization scenarios on MEP

scores in the case study area. The calculation of the MEP metric with a 10-minute time difference involves

determining the number of opportunities that can be accessed within a 10-minute travel time for each mode

of transportation. First, isochrones are created for each mode of transportation (e.g., walking, biking, driving,

public transit) to represent the areas that can be reached within a 10-minute travel time. These isochrones are

constructed using geospatial analysis techniques and data on travel speeds and distances. Within each 10-minute

isochrone area, the quantity of different types of opportunities, such as jobs, grocery stores, restaurants, and other

amenities, is enumerated. This means counting the actual number of these opportunities within the specified

area. To calculate the MEP metric, these enumerated opportunities are then standardized and weighted based on

time, cost, and energy coefficients. The time weighting factor takes into account the proximity of opportunities

to the location of interest. Opportunities that are closer to the location are given higher weightage than those
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that are farther away. In other words, having access to opportunities within a shorter travel time is considered

more valuable. The cost and energy weighting factors consider the cost in terms of dollars and energy in terms

of BTUs per passenger-mile. For example, if accessing a certain number of shopping opportunities within 10

minutes of walking or biking is compared to accessing the same number of shopping opportunities by driving,

the driving mode will have a lower weighting due to its higher cost and energy consumption. The actual values

of the weighting factors and the specific calculations for the MEP metric are beyond the scope of the provided

text, but additional technical literature by Hou et al. may offer more details [124]. By applying these weighting

factors to the standardized opportunities within the 10-minute isochrone areas, the MEP metric can provide a

quantified assessment of the opportunity potential within the reachable area. This calculation helps evaluate the

quality of mobility options and the availability of various opportunities within a 10-minute travel time for each

mode of transportation.

6.2.5 Case Studies

In order to evaluate the individual and combined effects of POEMS and TMS on system level MEP, a series

of four scenarios was evaluated in the SUMO model of Fort Collins, Colorado. The scenarios were defined as

follows:

Case Study 1: EMS (baseline) + TMS (baseline)

Case Study 2: EMS + Optimized TMS

Case Study 3: TMS + Optimized EMS (POEMS)

Case Study 4: Optimized EMS (POEMS) + Optimized TMS

In each case, vehicle trajectories were generated using SUMO and then EMS was applied post-hoc to those

trajectories. Because EMS does not affect vehicle trajectories and TMS does not use vehicle fuel economy as an

input, EMS does not need to be applied in-loop with TMS.

Case Study 1:

In the first case study the baseline EMS and baseline TMS using validated Autonomie and SUMO, models

are developed, and corresponding baseline fuel economy and travel time are calculated.

To calculate the baseline travel time from SUMO, abstracted drive cycles including key parameters are fed

along with traffic volume, traffic network, vehicle model, and route information. The key parameters from drive

cycle abstraction include acceleration rate, maximum speed, deceleration rate, and emergency deceleration rate.

After calculating these parameters from real-life data, the acceleration rate is 1.9 m/s2, deceleration rate is

2 m/s2, and emergency deceleration rate is 6 m/s2. By comparing different car following models in SUMO, EIDM

(Extended Intelligent Driver Model) is selected to represent the human driver behavior because the travel time
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and lane change behavior are most close to real-life data. Table 6.4 shows the results comparison from SUMO

using EIDM and real-life data driving the same route of the network.

Case Study 2:

The second case study considers the effect of optimized TMS (traffic signal time optimization) along with

baseline EMS on travel time and fuel economy values respectively.

Case Study 3:

The third case study considers the effect of baseline TMS along with optimized EMS (POEMS) on travel

time and fuel economy values respectively.

Case Study 4:

The fourth and last case study considers the effect of optimized TMS (traffic signal time optimization) along

with optimized EMS (POEMS) on travel time and fuel economy values respectively.

Parameters Real-Life Data EIDM

Travel time (s) 770 737

Travel distance (m) 6480 6506

Table 6.4: Comparison results from SUMO model (EIDM) and real life data

6.3 Results and Discussion

Figure 6.6 shows a comparison of the optimized results based on running vehicles at each simulation time

point (a), average travel time vs simulation time step (b), and average speed vs time step (c) with validated

simulation results (case study 1 and 2).

6.3.1 Case Study MEP Impacts

For the four case studies outlined, we evaluate MEP impacts to the area immediately surrounding the driving

route (shown in Figure 1), which is defined as a 250 m2 buffer bounding box around the driving route. Table

5 presents the MEP impacts for all four cases (case 1 being the baseline), and Figure 5 displays the spatial

impact of each case to MEP at a 250 m2 grid resolution. Improvements are observed to be the strongest along

the southern part of the case study area along Prospect Rd in all three optimal scenarios. While traffic signal

corridor optimization in the optimal TMS only case improves travel speeds and fuel economies along the route

(as opposed to only fuel economies and no effective impact on overall speed in optimal EMS only), the optimal
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(a) Running vehicles

(b) Travel time

(c) Average speed

Figure 6.5: Comparison of running time (a), Travel time (b) and Average speed (c) vs. time for case studies with
baseline TMS (case study 1 and 3) and optimized TMS (case study 2 and 4)

TMS only case shows the smallest improvement. While the TMS optimization generally optimizes travel speeds

on most of the links (up to 8 m/s improvement over baseline and a link-length weighted average of 20% ), travel

speeds on some links are sacrificed for greater corridor improvements (e.g., some link segments on College Ave

have slightly decreased speeds around −1 m/s from baseline). This could be construed as a more realistic case

(where speeds on some links are improved at the cost of reduced speeds on others) as opposed to the optimal

EMS case, where the network efficiency (i.e., travel speeds on the links) is assumed to be practically immune to

the efficiencies brought about by improved fuel economy. Further investigation into the tradeoffs in EMS only

and TMS only scenarios is warranted.

The cumulative improvement from combined EMS and TMS optimization also results in MEP improvements

that surpass the arithmetic summation of MEP impacts EMS only and TMS only optimization. The increase in

cumulative gains is derived primarily from the increase in FE for the optimal EMS+TMS case. This shows that

the combination of optimal EMS and TMS in concert is best for increasing the quality of driving accessibility in

terms of MEP. It is often the case that EMS and TMS optimizations are conducted and implemented in isolation

as the stakeholders interested in these improvements are fairly disjoint. While the traffic operations community

is primarily responsible for finding and implementing TMS improvements, EMS improvements come from vehicle

manufacturers. The result here corroborates that idiom "The whole is greater than the sum of the parts," and
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that it would be beneficial for both vehicle and traffic system communities to come together for delivering the

greatest (MEP) benefits to the travelers.

Case Study
Mean FE and TT

Improvements
Drive MEP

Relative MEP

Improvement

1 Baseline − 29.36 −

2 Optimal TMS only 16.1% FE; 20% TT 29.44 0.28%

3 Optimal EMS only 17.7% FE; 0% TT 29.60 0.82%

4 Optimal EMS+TMS 43.2% FE: 20% TT 29.82 1.57%

Table 6.5: MEP impacts for four case studies evaluated. These impacts consider MEP scores only in a 250 m2

buffer around the route in Fort Collins, Colorado. For these results, the road-miles impacted was 8.2% of all
road-miles in the study area (i.e., most links in the area are not modified with improvements). TT = Travel
Time.

It is important to note here that the case studies evaluated show realistic impacts that are achievable for only

improvements on a small corridor (roughly 2 km2 area with only 8.2% of road-miles simulating optimization).

We tested a scenario that translates the average improvements by road class across the whole city of Fort Collins,

CO, and found that an optimal TMS and EMS case that applies to 7.2% of road-miles across the city improved

the city-wide MEP score by 18.5%. This shows that EMS and TMS optimization when applied at scale may

result in significant improvement of the mobility and energy efficiency of a city’s transportation system. Full

network optimizations need to be tested to corroborate this claim.

Figure 6.6: MEP scores at 250 m2 resolution for the four scenarios (a-d) simulated. The driving route which had
modified speed and fuel economies is labeled in (a) and shown as a black line overlay.

MEP scores at 250 m2 resolution for the four scenarios (a-d) simulated. The driving route which had modified
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speed and fuel economies is labeled in (a) and shown as a black line overlay.

6.4 Summary and Conclusion

In a connected world, vehicles and infrastructure can and must be developed in a synergistic manner in order

to enable the greatest efficiency for a given transportation system as a whole. Using previously developed optimal

EMS and optimal TMS methods individually and in tandem, this study demonstrates that substantial additional

fleet level efficiency benefits may be attained by the application of both simultaneously over the combined effects

of each individually. FE improvements of 16.1% and 17.7% over baseline were obtained respectively from the

application of optimal TMS and EMS individually where a 43.2% improvement over baseline was obtained from

their simultaneous application. These FE improvements, combined with travel time improvements from optimal

TMS, resulted in MEP improvements of 0.28% and 0.82% for optimal TMS and optimal EMS respectively and

1.57% for the application of both simultaneously. In both FE and MEP terms the improvements from the

application of both optimal EMS and optimal TMS were greater than the sum of the individual improvements.

The results of this study illustrate the fundamental interconnectedness of vehicle level and infrastructure level

energy optimization and underscore the importance of the benefits which can be attained through connectivity.

Overall, by finding evidence of a positive synergistic relationship between vehicle and transportation system level

optimal controls this study lays the groundwork for a new direction of research in collaborative development

between transportation stakeholders to optimize system level efficiency.

6.5 Chapter Conclusion

This section of the research partially addresses research question 2, task 2.1. Research question 2 is restated

here:

Research Question 2: How can the integration of predictive optimal energy management strategies, intel-

ligent traffic systems, and deep neural networks enhance transportation vehicle energy efficiency, reduce travel

time, minimize environmental impact, and develop accurate emission models for individual vehicles?

Hypothesis: There are promising synergistic benefits to travel time and energy efficiency when POEMS and

Optimal TMS are combined.Also, Accurate and simple emission modeling and characterization can be used to

inform energy management control developments.

This research effectively addresses the research question by demonstrating that the simultaneous application

of predictive optimal energy management strategies (EMS) and Traffic Management systems (TMS) can lead

to substantial improvements in energy efficiency and travel time of transportation vehicles while reducing their

environmental impact. The study shows that individual application of optimal EMS and optimal TMS results in
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significant fuel efficiency (FE) improvements over baseline, with a simultaneous application yielding even greater

FE improvements. The combined application also leads to Mobility Energy Productivity (MEP) improvements,

demonstrating the interconnectedness between vehicle-level and infrastructure-level energy optimization. The

findings highlight the importance of connectivity and collaboration between transportation stakeholders for op-

timizing system-level efficiency. Overall, this research lays the groundwork for a new direction of research in

collaborative development, emphasizing the potential for integration of predictive optimal energy management

strategies and intelligent traffic systems to achieve improved energy efficiency, reduced travel time, and minimized

environmental impact in transportation systems.



Chapter 7

High-Fidelity Modeling of Light-Duty

Vehicle Emission and Fuel Economy

Using Deep Neural Networks

This study aims to expand upon previous research by utilizing deep neural networks (DNN), including re-

current neural networks (RNN) and convolutional neural networks (CNN), for vehicle-out emissions prediction.

The study comprehensively assesses the performance of these DNN architectures and conducts sensitivity anal-

ysis for input predictor selection. Training and testing datasets are used, and a random route is selected for

validation. The study also evaluates the impact of different groups of input data on prediction accuracy. Re-

sults demonstrate that deep recurrent and convolutional neural networks outperform other prediction models,

indicating their potential for improved usability compared to shallow and basic neural networks. The findings

serve as a constructive resource for scholars and users of vehicle emissions models, with implications for real-time

technology implementation and control. This study was published at SAE World Congress and it is considered

as Task 2.2 of research question No. 2 [136]. I collaborated with Shantanu Jathar and Aaron Rabinowitz. Our

contributions encompassed conceptualization and formal analysis. I took the lead in the writing of the original

draft, with subsequent review and editing assistance from Dr. Thomas Bradley, Dr. Zachary D. Asher, and Dr.

Alvis Fong.

7.1 Introduction

Air pollution control has become a major global concern in recent decades. Large cities have become the

main consumers of energy and produce locally and globally relevant quantities of air pollutant emissions [137] .

96



97

Most of this energy is produced from fossil fuel combustion that decreases air quality, causing climate change and

human health issues [70,138]. Regulators, including the United States Environmental Protection Agency (EPA),

National Highway Traffic Safety Administration (NHTSA), and the California Air Resources Board (CARB),

have been successively creating new greenhouse gas emission standards and fuel economy standards to reduce

the negative effects of transport [139].

Previously, various methods have been proposed to estimate emissions of vehicles which can be used to

calculate fuel economy and emission rates. These methods have attempted to produce high fidelity models which

could enable control and management of pollutant rates for different types of vehicles or fleets. High fidelity

models for emissions are necessary for effective emissions control because chassis dynamometer tests often fail to

capture the effects of real-world driving such as driver behavior, weather, traffic and road conditions, and can

often under-predict on-road emissions [140]. The Motor Vehicle Emission Simulator (MOVES) developed by the

EPA is currently the most widely used emission modeling system that accounts for vehicle operating modes [141].

Modified versions of the MOVES model have also been applied in both US and global contexts [142]. Aziz

and Ukkusuri [143] combined the MOVES model with hierarchical clustering based link driving schedules using

dynamic time warping measures to estimate fleet emissions. Combined with automotive system simulators such as

FASTSim and Autonomie, emission models have been used to simulate instantaneous emissions in virtual driving

conditions [144]. Recently, Artificial Neural Networks (ANNs) have been successfully used by automotive and

transportation researchers in applications including engine management systems and fuel economy enhancement

[44, 145–147], autonomous vehicles [148, 149], and mobility and drivability improvements [150, 151]. Besides,

ANNs have been applied to predict and, in some cases, control tailpipe emissions from gasoline and diesel

engines [152–154]. However, only in a few instances have deep neural networks (DNN) been used to model the

in-use tailpipe emissions from on-road vehicles [142, 155]. One of the major advantages of ANNs is their ability

to generalize. Considering that MOVES is specifically designed to model the emission in the United States, to

use MOVES for other nations, very precise information about the emission performance and activity of vehicles

is required. Emission predictions are challenging because there are several powertrain components that their

operations affect the emissions volumes. That is why ANNs are the solution in problems with more complexity

because of their ability to learn and mimic the behavior of emissions rate and providing much better accuracy

as a result.

Advances in computing technology have enabled the practical training and implementation of increasingly

complex ANNs [156]. This has enabled the use of time-delayed ANNs and history-sensitive (recurrent) ANNs. The

Long Short-Term Memory (LSTM) ANN, developed by Hochreiter and Schmidhuber in 1997 [107], is a network

that can account for both delayed effects and recurrent effects. The main potential advantage of LSTM is that

it can openly select the previous vehicle status data to predict emissions whereas traditional time-dependent

emission neural networks (such as conventional recurrent neural networks (RNN)) select data as the model input
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in a fixed previous timespan. While the conventional RNNs have just one activation function, LSTMs have three

interacting gates with corresponding activation functions. A standard LSTM unit generally called a memory

block consists of a cell, three gates which play an important role in remembering, updating, forgetting, and

regulating the flow of the data into and out of the cell. The increase in computing power has also allowed for the

practical use of pattern recognition networks such as the convolutional ANN (CNN) [2]. These complex ANNs,

when used in sequence prediction, can use current inputs to predict long term and delayed behaviors without

much front-end processing.

Based on previous work at Colorado State University [3] and using DNN architectures, high-fidelity emissions

and fuel consumption models were developed to predict in-use tailpipe emissions and fuel consumption of a

light-duty diesel vehicle (LDDV). The LSTM and CNN architectures were tested relative to each other and other

methods such as a Feed Forward Neural Network (FFNN), statistical linear regression and the EPA MOVES

model. Simultaneously, various combinations of available data were used as predictors and the effectiveness of

using each set was discovered. This work is focused on the study of the applicability and accuracy of ANNs

on emission predictions versus previously used emission and fuel consumption simulators (e.g., MOVES, MLR)

and effects of different predictor sets on the model performance. This work shows that deep ANNs can be

used with more sample test vehicles and more route types to extrapolate its promising prediction accuracy for

implementation and industrialization.

7.2 Methodology

In this section, the experimental method of drive cycle development and real-world data collection is explained.

Then all studied and developed models are introduced.

7.2.1 Drive Cycle Development and Emission Data Collection using PEMS

Data used in this study was collected on five total drive cycles conducted in Fort Collins Colorado in 2018 using

an LDDV. Data collected consisted of vehicle position data collected via GPS, vehicle operation data collected

via Controller Area Network (CAN) using the J1939 protocol, and emissions data collected via an Axion R/S

Portable Emissions Measurement System (PEMS) [157]. Four of the routes driven were a 10-mile urban drive

cycle; this route is shown in Figure 7.1. The fifth route was a different, shorter, drive cycle used for testing the

results.
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Figure 7.1: Driving map for one of the experiments on the fixed route, Source: [2, 3]

7.2.2 Development of models

The datasets from the experiments include tailpipe emissions, CAN-derived vehicle parameters, and geo-

graphic coordinates (latitude, longitude, and elevation). Intake fuel rate (g/s) and exhaust fuel rate (g/s) were

measured to track if the combustion is complete and how much fuel rate difference can be calculated throughout

the experiments, which out data indicates it has a negligible difference between these. In-use tailpipe emissions

of CO2, CO, NOX , HC (Hydrocarbons), and PM10 (Particulate Matter) at 1Hz were measured using PEMS.

Descriptions of the vehicle used and data collected are provided in Table 7.1 and Table 7.2.

Table 7.1: Vehicle specifications

Attribute Diesel Vehicle

EPA Tier Standard Tier 1

Model Year 2003

Make and model Volkswagen Jetta

Engine displacement 1.9 L

Gross vehicle weight 4023 lbs.

Vehicle miles 120,000

Emissions control Exhaust gas recirculation

This study seeks to develop a high-fidelity model of emissions and fuel consumption for an LDDV using ANN

methods. The effectiveness of these ANN methods were assessed through comparison to linear regression models

and the EPA MOVES model. Details of all methods are provided in Table 7.3.
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Table 7.2: Details of measured parameters

CAN-derived vehicle parameters

Velocity (mph), Engine speed (RPM), Manifold air pressure (kPa)

Intake air temperature (F), Exhaust fuel rate (g/s)

Intake fuel rate (g/s), Fuel consumption (g/s)

PEMS-derived emission parameters

CO2 (%, g/s), NOX (ppmv, g/s)

HC (ppmv, g/s) ,CO (%, g/s), P M10 (mg/m3, g/s)

GPS-derived parameters

Latitude (deg), Longitude (deg), Altitude (deg)

Table 7.3: ANN and other methods

Models Type Prediction Target

Deep FFNN
A three hidden layer

feed-forward neural network

Emissions/

Fuel consumption

Deep LSTM

A three hidden layer

recurrent neural network

with LSTM neurons

Emissions/

Fuel consumption

Deep CNN

A two convolutional neural network

with two convolutional layers

and two pooling layers

Emissions/

Fuel consumption

Linear

Regression
Statistical regression method

Emissions/

Fuel consumption

MOVES Lookup table software Emissions

To assess the impact of individual predictors on the performance of the Artificial Neural Network (ANN), we

initially considered various combinations of predictors. Since the existing literature on the correlation between

real-time emissions and vehicle measurements is limited, we employed a method inspired by [158] to divide the

predictors into different combinations.

The predictors were classified into two main categories: Externally Observable Variables (EOV) and Internally

Observable Variables (IOV). EOV variables, also known as vehicle variables, are not specific to a particular vehicle

and can be used as inputs for the ANN to predict emissions and fuel consumption. These predictors, such as

speed and altitude, do not rely on CAN (Controller Area Network) data and can be implemented on non-vehicle

hardware platforms like cloud-based systems.

On the other hand, IOVs, or engine variables, such as engine speed and fuel consumption, require access to
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the CAN bus, typically through an OBD-2 (On-Board Diagnostics) connector. In Table 7.4, we indicate whether

the data used are IOVs or EOVs. The selected combination sets are presented in Table 7.5.

Table 7.4: EOVs and IOVs

Predictor Name Predictor Symbol Variable Type

Vehicle Velocity V EOV

Vehicle Acceleration ACC EOV

Time since recording time EOV

Vehicle Altitude Alt EOV

Vehicle Specific Power VSP EOV

Engine Velocity RPM IOV

Intake Air Temperature IAT IOV

Manifold Air Pressure MAP IOV

Fuel Consumption FC IOV

VSP was calculated using

V SP = v ∗ [acc ∗ (1 + ϵ) + g ∗ r + g ∗ Cr] + 0.5 ∗ ρ ∗ v3[(CD ∗ A)/m] (7.1)

where v is the velocity in m/s , acc is the acceleration in m/s2, ϵ is the mass factor for the rotational masses

(0.1), g is the acceleration of gravity (9.8m/s2), Cr is the coefficient of rolling resistance 0.014), is the density

of air (1.02 − 1.07kg.m/ρ3kgm), CD is the drag coefficient, A is the vehicle frontal area (2.56 m2), and m is the

vehicle mass in kg. VSP is the instantaneous power demand of the vehicle divided by its mass (here kW/tonne),

which is an estimation of the power demand on the engine in driving mode. It is an important parameter in

estimation of the emissions as well as fuel consumption because it has most of the defining dependent parameters

of vehicle emissions and it can also be used for the experiments that the powertrain specifications are unknown.

Table 7.5: Selected combination sets of predictors

Class
Input combination sets IOV

neededEmission Prediction Fuel Consumption

C1 V, ACC, time V, ACC, time no

C2 V, ACC, time, VSP V, ACC, time, VSP no

C3 V, ACC, time, Alt V, ACC, time, Alt no

C4 V, ACC, time, VSP, Alt V, ACC, time, VSP, Alt no

C5 V, ACC, time, VSP, Alt, RPM V, ACC, time, VSP, Alt, RPM yes

C6 V, ACC, time, VSP, Alt, RPM, IAT V, ACC, time, VSP, Alt, RPM, IAT yes

C7 V, ACC, time, VSP, Alt, RPM, MAP V, ACC, time, VSP, Alt, RPM, MAP yes

C8 V, ACC, time, VSP, Alt, MAP, IAT V, ACC, time, VSP, Alt, MAP, IAT yes

C9 V, ACC, time, VSP, Alt, RPM, IAT, MAP V, ACC, time, VSP, Alt, RPM, IAT, MAP yes

C10 V, ACC, time, VSP, Alt, RPM, IAT, MAP, FC − − − yes
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7.2.3 Artificial Neural Network (ANN)

ANNs are classified as one of the branches of machine learning techniques. ANNs are composed of artificial

neurons that are intended to imitate the structure of the human neurons. The basic structure of an ANN consists

of three layers: one layer of input neurons, a hidden layer of connected neurons, and a layer of output neurons.

ANNs can be trained from a dataset using a set of calculations starting from the input layer through the output

layer, and then by setting the cost function the outputs are modified to increase the accuracy of the predictions.

The results from the cost function are then used to tune the biases and weights. In most cases, the more data

that can be fed to a neural network, the more accurate it will become but predictive accuracy is dependent on the

architecture of the network and the choice of input predictor variables. ANNs can model the nonlinear features of

the input dataset so they have the advantage to produce outputs that are not limited to linear combinations of the

inputs provided to them. However, ANNs are generally black box models that make it harder to interpret their

results. There are many types of ANNs, which among them Feed-Forward Neural Network (FFNN), Recurrent

Neural Network (RNN), and Convolutional Neural Network (CNN), are studied in this research.

7.2.4 Feed-Forward Neural Network

Feed-forward neural networks are the most basic type of artificial neural networks that are also used in this

study. The information passes through the nodes only in the forward direction and there are no feedbacks in the

cell of this type of neural network. Generally, they can solve many nonlinear problems by learning the features

of the input dataset. The process of training FFNN involves changing the weights and biases to optimize the

performance of the network. A deep FFNN is used due to its natural simple structure which makes the training

process faster than the following explained complex neural networks. Figure 7.2 illustrates the general structure

of the FFNN. The detailed calculation procedure of the FFNN can be found in [159].

Figure 7.2: The general structure of a single layer FFNN model [4]

In this research a deep FFNN model is applied to the dataset with three hidden layers. The final structure
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has 200, 150, 100 neurons in the first to third hidden layers, with the total number of five layers including input

and output layers. The activation function is chosen as sigmoid.

7.2.5 LSTM

Generally, RNNs are able to process sequential data when the state of the hidden layers at the current time-

step becomes an input to the hidden layers at the next time-step, thus allowing the network to continue to learn

after training. However basic RNNs struggle to keep long term dependencies, Long Short-Term Memory is a

memorable type of RNN which was designed by Hochreiter & Schmidhuber [107]. A standard LSTM block is

formed of a cell, and three internal gates of an input gate, an output gate, and a forget gate. The cell remembers

values over arbitrary time intervals, and the three gates regulate the flow of information into and out of the

cell. LSTM networks are well-suited to classifying, processing, and making predictions based on time series data

since there can be lags of unknown duration between essential events in a time series. Simply, LSTM networks

have some internal contextual state cells that act as long-term or short-term memory cells. The state of these

cells modulates the output of the LSTM network. LSTM offers significant benefits when it comes to addressing

long-term dependencies, making it particularly valuable for predicting vehicle emissions. This is crucial because a

vehicle’s emissions can be influenced by factors that occurred several seconds or even minutes ago. For instance,

a vehicle’s emissions can be affected by its speed from a few seconds prior or the gear it was in a few minutes

ago. In contrast, FFNNs struggle to handle such long-term dependencies, resulting in less accurate predictions.

Additionally, LSTM exhibits superior resilience to noise, which further enhances its effectiveness in predicting

vehicle emissions. This attribute proves valuable since the data used for training the model can often be noisy

due to factors like sensor errors or varying weather conditions. In contrast, FFNNs are more susceptible to the

adverse effects of noise, leading to less accurate predictions. Figure 7.3 shows the internal structure of the LSTM

model. The details of the computation are available in [107,160,161].

Figure 7.3: The general structure of the LSTM model

The LSTM is developed based on Keras in Python. The structure of LSTM is chosen systematically by
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analyzing the effects of NN parameters (number of neurons, epochs, number of hidden layers, etc.). Finally,

a three hidden layer structure is chosen in which the layers have 50, 30, 30 neurons. 300 epochs are selected

for training and the activation function is chosen as “ReLu”. Relu runs much faster and also prevents gradient

vanishing. Callbacks are also considered to avoid overfitting.

7.2.6 CNN

A CNN is a robust ANN technique used for both regression and classification. The fundamental working

principle of CNN is to split an input domain into a series of small divisions and then, in order to extract the

features, the input is passed through the series of convolution and pooling layers. Each convolution layer applies

a filter to each input channel in order to extract specific characteristics, for example edges and corners in image

recognition. The pooling layers reduces the input dimensionality to reduce the computation cost and redundancy

in input samples. Finally, input is flattened and fed to fully connected layers to produce the network output.

CNN is especially useful for purposes where large amounts of input data are to be processed for the presence of

features or sequences [107,162]. A typical CNN structure is shown in Figure 7.4.

Figure 7.4: The general structure of the CNN model.

CNN model is developed with the same procedure as LSTM. The final structure has two hidden layers

with 100, 100 neurons in the first and second layers. ReLu activation function is chosen and the length of 1D

convolution window is selected as 2 and filter number, kernel size, and maximum pooling size are selected as 100,

3, 2.

7.2.7 Linear Regression

Apart from discussed neural network methods, we have developed a linear regression model. This helps us

to demonstrate an in-depth comparison between the prediction accuracy of developed ANN and the most used

traditional machine learning technique for both emission and fuel consumption.



105

In this study, a multivariable linear regression (MLR) model is applied to the input predictors for emission

and fuel consumption regression. The following equation is the general formulation of the multivariable linear

regression method.

Y = β0 + β1X1 + β2X2 + β3X3 + ... + βnXn (7.2)

where Y is the predicted variable, X1, X2, . . . , Xn are the dependent input predictors, β0 is the bias term, and

β0, β1, . . . , βn are the coefficients (weights) that are estimated fitting the model to the measured variable. Initially,

the coefficients (weights) are chosen randomly by the built-in MLR model in the sklearn package in Python. This

model changes the coefficients in the fitting process to reduce the error indicated in the assessment metrics

section.

7.2.8 MOVES

Motor Vehicle Emission Simulator (MOVES) is the EPA developed tool that is able to estimate emissions

in different user-defined situations [162]. MOVES is a simple model that has a physical basis for estimation of

the emissions based on speed, time, fuel type, vehicle type, meteorological data and road conditions. The model

can be used for different geographic scales such as national, county, and project scale emission estimations [163].

MOVES can estimate emissions by the distribution of time spent in operation modal bins that are defined based

on VSP bins and speeds [164]. In modeling process of MOVES by using the measured velocity dataset during

the actual on-road experiments, and defining vehicle type (diesel), geographical areas (project scale), pollutants

(CO2, CO, NOX , HC and PM10), vehicle operating characteristics, and road types, emissions of the test vehicle

were estimated. When a drive cycle for the experiment is added into MOVES along with other input parameters

such as vehicle type and model year, fuel type, and meteorology data, MOVES calculates emission rates for

operating mode bins associated with the input parameters and VSP which is calculated on a second-by-second

basis for a vehicle operating over the drive cycles. Then, MOVES calculates total emissions over the test by

using the emission rates and operating mode distribution. MOVES calculation results for emission rate can be

different for each combination of source type (fuel type, vehicle type), model year and operating mode (speed,

acceleration and VSP). The estimated emissions were compared to the measured emissions. The current version

of MOVES (MOVES2014b) was used in this study.

MOVES is a simple model that has a physical basis for estimation of the emissions based on speed, time, fuel

type, vehicle type, meteorological data and road conditions. When a drive cycle for the experiment is added into

MOVES along with other input parameters such as vehicle type and model year, fuel type, and meteorology data,

MOVES calculates emission rates for operating mode bins associated with the input parameters and VSP which

is calculated on a second-by-second basis for a vehicle operating over the drive cycles. Then, MOVES calculates

total emissions over the test by using the emission rates and operating mode distribution. MOVES calculation



106

results for emission rate can be different for each combination of source type (fuel, type, vehicle type), model

year and operating mode (speed, acceleration and VSP).

Assessment metric

For evaluation of model accuracy, we used Mean Absolute Error (MAE) criteria parameter which is formulated

in Equation 7.3. Where Pi and Mi are the predicted value and the actual value of the target parameters

respectively and N is the total number of data points in the dataset, MAE is defined as follows:

MAE(P, M) =
∑n

i=1 | Pt − Mt |
N

(7.3)

7.3 Results

7.3.1 Input Predictors Classes Comparison

All ANN’s (FFNN, LSTM, CNN) and MLR were trained over three fixed route experiments out of the four,

and validation was performed on the last fixed route experiment. Then the random route experiment was used

for performance testing. The result of these tests are to downselect a set of prediction inputs (C1-C10) that

will be used for emissions prediction evaluation, and a set of prediction inputs (C1-C9) that will be used for fuel

consumption prediction evaluation.

Figure 7.5 and 7.6 show the comparison of emission prediction accuracy for the selected classes based on MAE

over the validation dataset and test dataset using a three hidden-layer LSTM respectively.

Figure 7.5: Effect of input classes on emission prediction MAE (validation)
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Table 7.6: Emission prediction MAE (%) for different input classes (validation)

Input Classes NOX HC P M10 CO2 CO Cumulative MAE

C1 0.08 0.07 0.03 0.27 0.04 0.48

C2 0.13 0.09 0.02 0.17 0.05 0.45

C3 0.05 0.07 0.02 0.20 0.04 0.38

C4 0.16 0.07 0.02 0.23 0.03 0.51

C5 0.06 0.06 0.02 0.12 0.04 0.29

C6 0.04 0.08 0.02 0.15 0.03 0.32

C7 0.04 0.08 0.02 0.09 0.03 0.25

C8 0.05 0.07 0.02 0.09 0.05 0.28

C9 0.03 0.09 0.02 0.09 0.05 0.28

C9 0.03 0.09 0.02 0.06 0.04 0.24

The values of the MAE are also shown in Table 7.6 and 7.7. Comparing the values it can be inferred that

adding more predictors in input classes decreased the error. Also, it can be observed that MAP among the inputs

contributed to better predictions. Using fuel consumption as a predictor also made the prediction more accurate.

Overall, the choice of input classes in terms of IOV versus EOV categorization was found to be crucial. The

trends seen in the LSTM results were also present in the results for the other algorithms evaluated. Thus, class

10 (C10) was selected as the primary input class (set of inputs) for emissions prediction.

Figure 7.6: Effect of input classes on emission prediction MAE (test)
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Table 7.7: Emission prediction MAE (%) for different input classes (test)

Input Classes NOX HC P M10 CO2 CO Cumulative MAE

C1 0.04 0.11 0.03 0.17 0.03 0.37

C2 0.04 0.14 0.04 0.17 0.03 0.45

C3 0.04 0.13 0.03 0.16 0.02 0.38

C4 0.04 0.13 0.04 0.22 0.02 0.44

C5 0.04 0.13 0.03 0.18 0.02 0.41

C6 0.05 0.12 0.03 0.20 0.02 0.43

C7 0.03 0.12 0.03 0.15 0.03 0.36

C8 0.04 0.12 0.02 0.17 0.02 0.37

C9 0.03 0.13 0.03 0.17 0.02 0.38

C9 0.03 0.11 0.02 0.07 0.02 0.26

Figure 7.7 shows the emission prediction results for class 10 (C10) using the test dataset applied by the LSTM

method. The model shows very promising prediction results.
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Figure 7.7: Emission prediction by LSTM (test)

Similar to the methods used to select a set of inputs for emission prediction, the validation and test route

experiments were fed to the ANN and MLR models to compare the predicted fuel consumption based on different

input classes. Figure 7.8 and Table 7.8 show the comparisons and values of the logarithmic MAE over the

validation dataset using LSTM, FFNN, CNN, and MLR. Likewise to emission prediction results, we can observe

that fuel consumption predictions follow the same pattern for most of the input classes for ANN methods hence,

for MLR it is not the same.
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Figure 7.8: Effect of input classes on fuel consumption prediction MAE (validation)

Table 7.8: Fuel consumption prediction logarithmic MAE (%) for different input classes (validation) using LSTM,
CNN,FNN and MLR

Input Classes LSTM CNN FFNN MLR

C1 -0.86 0.13 0.22 0.46

C2 -0.94 1.24 1.13 2.20

C3 -0.91 1.23 1.41 2.11

C4 -0.94 1.18 1.13 2.23

C5 -1.04 1.25 0.84 2.11

C6 -1.01 1.21 0.78 2.17

C7 -0.98 1.19 0.79 2.36

C8 -1.02 1.22 0.95 2.21

C9 -1.1 1.05 0.78 2.30

Also, the effect of adding IOV parameters can be seen the most in class 7 and class 9. Thus, class 9 (C9) was

selected as the primary input class for fuel consumption prediction.
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Figure 7.9: Fuel consumption prediction by LSTM (test)

Figure 7.9 shows the fuel consumption prediction results for class 9 (C9) using the test dataset applied by

the LSTM method. The model shows relatively good fit with some mispredictions, which has much lower MAE

than other models prediction results.

Effectiveness of Models

As can be seen from Figures 7.5 and 7.6, the sets of experimental measurands that were used as inputs to

the ANNs effect on the error in prediction for the emissions of NOx, CO, and PM10. These emissions are very

difficult to predict as a function of time because they are very nonlinear, consisting mostly of long stretches with

zero-value, with occasional spikes. Because the ANNs were trained using summative regression error metrics [165],

they struggle to predict data which is mostly flat but shows a few spikes as the difference in error between a

good fit and a bad fit will be minimal. Thus, in order to gauge the effectiveness of the ANN model for predicting

emissions, the error from the best ANN model was compared to a “null” prediction which was a vector of zero

values. The results for the best ANN and the “null” prediction are shown in Figure 7.10.
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Figure 7.10: Comparison of error between best ANN prediction and “null” prediction

The results of the comparison to “null” suggested that the ANN models were capable of predicting CO2,HC

and NOX emissions traces but did not predict CO or PM10 better than a very simple model. Given the dynamics

of the input data for these emissions data, it was not surprising that the ANNs struggled to predict over the

course of the test and validation drive cycles, many machine learning methods would face similar difficulties, and

the development of methods that can model these dynamics is a topic of continuing research.

Effect of Individual Predictors

The contributions of individual predictors to reducing MAE for the deep LSTM were determined using a

designed experiment and linear regression. The experimental design was a 24 full factorial on the IOVs MAP,

IAT, FC, and RPM. Based on the results of the previous section the output variable for the regression was

prediction error for CO2. The residual of the fit was 0.922 with an overall F-statistic of 32.66. The results of the

regression are presented in Table 7.9.

Table 7.9: Statistical results of individual predictors effects on emission model accuracy

Regressor coef std.err t P(>|t|)

Intercept 0.1019 0.004 27.482 0.000

MAP -0.0152 0.003 -4.581 0.001

IAT -0.0060 0.003 -1.819 0.096

FC -0.0341 0.003 -10.284 0.000

RPM 0.0025 0.003 0.757 0.456
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Defining statistical significance as a P (> |t|) of 0.05, the regression showed that the presence of MAP and FC

decreases the fit MAE for CO2, HC, and NOx. Moreover, further emission comparison is made with MOVES

modeling tool. Details of the emission rates are provided in Table 7.10.

Table 7.10: Comparison of measured emission rates to MOVES emission rate estimations

Emission

Comparison

Average emission rate (g/mile)

CO2 NOx HC CO P M10

Test Dataset 626 1.82 0.34 0.49 0.041

MOVES 532 3.27 0.79 5.23 0.017

LSTM 625.72 1.82 0.34 0.49 0.04

CNN 619.99 1.79 0.33 0.48 0.04

FFNN 555.58 0.91 0.26 0.33 0.03

MLR 1297.39 2.8 0.55 0.10 0.05

Relative Error (RE) rate (%)

MOVES 15 26.7 132.3 967 58.5

LSTM 0.05 0.02 0.09 0.05 0.03

CNN 0.96 1.83 1.57 1.06 0.99

FFNN 11.25 50.24 23.15 32.11 30.20

MLR 307.25 254.1 262.2 120.14 217.15

Finally, the total comparison has been made for emission and fuel consumption prediction. All developed

ANN models and MLR (tested with C10 for emission and with C9 for fuel consumption) are compared in Tables

7.11 and Table 7.12.

Table 7.11: Comparison of measured emission rates to all models emission rate estimations (test)

Emission

Comparison

MAE(%)

CO2 NOx HC CO P M10

LSTM 0.06 0.03 0.09 0.04 0.02

CNN 0.89 1.57 1.23 1.05 0.87

FFNN 12.52 52.60 25.78 34.12 33.54

MLR 380.01 236.4 267.88 122.15 201.01
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Table 7.12: Comparison of fuel consumption prediction accuracy for all models (test)

Developed models MAE(%)

LSTM 0.08

CNN 1.05

FFNN 6

MLR 201

7.4 Conclusion

In this research, several deep neural network approaches have been considered for light-duty diesel vehicle

emission and fuel consumption prediction. Five different methods including deep recurrent neural network (RNN),

deep convolutional neural network (CNN), deep feed-forward neural network (FFNN), and deep long short-term

memory network (LSTM) have been developed. Also, a multivariable linear regression (MLR) method has been

developed for a more extensive comparison within machine learning-derived methods. We used the collected data

from a portable emission measurement system (PEMS) which was a total number of four experiments along a

fixed route that were performed by the same driver using an LDDV in spring 2018 in Fort Collins, Colorado.

Additionally, one experiment was conducted on a random route for testing the performance of the models. Several

input classes of dataset variables were defined and sensitivity analysis for finding the best combination was done.

The results show that the deep neural network performance consistently improves when given datasets with

more variables (EOV and IOV). It is also found that manifold absolute pressure (MAP), engine speed (RPM),

and fuel consumption are the most beneficial parameters categorized as IOV for emission prediction. For fuel

consumption, the same pattern is observed given more variables for all ANN methods. Selecting the best-fitted

classes for emission and fuel consumption, all the models were simulated. Also, a simulation is done for emission

prediction using MOVES. The results show that DNNs has high accuracy compared to other neural network

models. Specifically LSTM had the best performances for both emission and fuel consumption prediction. We

recommend using LSTM and other deep RNN that are history-sensitive that can account for both delayed effects

and recurrent effects for more accurate emissions and fuel consumption predictions. This model, if developed

for a vehicle and integrated within the vehicle controller, may have value for real time vehicle/engine controls

optimization thereby producing real-time reductions in fuel consumption and emissions. Our work does not reflect

changes in emissions from variations in fuel, engine operation over time, driver behavior, and ambient conditions.

In addition, the models can be improved to better predict CO and PM10 in their extreme fluctuations which

needs to be investigated in future work.
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7.5 Chapter Conclusion

This chapter of the research partially addresses research question 2, task 2.2. Research question 2 is restated

here:

Research Question 2: How can the integration of predictive optimal energy management strategies, intel-

ligent traffic systems, and deep neural networks enhance transportation vehicle energy efficiency, reduce travel

time, minimize environmental impact, and develop accurate emission models for individual vehicles?

Hypothesis: There are promising synergistic benefits to travel time and energy efficiency when POEMS and

Optimal TMS are combined.Also, Accurate and simple emission modeling and characterization can be used to

inform energy management control developments.

This research effectively addresses the research question by employing deep neural networks to develop so-

phisticated emission models for individual light-duty diesel vehicles (LDDVs). The study compares various neural

network approaches and a linear regression model, utilizing data obtained from portable emission measurement

systems. The findings reveal that deep neural networks, particularly LSTM, exhibit remarkable precision in

predicting emissions and fuel consumption. The study proposes the integration of these models into vehicle con-

trollers to optimize real-time performance, leading to substantial reductions in fuel consumption and emissions.

Nonetheless, it acknowledges the necessity for further investigations concerning fuel variations, engine operation

dynamics, driver behavior, and ambient conditions. In essence, this study showcases the promising potential of

deep neural networks in advancing emission modeling and enhancing overall vehicle efficiency.



Chapter 8

Identifying and Assessing Research

Gaps for Energy Efficient Control of

Electrified Autonomous Vehicle

Eco-Driving

This study provides an overview of energy-efficient control strategies in automotive vehicles and highlights

the importance of future research on Autonomous Eco Driving (AED) for Battery Electric Vehicles (BEVs). It

proposes a system-level diagram of AED and identifies three research gaps: real-world perception of Autonomous

Vehicles (AVs) for AED, sparse sensor data for global AED estimation, and performance evaluation of a planning

subsystem integrated with AED in a physical vehicle. This study was published as a book chapter in the

Springer editorial and it is considered as Task 3.1 of research question No. 3 [166]. This chapter benefited

from my contributions in conceptualization and formal analysis. Additionally, I participated in the investigation

process alongside Aaron Rabinowitz, Chon Chia Ang, Sachin Sharma, and Parth Kadav. I played a key role in

developing the methodology section and collaborated with Aaron Rabinowitz, Chon Chia Ang, Parth Kadav,

and Sachin Sharma in writing the original draft. The chapter was further refined through the review and editing

contributions of Dr. Zachary D. Asher, Dr. Thomas Bradley, and Dr. Richard T. Meyer.

8.1 Introduction

Transportation’s reliance on nonrenewable hydrocarbon fuels creates serious concerns about energy supply,

cost, and environmental safety. In the pursuit for green, sustainable transportation systems, consideration of

116
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vehicle energy consumption is crucial [167]. Efficient alternative energy vehicles and advanced vehicle control

technologies are two areas of research that might provide solutions to the need for increasing Fuel Economy (FE)

and complying with current and upcoming environmental regulations [109,168].

The need for energy efficient vehicles has facilitated the development of new vehicle technologies such as Hybrid

Electric Vehicles (HEVs) and Plug-in Hybrid Electric Vehicles (PHEVs) and Battery Electric Vehicles(BEVs)

[169]. Compared to vehicles powered with only an Internal Combustion Engine (ICE), HEVs provide significantly

improved fuel efficiency [169]. The reason is due to their ability to recover braking energy and the fact that an

extra powertrain degree of freedom is available to more cost-effectively meet the driver-required power. PHEVs

exhibits even longer range and even further reduced need for hydrocarbon fuels [170]. This is owed to their

enhanced battery capacity and their ability to be charged from wall power. BEVs are projected to further improve

automotive transportation sustainability with a commercially viable and a readily accessible product [171].

The other major development facilitated by the need for energy efficient vehicles is advanced vehicle control

technologies which is the focus of this research. Collectively these advanced control strategies are typically

referred to as energy management strategies. These technologies are also becoming more implementable thanks to

developments in AVs such as advanced perception subsystems, planning subsystems, and more. As AV technology

continues to evolve commercially, it is crucial to ensure synergistic development with energy efficient controls to

ensure transportation sustainability as well.

Further details regarding energy efficient vehicles and energy efficient control technologies are presented in

the following subsections.

8.1.1 The Evolution of BEVs: The Modern Era

Since 2000, battery electric vehicles (BEVs) have made significant progress and achieved several commercial

milestones [172]. The first highway-legal BEV with a lithium-ion battery that could travel more than 200 miles

on a single charge was the Tesla Roadster, which was shipped in 2008 [173]. The Mitsubishi i-MiEV, which went

into serial production in 2009, was the first modern highway-legal BEV [174]. In 2010, the first Nissan Leaf was

delivered to customers. Until 2011, the Mitsubishi i-MiEV was the world’s most popular BEV, with 2,450 units

sold in 30 countries between 2008 and 2012 [175]. By 2016, more than one million BEVs had been sold worldwide.

The introduction of the Tesla Model 3 in 2017 helped push BEV sales beyond the one million mark, and annual

worldwide market share surpassed 1%. In 2018, annual worldwide sales surpassed 2 million units, with the Tesla

Model 3 selling over 100,000 units in a single year, becoming the first BEV to achieve this milestone. In 2019,

BEVs accounted for one out of every two new vehicles registered in Norway. By 2020, the Tesla Model 3 had

overtaken the Nissan Leaf as the best-selling BEV in history, with over 500,000 units sold worldwide since its

launch in 2013. Tesla also became the first automaker to produce more than one million BEVs. In Norway, BEVs

account for 10% of the vehicles on the road. In 2020, global BEV sales crossed the 10 million unit mark for the
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first time, and the Nissan Leaf achieved the milestone of 500,000 units sold worldwide. By 2021, the worldwide

sales of the Tesla Model 3 had surpassed one million units, and BEVs came in 27 distinct configurations, with 11

different manufacturers producing them. Table 8.1 shows the top five BEVs with the greatest ranges in the 2020

model year [176]. The literature on BEVs is extensive and constantly evolving. Although BEVs were once seen as

a niche sector with an uncertain future, they have now become a commercially mature and desirable technology

with the potential to establish sustainable transportation [177,178]. As we focus on the real-world implementation

of energy-efficient control technologies, it is important to consider the applicability of these technologies to BEVs,

which are growing and becoming an increasingly important part of the transportation sector.

Table 8.1: Model year 2020 BEV examples

Make and Model Vehicle Type Electric Motor/Battery-pack City (mpge) Electric Range (miles)

Tesla Model 3 Long Range Sedan/Wagon 211 kW / 230 Ah 136 373
Chevrolet Bolt BEV Sedan/Wagon 150 kW / 188 Ah 127 259
Hyundai Kona Electric SUV 150 kW / 180 Ah 132 258
Kia Soul Sedan/Wagon 201 kW / 180 Ah 127 243
Jaguar I-PACE SUV 294 kW / 90 kWh 80 234

As a vehicle, a BEV is quiet, simple to drive, and free of gasoline expenditures when compared to conventional

vehicles [179]. Additionally, as a form of urban transportation, it has many benefits. It does not produce any

emissions along urban corridors (reducing urban air pollution due to transportation), it easily handles frequent

start-stop driving, it gives full torque from a stop, and eliminates the need for gas station stops provided that

charging is available at in public or at home [180]. Additionally, the utility industry is evolving, with renewable

energy sources gaining traction and the “smart grid” which is the next generation of the electricity grid, is now in

the process of being built. BEVs are seen as a key component of this new power system, which includes renewable

energy sources and high-tech grid technologies [181,182]. All of this has resulted in increased interest and growth

in this method of transportation.

As a system, BEVs can be modeled as a combination of several subsystems. Each of these subsystems interacts

with the others to make the BEV function, and a variety of technologies may be used to run them. Figure 8.1

depicts major subsystem components and their contribution to the overall system. Some of these components

must communicate significantly with others, while others have little or no interaction. Regardless of the situation,

the operation of an BEV is dependant on such interaction of all these subsystems [183]. These subsystems are

important to understand and utilize to develop energy efficient control strategies.

8.1.2 Energy management and energy efficient strategies for electrified vehicles

Energy management strategies (EMS) in HEVs and PHEVs control the power/torque split selection between

the combustion engine and the electric motor, in which the amount of power/torque provided by each power

source is combined to satisfy driver demand while reducing the amount of non-renewable fuel use and increasing
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Figure 8.1: A general systems-level viewpoint of BEV, adapted from [5]

powertrain utilization efficiency [184, 185]. Energy efficiency strategies seek to directly decrease the energy

required to drive from one point to another by either modifying the second-by-second vehicle velocity or by

choosing an alternative route. This is particularly important for BEVs since energy efficiency strategies result

in a direct increase in range thus enabling higher utility [186]. Overall, it has been shown that intelligent

energy management and energy-efficient use of electrified vehicles increase vehicle FE and reduce global energy

consumption, greenhouse gas emissions, and air pollution emissions.

Generally there are three types of vehicle control that reduce fuel consumption for a drive cycle with a fixed

starting point and a fixed ending point: (1) powertrain EMS (P-EMS), (2) Eco-Routing (ER), and (3) Eco-

driving (ED) [187,188]. P-EMS decreases fuel consumption by increasing the efficiency of the vehicle powertrain

operation without modification of the drive cycle [189]. However, ED and ER decrease fuel consumption by

decreasing the energy output of the vehicle through modification of the drive cycle and route [190,191].

Powertrain EMS (P-EMS)

As previously mentioned, electrified vehicles will benefit greatly from the development of P-EMSs. To meet

driving demands, the primary goal of a P-EMS is to distribute the power request into multiple propulsion sources

(specifically for HEVs and PHEVs) [192, 193]. If we take into account battery performance (i.e. the current

rate and lifespan) and tailpipe emissions levels, an efficient P-EMS can improve fuel efficiency. However, it

is challenging to devise P-EMSs due to the uncertainty of future driving conditions [194–197]. Furthermore,

the P-EMS should have a sufficiently simple and fast real-time controller with a desired computational speed

for the implementation of a global optimisation algorithm. The performance of P-EMSs strongly depends on

future vehicle velocity and power request which is influenced by external factors (e.g., traffic information and

surrounding vehicles) [198]. Research groups all over the world have proposed various solutions which are briefly

summarized:

1. Rule-based P-EMS: Here a P-EMS is implemented with either deterministic rules or with fuzzy rules.
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(a) Deterministic: The first application of deterministic rule-based techniques to the energy management

of HEVs was in [199]. In place of the original electric assistance technique, Banvait et al. [200] described

a charge depletion–charge sustaining (CD–CS) strategy. Following the cooperative control approach

for the auxiliary power unit, the speed-switching power is compelled to acquire a proper curve together

with the ideal brake specific fuel consumption [201,202].

(b) Fuzzy Logic: Fuzzy logic belongs to intelligent control strategies, but it dispenses with precise math-

ematical models of controlled systems. However, it contains self-learning capability, high flexibility,

and resilience, and is thus commonly used to solve complicated nonlinear issues [203–205]. Denis et

al. [206] developed a Sugeno-type fuzzy logic controller by using the moving average of the previous

speed and the present global discharge rate as inputs in order to take use of the trip data. Li et al. has

presented an adaptive-equivalent consumption reduction technique that combines a fuzzy inference

system to increase self-adaptation. [207].

2. Optimization-based P-EMS: In most cases, an optimization-based P-EMS is generated by formulat-

ing an optimal control problem.An Optimization-based P-EMS delivers FE improvements by explicitly or

implicitly simulating vehicle operation and managing the vehicle powertrain components to reduce fuel

consumption. An optimization-based P-EMS can accomplish FE improvements for conventional cars with

ICE and BEVs, but the highest FE benefits are gained from vehicles with additional powertrain oper-

ating degrees of freedom such as HEVs and PHEVs [188, 208, 209]. The actual FE improvement from

an Optimization-based P-EMS is significantly dependent on the chosen driving cycle and propulsion sys-

tems [210]. One of the first optimization-based P-EMS studies, for example, showed a 28% FE increase in

a HEV by optimizing gear changing and battery charging/ discharging [211].

(a) Globally Optimal P-EMS: Dynamic programming (DP) [210, 212], Portryagin’s minimum prin-

ciple (PMP) [213–215], Stochastic Dynamic Programming (SDP) [56, 216–218], Genetic Algorithm

(GA) [219, 220], and Particle Swarm Optimization (PSO) [221, 222] are among the key optimization

techniques.

(b) Real-time Optimal P-EMS: Real-time optimization-based P-EMS is primarily composed of equiv-

alent consumption-minimization strategies (ECMSs) and its variations such as adaptive ECMS [192,

223–225]. But predictive rules-based strategies can also be implemented in real time and DP methods

can be implemented in real time through the use of a look-up table [226].

(c) Prediction-based Optimal P-EMS: The goal of a Prediction-based Optimal P-EMS is to discover

the best control strategy for minimizing fuel consumption within the time frame when prediction data

exists [9, 60,168,197,227–230].
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Eco-routing (ER)

Classical vehicle routing algorithms seek the quickest or shortest routes [231, 232], while ER algorithms seek

routes with the lowest energy consumption costs. When given a starting point and a destination, ER generates

a route that minimizes the amount of energy required to complete the journey. Routing is often performed

on a graph where intersections represent different junctions, connected by edges roads, and costs indicate the

estimated energy required to go between two junctions that the road links. The route with the lowest overall

energy for the journey may then be found using minimal path routing. The complicated time-variant functions

that explain the expenses are often derived by researchers. For example, Dijkstra’s routing method is a popular

option among academics [233]. Users route preferences, such as favoring highways or avoiding toll roads, might be

considered while planning a path. Furthermore, it may utilize the number of passengers as an input to determine

if the car is eligible to use high-occupancy vehicle lanes. Similar to other shortest route routing applications,

a green routing service needs a server to handle diverse routing requests. However, operating and managing a

routing server is costly and needs precise and thorough real-world traffic and network data which is difficult to

access and analyze [234–237]. It should be noted that the ER navigation system may produce up to three routes

for each journey depending on multiple minimization criteria, such as distance, travel time, and energy usage.

For conventional ICE vehicles, there are currently various ER algorithms capable of generating energy-optimal

routes based on historical and real-time traffic data [238–240], but there has been minimal study on PHEVs to

date [241]. As shown in [242], the performance of ER algorithms is very sensitive to the energy model used to

estimate the energy cost on each network connection. The most difficult component of solving the ER algorithm

for PHEVs is locating an energy model capable of calculating both the electrical energy consumption and the

gasoline consumption. Jurik et al. [243] addressed the ER challenge for HEVs using longitudinal dynamics. The

eco-route for PHEVs was investigated using a charge-depleting first approach in [244] and [245]. To address

the ER of HEVs, De Nunzio et al. [246] recently developed a semi-analytical solution to the powertrain energy

management based on Pontryagin’s minimal principle. Houshmand et al. [247] conceived a combined routing

and powertrain control algorithm that simultaneously identifies the energy-optimal route and the ideal energy

management approach in terms of battery state of charge and fuel consumption. In [247], however, the option

to recharge the battery on some portions of the trip was omitted, and either charge-sustaining or discharge-only

operation was permitted.

Eco-Driving (ED)

ED decreases fuel consumption for all vehicle types by applying fuel-efficient driving behaviors along a pre-

determined route, which may affect travel duration [113]. Due to this increase in travel time, it is difficult to

persuade drivers to adopt ED practices [248]. If the driving conditions along the route can be anticipated, ED

may be treated as an optimum control question if the driver input is eliminated or disregarded. Current practical
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use of ED is realized through a set of heuristic goals, such as eliminating stops, traveling at a fuel-efficient speed

(generally, this could be a higher or lower overall speed), and reducing acceleration and deceleration magnitudes,

which can achieve FE improvements of approximately 10% for modern vehicles and 30% for fully AVs [249]. FE

improvements realized through ED are the focus of this literature review because the energy savings is sufficiently

large, and because ED can be directly implemented through AV technology.

Historically, ED implementation research has focused on the FE impact of a single intelligent vehicle technol-

ogy, such as camera systems, radar systems, LiDAR, Vehicle to Vehicle (V2V), Vehicle to Infrastructure (V2I),

or Vehicle to Everything (V2X). As an example of a typical ED study, researchers used projections of the traffic

light Signal Phase and Timing (SPaT), a sort of V2I, to influence driving behavior and shown a FE improvement

of 12-14% [250]. ED is difficult to adopt in reality since most drivers dislike giving up control [251]. Many studies

of ED for AVs conclude that vehicle perception, sensor fusion, and planning must all be achieved for successful

implementation. On the other hand, a comprehensive grasp of how each of these components should fit together

at the system level is not as clearly defined.

Summary

To summarize, FE improvements realized using a fixed drive cycle are realized through an P-EMS which is a

very active area of research but is most effective for HEVs and PHEVs [47,252]. FE improvements from modifying

the route is realized through ER which is highly applicable to BEVs but is a relatively mature technology. If FE

is improved by modifying the drive cycle but keeping the route the same, then the technique is considered ED

which is highly applicable to BEVs and has tremendous potential for further improvements once AV technology

is also included [249].

8.1.3 Automated Cyber-physical Vehicles

In addition to improvements in powertrain technology, embedded and cyber-physical systems have had a

profound effect on the modern world [251,253]. Embedded computer systems have been integrated with a variety

of technological artifacts, such as the power grid, medical devices, automotive and transportation systems, and

industrial control and production lines [254–256]. Modern engineering topics are often multidisciplinary and

require significant interdisciplinary problem-solving capabilities. AVs are a kind of vehicular cyber-physical

system that has experienced tremendous recent innovation and has garnered considerable interest from both

industry and academia [257–259]. The strategy for establishing AVs as the primary mode of transportation on

the road may have several advantages such as improvements of safety on the roads (e.g., collision avoidance);

better mobility for young, elderly, and disabled; and individual improvements of energy efficiency [260]. But

at the same time AV technology may increase travel demand and overall mileage due to new user groups, the

reduced cost of driver’s time, and potential for mode switching (walk, low speed shuttles, transit, regional air,
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etc.) [1,114,261]. While the full impact of AV technology remains unknown, it is certain that AV technology will

begin to experience commercial adoption in the near future [262].

According to the projections shown in Table8.2, in 2050, the reference case (all fleet vehicles will be Au-

tonomous ICE) will have the lowest transportation energy consumption. At first glance, this may appear

counter-intuitive; how could AVs with ICE consume less than BEVs? The reason for this according to En-

ergy Information Administration (EAI) independent statistics and analysis projections data is that more people

would prefer to use fleet services rather than their personal vehicles. Case 2, which assumes that all Autonomous

Light-duty Vehicles (LDVs) will be BEVs. Another assumption is that AVs will enter both household and fleets,

which means that more people will have access to AVs, making transportation easier for people who own vehicles.

This, in turn, would have an impact on reliance on public transportation. As a result, an additional research

focus is warranted to improve energy efficiency of Autonomous BEVs.In the next subsection, a derivation of the

research gap for this type of technology based on its systematic readiness level is given.

Table 8.2: Reference and AV case description, adopted from [1]

Case Name Assumptions Description

Reference

AVs enter fleet light-duty vehicles 1% of new light-duty passenger vehicles sales by 2050 and 100%
are fleet sales

AVs are used more intensively Driven 65,000 miles per year and scrapped more quickly
Autonomous LDV fuel type 100% conventional gasoline ICE

Autonomous LDVs affect mass transit
modes Decreases use of transit bus by 12%, transit rail % by 2050

Autonomous BEV

AVs enter household and fleet LDVs 16% are new fleet sales and 84% are new household sales by 2050

AVs are used more intensively Driven 65,000 miles per year and scrapped more quickly (fleet)
and +10% more annual vehicle miles (household)

Autonomous LDV fuel type Increasing share of BEVs with 96% of fleet and 82% household
by 2050

Autonomous LDVs affect mass transit
modes

Decreases use of transit bus by 17% by 2033, transit rail 35% by
2050 use of commuter rail 48% by 2050

Autonomous HEV

AVs enter household and fleet LDVs 16% are new fleet sales and 84% are new household sales by 2050

AVs are used more intensively Driven 65,000 miles per year and scrapped more quickly (fleet)
and +10% more annual vehicle miles (household)

Autonomous LDV fuel type Increasing share of HEVs with 96% of fleet and 71% household
by 2050

Autonomous LDVs affect mass transit
modes

Decreases use of transit bus by 17% by 2033, transit rail 35% by
2050 use of commuter rail 48% by 2050

Based on the uncertainty of the field there are four new contributions to the field in this article on the topic

of ED in autonomous electrified vehicles (BEV and P/HEV), which builds on previous concepts and literature:

1. A holistic and systems-level understanding of the subsystems and integrations needed to implement ED in

AVs allowing for comparison between all studies in the field.

2. Application of technology, integration, and system readiness analysis to ED realization in AVs.

3. A definition of the research gaps existing between the current state of the art and realization of ED usage

in AVs.

4. A review of initial studies that have started to explore the identified research gaps.
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8.2 Research Gap Derivation

One of the most important aspects of scientific advancement is the systematic identification and review of

existing research gaps [263]. In order to identify research gaps, a systematic approach is applied to understand

components of a general electric AV with ED implementation and the logical flow of operation. In this section,

overall system architecture is introduced and a holistic evaluation of system maturity based on the Department

of Defense (DoD) approach is conducted.

8.2.1 AED System Architecture

A systems-level perspective of ED implementation for autonomous BEVs, represented in Figure 8.2, is recom-

mended to clarify communication between academic researchers, automotive sector manufacturers and suppliers,

government officials, and other organizations.

Figure 8.2: A proposed systems-level viewpoint of ED implementation for an AV.

The systems-level viewpoint is composed of four subsystems: a suite of sensors, a vehicle perception subsystem,

a vehicle planning subsystem, and a vehicle plant subsystem which include a vehicle running controller. It is

the goal of this systems-level perspective to remain closely aligned with the widely acknowledged systems-level

perspective on autonomous BEV operation that use energy management strategies. This system receives input

from a set of sensors that detect environmental information and also can be used to localize, therefore defining

the vehicle’s surroundings.An AV learns about its surroundings in two phases. The first step is to look down

the road ahead to see if anything has changed, such as traffic lights and signs, a pedestrian crossing, or a

barrier. The second phase is concerned with the perception of surrounding traffic. Camera, LiDAR, Radar,

V2V and V2I, Inertial Measurement Unit (IMU), GPS and Inertial Navigation System (INS), and map and

traffic information are the most typical sensors and data that comprise the sense and perception subsystems of

AVs [264]. The real-time planning subsystem employs inputs from the perception subsystem to develop and solve

both the long-range (such as Global ER and Global ED) and short-term planning strategies (such as maneuver

planning and trajectory planning). It is worth noting that these subsystems also depend on the driving context,
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and their boundaries are quite blurred [265]. The real-time control subsystem tracks the longitudinal and lateral

trajectories, and interfaces with the vehicle actuators. A control architecture is interfaced to the vehicle powertrain

(e.g. controlling propulsion torque, braking torque and gear shifting) and to its steering system. The real-time

planning subsystem require feedback from the vehicle, its position relative to the surrounding environment, and

predictions of moving obstacles [266], and finally, the powertrain operation from the running controller is actuated

in the vehicle plant.

8.2.2 Holistic Evaluation of System Maturity

The National Aeronautics and Space Administration (NASA) developed a seven-level Technology Readiness

Level (TRL) rating (shown in Table 8.3) in the 1980s to quantify the risk associated with technology development

[267]. NASA now uses this measure to assess the maturity of a specific technology and to compare the maturity

of several technologies. Given its practical value, the DoD adopted a TRL model in 1999. While TRL is

used similarly by NASA and the DoD, the understanding of TRL varies. For example, NASA requires TRL 6

technologies before a mission can be responsible for them [268], and the DoD requires TRL 7 technologies before

they can be included in a weapons system program [8].

Table 8.3: Technology Readiness Levels definition

Technology Readiness Level (TRL) Definition
9 Actual System Proven Through Successful Mission Operations
8 Actual System Completed and Qualified Through Test and Demonstration
7 System Prototype Demonstration in Relevant Environment
6 System/Subsystem Model or Prototype Demonstration in Relevant Environment
5 Component and/or Breadboard Validation in Relevant Environment
4 Component and/or Breadboard Validation in Laboratory Environment
3 Analytical and Experimental Critical Function and/or Characteristic Proof-of-Concept
2 Technology Concept and/or Application Formulated
1 Basic Principles Observed and Reported

Further, the concept of a System Readiness Levels (SRL) was previously introduced by systems engineering

researchers to address the problems applicable at the operating system level. This approach leverages the tradi-

tional TRL scale while also including the concept of Integration Readiness Levels (IRL) to produce an SRL index

dynamically [8]. The definition of TRL, IRL and SRL and their corresponding levels are tabulated in Tables 8.3,

8.5 and 8.7 respectively.

TRLs

Table 8.4 provides a summary of the TRL for each of the subsystems shown in Figure 8.2, as determined

by the authors. These subsystems consist of (1) Sensors and (2) Vehicle Perception for Worldview Creation (3)

vehicle planning and (4) application of a physical vehicle plant. These technologies are tabulated in the first

column of Table 8.4. The perception subsystem takes in sensor and other pertinent inputs, defines the vehicle’s

environment, and computes future vehicle operation as an output. The vehicle perception is sent into the planning
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Table 8.4: TRL Analysis of Technologies for ED Implementation in AVs

Technology and TRL Technology Description TRL Definition TRL Justification

Sensors subsystem
TRL:9

Detects environmental
information using cameras,

radar, and lidar

Actual System Proven
Through Successful Mission

Operations

Many commercial products
available

Perception subsystem
TRL:6

Receives sensor/signal data,
fuses data, and works in

challenging weather conditions

System/Subsystem Model or
Prototype Demonstration in

Relevant Environment

Mobileye exists but doesn’t
provide all functionality;
sensor fusion is not well

developed

Planning subsystem
TRL:7

Solves maneuver planning,
path planning, and trajectory

planning problems

System Prototype
Demonstration in Relevant

Environment

Emergency response and
derivation of ED are mature

Vehicle plant subsystem
TRL:9

Receives driver requests and
component statuses, and

actuates vehicle operation

Actual System Proven
Through Successful Mission

Operations

Vehicles by themselves are
completely mature

subsystem, which then computes the best control. The planning subsystem is simply responsible for computing

the optimum control and issuing a control request; it is not responsible for attaining the goal.

IRLs

Table 8.6 summarizes the IRL for the three alternative integration sites in Figure 8.2 as viewed by the authors.

Table 8.6’s column 1 contains descriptions of each integration scope. While the TRL is used to assess individual

subsystems, the IRL assesses the readiness of each subsystem to integrate with others [8]. A more comprehensive

assessment of each subsystem’s integration is required than that of the individual subsystem, which normally

consists of a basic input/output architecture. If the vehicle operating controller and the vehicle plant are viewed

as one high IRL subsystem, there are three theoretically distinct integration points: (1) , (2), and (3) and

execution. Due to the little quantity of research that employs these integration scopes, each of these integration

points was determined to have a poor technical maturity.

Table 8.5: Integration Readiness Levels definition

IRL Definition
7 The integration of technologies has been verified and validated with sufficient detail to be actionable.
6 The integrating technologies can accept, translate, and structure information for its intended application.
5 There is sufficient control between technologies necessary to establish, manage, and terminate the integration.
4 There is sufficient detail in the quality and assurance of the integration between technologies.
3 There is compatibility (i.e. common language) between technologies to orderly and efficiently integrate and interact.

2 There is some level of specificity to characterize the interaction (i.e. ability to influence) between technologies through
their interface.

1 An interface (i.e. physical connection) between technologies has been identified with sufficient detail to allow charac-
terization of the relationship.

SRL

The SRL analysis is the more appropriate method of assessment for the overall system of AED implementation,

where the TRL analysis has been performed to individual subsystems and the IRL analysis has been used to

subsystem integration. Table 5 shows that, despite the relatively high TRLs of each subsystem, the low IRLs

result in a low total SRL. According to the SRL study, if the IRLs are improved, the total SRL will be improved,
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Table 8.6: The IRL analysis demonstrates that the technology integrations involved in ED in AVs implementation
require significant research.

Integration and IRL Integration description IRL definition IRL justification

Perception and
planning integration:

IRL 3

detect environmental
information

“There is compatibility (i.e.
common language) between
technologies to orderly and

efficiently integrate and
interact.”

In some cases, the interface
between vehicles and SPaT is
converted to ED derivation
constraints. Sensor fusion

specifically has no
commonality for ED

Planning when
subjected to faulty

inputs: IRL 2

Receives sensor/signal data
and fuse data

“There is some level of
specificity to characterize the

interaction (i.e. ability to
influence) between

technologies through their
interface.”

Very limited literature.

Planning and use of a
vehicle plant: IRL 3

solves several planning
problems (maneuver planning,
path planning, and trajectory

planning)

“There is compatibility (i.e.
common language) between
technologies to orderly and

efficiently integrate and
interact.”

Some researchers are starting
to implement ED on a

physical vehicle but progress
is slow and there is a lot of

work to be done.

and optimal ED for AVs will be applicable to commercial production.

Table 8.7: System Readiness Levels definition

SRL Name Definition

5 Operations and Support
Execute a support program that meets operational support performance
requirements and sustains the system in the most cost-effective manner
over its total life cycle.

4 Production and Development Achieve operational capability that satisfies mission needs.

3 System Development and
Demonstration

Develop a system or increment of capability; reduce integration and manu-
facturing risk; ensure operational supportability; reduce logistics footprint;
implement human systems integration; design for producibility; ensure af-
fordability and protection of critical program information; and demonstrate
system integration, interoperability, safety, and utility.

2 Technology Development Reduce technology risks and determine appropriate sets of technologies to
integrate into a full system.

1 Concept Refinement Refine initial concept. Develop system/technology development strategy.

Table 8.8: The SRL analysis demonstrates that the technology integrations involved in ED in AVs implementation
require significant research.

System and SRL System description SRL definition SRL justification

Optimal ED
implementation: SRL 1

Perception and planning
subjected to errors and

implemented in a vehicle plant

“Refine initial concept.
Develop system/technology

development strategy.”

The sets of technologies are
not defined and risks basically

unknown so this does not
meet SRL 2

Research gap analysis summery

The SRL analysis has clearly indicated three research gaps that are inhibiting the implementation of AED,

all of which are caused by subsystem integration. These gaps show that research should focus on advancing the

following integrations:

1. Performance of integrated sensors and perception subsystems: The effect of Real-world AV perception on

identifying the parameters associated with an ED problem.
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2. Planning subsystem and noisy inputs: Effect of sparse or missing sensor data on global derivation of AED.

3. Planning and use of a vehicle plant: Performance of a planning subsystem integrated with a physical vehicle

plant

8.3 Literature Review

There are a few important studies that have already begun to address these identified research gaps. While

there are hundreds of articles that include ED, these integration-based research gaps must be addressed before an

ED application of AVs can be commercialized. Each integration research requirement is addressed in the following

subsections. Each subsection describes the scope of the research gap and critical studies that are beginning to

bridge this research gap are identified and summarized. Studies that lack adequate integration to match the

scope of the research gap are excluded.

8.3.1 Research Gap 1: Real-world AV perception with application to the AED

problem

The first research gap focuses on real-world AV perception using data from any real-world AV sensors to

determine parameters for an ED problem; the scope is illustrated in Figure 8.3. Many published ED studies exist

that artificially create constraints for a mathematical optimization problem but real world constraints derived

from real world sensors are needed.

Researchers from University of Utah and San Diego State University proposed an ED algorithm for CAVs

to improve fuel and operational efficiency of vehicles on the freeways [269]. The proposed algorithm optimizes

CAV trajectories with three main objectives - travel time minimization, fuel time minimization, and traffic

safety improvement.The first stage of two-state control logic proposed, provides optimal CAV trajectories that

can simultaneously minimize freeway travel time and fuel consumption with traffic sensor data and trajectory

information as inputs. The second stage of the control logic is focused on ensuring operational safety of CAVs

by real time adaptive actions to adjust speeds in response to local driving conditions.

To achieve improved mobility and energy efficiency in mixed traffic conditions, researchers from University of

California at Riverside proposed a combination of vision-perceptive technologies and V2I communications [270].

With a neural network extracting vision and V2I information; and a deep Reinforcement Learning (RL) based

policy network generates both longitudinal and lateral ED actions with a rule-based driving manager working to

regulate the collaboration between rule-based policies and RL policies.

Fleming et al. [271] from Loughborough University outlined a system that uses real-time data from Global

Positioning System (GPS) and automotive radar to predictably optimize a vehicle’s speed profile and train a



129

driver toward fuel-saving and CO2-reducing behavior. Driving data was generated using STISIM Drive simulation

software and validated on an instrumented vehicle equipped with radar and GPS sensor.

Table 8.9 summarizes the work in research gap 1. These papers are greatly advancing the commercial imple-

mentation of ED in AVs because real world sensors are being used to derive ED constraints. More research is

needed in this area especially considering the possibility to utilize traditional AV sensors such as cameras, radar,

and lidar.

Figure 8.3: The integration scope defined in research gap 1: Real-world AV perception with application to the
AED problem

Table 8.9: Summary of existing research that includes the integration scope of Real-world AV perception with
application to the AED problem, thus addressing research gap 1.

Research Group Sensors/signals Data collection
technique Planning techniques Vehicle plant

University of Utah and San
Diego State University [269] V2V and V2I

Macroscopic traffic
flow model by

dividing vehicles into
different classes

Travel Time
Minimization, Fuel

Consumption
Minimization, and

Safety Improvement

Custom
Mathematical Model

University of California at
Riverside [270]

Front camera, radar,
on-board diagnostics

(OBD) and
V2V-based SPaT
(Signal Phase and

Timing) information

Intelligent Driver
Model for Traffic
Environment and

Hybrid
Reinforcement

Learning (HRL)

Unity-based
Simulator

Loughborough University
and University of

Southampton [271]

GPS-based
localization and

Long-range radar

STIMSIM Drive
simulation software
which simulated 21
km route around

Southampton, UK

Fuel consumption
and driver

preference, and
predictive

optimization of
vehicle speed

2004 Fiat Stilo
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8.3.2 Research Gap 2: Sparse or missing sensor data on global derivation of AED

The second research gap focuses on the effect of sparse, missing, or incorrect sensor data which informs the

ED problem constraints. Figure 8.4 shows the integration scope associated with this research gap. This gap can

include the failure of sensors and infrastructure signals in providing the necessary information for AVs to perform

ED as well as studies investigating how an AV can execute an ED function without all necessary information

being available to it. Despite this being a common occurrence in real-world applications, there are not many ED

papers that address this issue.

On the vehicle side, researchers in University of California Berkeley have developed a stochastic approach with

DP optimization to address scenarios in which limited SPaT data is available for AED vehicles [272]. Additionally,

a two-layer receding horizon control framework has been proposed to address vehicle speed in scenarios where

limited SPaT data is available with the control framework putting emphasis on safety control over velocity

planning [273].

SZTAKI also proposed a similar framework to prioritize drive safety over vehicle cruise velocity but with a

three layer control framework as opposed to University of California’s two-layer control framework [274].

On the infrastructure side, VEDECOM proposed a Road Side Infrastructure (RSI) system that provides

environmental information for incoming AV at intersections through the use of camera and lidar [275]. From

VEDECOM’s research consideration needs to be given for the height positioning and environment of RSI sensors

as such factors can affect the robustness of information provided by RSI.

In reviewing the sources related to research gap 2, summarized in Table 8.10, few sources were available in

directly addressing how AVs would perform autonomous driving features in faulty sensor and external infras-

tructure scenarios. While there are sources outlining the benefits and disadvantage of various sensors used in

AV perception, such sources lack sufficient coverage on appropriate protocols in events where limited sensor and

signal data are available [276, 277]. This suggests future research into research gap could focus on development

of such protocols.

Figure 8.4: The integration scope defined in research gap 2: Sparse or missing sensor data on global derivation
of AED
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Table 8.10: Summary of existing research that includes the integration scope of sparse or missing sensor data on
global derivation of AED problem, thus addressing research gap 2.

Research Group Sensors/signals Perception model Planning techniques Faulty/Noisy data

University of California,
Berkeley [272]

DSRC, Camera,
Radar, LIDAR,

GPS/INS

V2V/I perception and
localization

Stochastic approach
with DP

optimization
Limited SPaT

VEDECOM [275] Camera, LIDAR

Road Side
Infrastructure (RSI)
Central Perception

Unit

None. This paper is
more focused on
external parties

providing data for
incoming AV

Object distance
registered by camera
and Synchronization

Time for message
transmission

University of California,
Berkeley [273] SPaT ED and Adaptive

Cruise Control model

Two-Layer receding
horizon control

framework (Velocity
planning and safety

control)

limited SPaT

SZTAKI [274]
Vehicle reference

speed and following
distance

Vehicle reference
speed and following

distance

Three layer control
framework with

driver safety having
priority over vehicle

cruise speed

Vehicle speed and
acceleration

8.3.3 Research Gap 3: Performance of a planning subsystem equipped with AED

integrated with a physical vehicle plant

Research outlining the work done on physical AED implementation can be broken down into 4 distinct sections

namely: i) what Drive Cycle was used to test AED control algorithm, ii) what planning model was used to enable

AV to generate a solution, iii) what type of vehicle plant is used to validate performance of control algorithm

and iv) what physical vehicle is used to evaluate control algorithm in real time. Figure 8.5 provides the context

of the research gap scope within the AV architecture.

Using a Rollout Algorithm (approximation of DP algorithm) with a multi-layer hierarchical Model Predictive

Control (MPC) framework, researchers at Ohio State University evaluated the performance of AED through

simulations and physical vehicle implementation [278]. Physical vehicle testing shows the vehicle consumed 22%

less fuel compared to baseline scenario with 2.9% savings in trip time while maintaining State of Charge (SOC)

at 50%. Results of physical testing were in line with findings from simulation.

University of Wisconsin-Madison developed a control system called Eco-Drive, used to optimize fuel efficiency

for purely gasoline vehicles. Eco-Drive uses data available from ODB II port of gasoline vehicles to calculate an

optimal vehicle speed to maximize fuel efficiency and implementation was done by automating accelerator pedal

position via outputs from Eco-Drive [279]. Testing of Eco-Drive under 100 miles of driven road outline a fuel

efficiency improvement of 10-40% depending on urban environments.

Leveraging the NREL Transportation Secure Data Center (TSDC) dataset, a joint effort between General

Motors LLC, Carnegie Mellon University, and NREL was carried out to develop an AED vehicle that uses

InfoRich Eco-Autonomous Driving (iREAD) to generates optimal travel trajectories [280]. Evaluating iREAD’s

performance in large-scale, in-depth simulations along with physical evaluations in Vehicle-In-Loop, the research
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found fuel savings of 10-20 % depending on road conditions. Although plans were made to test iREAD in road

testing, such testing was not done by the time of publication.

On a similar note, Argonne National Labs (ANL) developed a set up to automate evaluation of ED algorithm

in a Vehicle-In-Loop (VIL) setting for BEV and ICE vehicles [281]. Testing has shown ANL was successfully in

creating a functional and repeatable VIL system with VIL test out-ling a 22% and 16% energy savings for BEV

when driven in lead and following position respectively.

For heavy/medium duty trucks, Southwest Research Institute evaluated the performance of SwRI’s ED control

algorithm in class 8 trucks in accordance to J1321 test procedures [282]. Physical testing of class 8 trucks found

SwRI’s control algorithm resulted in 7% decrease in fuel consumption and 6% decrease in trip time.

Applying AED in a fleet-based setting, University of California and University of Cincinnati deployed a CAV

fleet to evaluate the performance of AED in real time [283, 284]. Evaluating AED performance over 7 road

segments and driven over 47 miles, University of Cincinnati’s Relaxed Pontryagin’s Minimum Principle (RPMP)

based AED algorithm yielded fuel savings of 3.3 to 21.2 % with variation depending on hill length and slope

grade. Testing their control algorithm over 8 signalized intersections of Southern California, results of University

of California’s control algorithm outline a fueling savings of 30.98 % for CAV fleet AED in exchange for an 8.51%

increase in trip time compare to baseline.

Researchers at Colorado State University also applied predictive acceleration events control to the actual vehi-

cle using customized 2019 Toyota Tacoma parallel-3 (P3)HEV. Their methodology combats long run time issues

dynamic programming has for physical implementation by pre-computing the optimal solution for acceleration

events. According to the findings of track-based testing using predictive acceleration event control in the real

world 7% improvement in FE can be achieved. According to the author, this is the first time this sort of testing

has ever been conducted on a real-world vehicle.

The parameters of interest are summarized in Table 8.11. In researching physical implementation of AED, we

found that a majority of physical ED research was done on gasoline vehicles. This indicates that ED for physical

BEV or Hybrids may be a potential avenue for future research.

8.4 Conclusion

This literature review provides an overview of automotive energy efficient control strategies and discusses

that AED for BEVs should be a focus of future research efforts. A systems-level diagram of AED is proposed

and an expansion of NASA’s TRL analysis (SRL analysis) is performed which identifies three existing research

gaps: real-world AV perception with application to the AED problem, sparse or missing sensor data on global

derivation of AED, and performance of a planning subsystem equipped with AED integrated with a physical

vehicle plant. In other words, there are gaps in knowledge concerning
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Figure 8.5: The integration scope defined in research gap 3: Performance of a planning subsystem equipped with
AED integrated with a physical vehicle plant

Table 8.11: Summary of existing research that includes the integration scope of Performance of a planning
subsystem equipped with AED integrated with a physical vehicle plant, thus addressing research gap 3.

Research Group Drive Cycle Planning Model Vehicle plant Vehicle Realization
Type

Ohio State University [278] Custom Route,
Columbus, Ohio

Rollout Algorithm
(Approximate DP)

and Model Predictive
Control

P0 mild-HEV
2016 VW Passat,

retrofitted with 48V
mild hybrid system

University of Winconsin
Madison [279]

Custom mid-size US
city drive data Eco-Drive (DP) Gasoline Vehicle

plant
Unknown Gasoline

Vehicle

National Renewable Energy
Laboratory [280]

NREL’s
Transportation

Secure Data Center
(TSDC) Drive Cycle

Data

InfoRich
Eco-Autonomous
Driving (iREAD)

GM internal model Cadilac CT6 (BEV)

Argonne National
Labs [281]

Multiple Custom
Drive Cycle of

varying speed limit
and HWFET

Analytical Closed
Form solutions

Chevrolet Bolt
(BEV) Actual Vehicle

Southwest Research
Institute (SwRI) [282]

Modified NREL
Port Drayage cycles

Control algorithm
with objective of

minimizing jerk and
acceleration events

2017 Volvo
VNL64T300 Actual Vehicle

University of
Cincinnati [283]

Rolling segements in
Virginia and

Maryland

Relaxed Pontryagin’s
Minimum Principle

(RPMP)

2013 ICE Cadillac
SRX Actual Vehicle

University of California,
Berkeley [284]

Custom Route
Model built using
July 2019 Sensys

Network data

ECO-ACC (Eco
Driving

Controller-Adaptive
Cruise Controller)

Unknown, PHEV is
only stated to have
8.89kWh Battery

Capacity

Actual Vehicle

University of California,
Riverside [285] ... ... 2015 Volvo VNL Actual Vehicle

University of Michigan [286] Custom route, Ann
Arbor, MI

Prediction of queuing
profile using

shock-wave profile
model [287]

2017 Toyota Prius
Four Turing HEV Actual Vehicle

Colorado State
University [288]

Custom route, Fort
Collins, Co

Predictive
acceleration event

model [287]
2019 Toyota Tacoma Actual Vehicle

1. An understanding of critical sensors and signals for perception and sensor fusion that enable effective FE

vehicle control through AED.

2. An in-depth comprehension of the sorts of fault or missing data from perception that might impact effective

FE vehicle control.
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3. The operational and real-world problems of effective AED control implementation.

Investigation of the AED literature revealed that, despite the availability of hundreds of papers addressing the

idea of ED, there are few papers that provide insights into the AED research gaps which are currently slowing

commercial realization. A summary of relevant papers that are beginning to address these gaps are provided and

a summary of missing knowledge is given.

The overall conclusion of this research is that focused studies addressing AED research gaps are needed

before AV technology and its associated infrastructure is rolled out and fully commercialized. ED considerations

need to be a part of AV R&D efforts to ensure that transportation sustainability is improved at the same rate

as transportation safety. There are many inconclusive studies about the effect of widespread AV adoption on

transportation energy use but some of these worst case scenarios could be alleviated with ED implementation.

Focused studies are needed that utilize real-world AV sensors, that investigate the effects of sensor errors, and

that include real world BEV implementation.

8.5 Chapter Conclusion

This chapter of the research partially addresses research question 3, task 3.1. Research question 3 is restated

here:

Research Question 3: How can the performance of autonomous eco-driving control differ from simulations

when it is operated with a real vehicle?

Hypothesis: Autonomous Eco-driving control can be implemented in CAVs.

The research gap derivation in this study provides valuable insights for improving the energy efficiency of

autonomous eco-driving controls. By identifying the gaps, such as the influence of real-world sensors and handling

sparse data, researchers can develop more accurate models and algorithms. Investigating the implications of

implementing eco-driving with physical vehicles bridges the gap between simulations and real-world scenarios.

Addressing these gaps enables the development of control strategies that optimize energy consumption in actual

driving conditions. Overall, this research helps guide future efforts to enhance the energy efficiency of autonomous

eco-driving controls.



Chapter 9

Autonomous Eco-Driving Evaluation of

an Electric Vehicle on a Chassis

Dynamometer

This study explores autonomous eco-driving (ED) control for connected and automated vehicles, with a focus

on improving energy efficiency. The research leverages the benefits of Vehicle-to-Everything (V2X) communica-

tion to optimize trajectory enhance energy-efficient driving. Various optimization methods, including Dynamic

Programming (DP), Genetic Algorithms (GA), and Particle Swarm Optimization (PSO), are utilized and eval-

uated using a control-enabled electric Kia Soul on a chassis dynamometer. The study emphasizes the potential

energy-saving advantages of autonomous eco-driving control in practical and more realistic driving situations,

highlighting the importance of optimizing speed planning for enhanced energy efficiency.In the following sections,

the design process for the ED system is described, along with the test setup, which includes information about

the test vehicle and dynamometer calibration. The findings of the tests are displayed and explained in the results

section, which is followed by a summary and conclusion. This study was published at SAE World Congress and

is considered as Task 3.2 of research question No. 3 [289]. My contributions encompassed conceptualization and

formal analysis. I collaborated with Aaron Rabinowitz, Johan Fanas Rojas, and Parth Kadav in the investigation

process. I also played a significant role in shaping the methodology section, and together with Johan Fanas Rojas,

I wrote the original draft of the chapter. The work was further enhanced through the review and editing efforts

of Dr. Zachary D. Asher and Dr. Richard T. Meyer.
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9.1 Introduction

In the past decades, in response to growing environmental and economic concerns, policymakers have begun

investing in clean vehicle technology, R&D, demonstrations, and deployment efforts. In the United States,

the Environmental Protection Agency (EPA) has been concentrating on improving fuel efficiency, decreasing

regulated criteria emissions like Nitrogen oxides (NOx) and particulate matter (PM), and decreasing greenhouse

gas emissions by developing cutting-edge vehicle engine and drivetrain technologies[1-4]. Since electric motors

(EMs) are more energy efficient and produce no exhaust emissions, they have been the focus of recent R&D as a

Page 1 of 11 potential solution to the aforementioned problems[5-8]. Hybrid Electric Vehicles (HEVs), Plug-

in Hybrid Electric Vehicles (PHEVs), and Battery Electric Vehicles (BEVs) are the three main types of electric

vehicle (EV) technologies that have been the subject of the research in the past years [9-11]. The U.S. Department

of Energy (DOE) has also been supporting research and development on vehicular electrification by recently

announcing a $96 million funding opportunity to assist with the decarbonization of the domestic transportation

sector [12].

While the use of alternative fuels, electrified vehicles, and the transition to renewable energy sources are

promising, long-term solutions to the aforementioned environmental issues, reducing the emissions of the current

vehicle fleet as much as possible is a promising short- and medium-term alternative [13]. Eco-driving (ED) is

the control technology of energy-saving driving (such as an energy management strategy), which is accomplished

by optimizing the operating point of the engine and/or electric motors at the level of vehicle control algorithms,

as defined by extensive research into autonomous driving technology. This study focuses on the integration

of automated ED rather than eco-driving which focuses on the driver. Manual ED is susceptible to incorrect

acceleration and deceleration events, such as accelerating too quickly or hitting the brakes too violently. This can

be caused by a number of factors, including the behavior of vehicles in the immediate area, the stress associated

with trying to get somewhere quickly, and the amount of power and torque that is available to the vehicle [14−16].

Figure 9.1: An image showing how multiple sensors and V2X technology could be used in CAVs
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The combination of connectivity, automation, and electrification results in a more efficient transportation

system and a cleaner environment. Connected and automated vehicles (CAVs) are more accurate than human

drivers when it comes to following optimal trajectories and considering information outside their line of sight.

Therefore, it is preferable to use technologies to improve the performance of BEVs via ED characteristics. This

will increase the energy efficiency, range, and market penetration of electric vehicles. There has been a great

deal of research on ED applications, particularly those that improve vehicle safety and energy efficiency [17-21].

Figure 9.1 visualizes conceptual CAVs employing multiple sensors and V2X technology [290].

When designing and implementing an autonomous ED system, the method by which an ED algorithm gener-

ates the vehicle path will have a significant impact on algorithm performance. In recent years, a lot of research has

been conducted on autonomous ED controls, and several approaches for generating an optimal ED trace have been

presented and reviewed separately. The advantage of this study is its consideration of real-time implementable

strategies. Rules-Based Eco-Driving, Uniformly Discrete Trajectory Optimization, and Spline Trajectory Op-

timization are the three primary classifications available in the literature: Rules-Based Eco-Driving (RBED),

Uniformly Discretized Trajectory Optimization (UDTO), and Spline Trajectory Optimization (STO). A common

RBED algorithm is the Intelligent Driver Model (IDM) [23], with several works presenting modified versions of

the method in ED simulations. IDM and its derivatives dominate the RBED literature and are often used as a

baseline to compare against in the optimal ED literature. Another common technique is the rule-set method.

In the surveyed studies, rule-set ED mainly consists of an operation mode control strategy and a fuzzy logic

control strategy. Uniformly discretized Trajectory Optimization (UDTO) and Spline Trajectory Optimization

methods(STO) are among the most commonly used optimization algorithms for ED. The overall framework of

ED is visualized in Figure 9.2.

Figure 9.2: The overall framework of eco-driving.
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According to what was surveyed, there has been a significant amount of study with simulation. However,

there is only a limited amount of test data accessible from the relevant literature to evaluate the ED capabili-

ties of autonomous BEVs in Vehicle Hardware-In-the-Loop (VHIL) circumstances. It is unknown how effective

autonomous ED for BEVs will be in decreasing fuel consumption when integrated in a vehicle or under what con-

ditions it will function at its best because the technology is still in its infancy and not yet available for commercial

use. In order to effectively build, integrate, and calibrate the ED control system, automobile manufacturers need

to have a Page 2 of 11 solid understanding of the repercussions and limitations of automated ED in VHIL driving

scenarios. This may help raise customer tolerance for ED automation in BEVs, which in turn may help increase

market penetration and wider adoption of the technology.

This study attempts to fill the previously mentioned gap by implementing a selection of common methods

in physical electric vehicle plants and evaluating them in terms of energy efficiency and feasibility using VHIL

test data. GA, PSO, and DP were tested using physical vehicle dynamometer test data with a control-enabled

electric Kia Soul utilizing a 2-wheel-drive chassis dynamometer VHIL test performance of these methods is

evaluated relative to each other as well as a baseline scenario. In the following sections, the design process for

the ED system is described, along with the test setup, which includes information about the test vehicle and

dynamometer calibration. The findings of the tests are displayed and explained in the results section, which is

followed by a summary and conclusion.

9.2 Methodology

9.2.1 Eco-driving System Design

Taking a systems-level view on the implementation of ED for autonomous BEVs, as seen in Figure 9.3, is

proposed to facilitate more precise communication between universities, automakers, suppliers, governments, and

other organizations.

Figure 9.3: System-level viewpoint of ED implementation for autonomous vehicles.

A suite of sensors, a vehicle perception subsystem, a vehicle planning subsystem, and a vehicle plant subsystem,

which includes a vehicle running controller, comprise the systems-level viewpoint. This systems model seeks to
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remain closely associated with the widely recognized systems-level perspective on autonomous BEV operation

that employs energy management tactics.

Perception

This system gets input from a collection of sensors that detect ambient information and can also be used

to locate the vehicle’s surroundings. An Autonomous Vehicle (AV) acquires environmental knowledge in two

phases. The initial step is to examine the road ahead to determine if anything has changed, such as traffic signals

and signs, a pedestrian crossing, or a barrier. The perception of nearby traffic is the focus of the second phase.

Camera, LiDAR, Radar, Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I), Inertial Measurement

Unit (IMU), Global Positioning System (GPS), and Inertial Navigation System (INS), as well as map and traffic

data, are the most common sensors and data that comprise the sense and perception subsystems of autonomous

vehicles (Figure 9.4) [23].

Figure 9.4: An illustration of the type and placement of sensors in an autonomous vehicle that enable the vehicle
to perceive its surroundings.

To evaluate EDC (Define) in the real world, the algorithms that generate the optimal ED trace must use only

CAV-available information. The CAV’s Advanced Driver Assistance System (ADAS) and V2I communication

provide information. A CAV can generate ED path constraints with this data. Path constraints include allowable

locations (distances along the vehicle path) and speeds at specific locations. Limitations on when and how fast

the vehicle can travel at different points along its planned route make up what are called "path constraints" in

this analysis.

Path Constraints

In autonomous vehicular control, the ego vehicle should not be designed to break traffic regulations, even

if doing so increases efficiency and/or trip time [25]. This indicates that the car should not exceed the speed
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limit, disregard traffic signals, or crash. Signal Phase and Timing (SPaT) can produce an inequality at the upper

border if the ego vehicle is first in a queue.

Figure 9.5 depicts one such passageway. By restricting travel within the boundary corridor, the ego vehicle

is more likely to behave in a way that is consistent with existing traffic patterns. The Intelligent Driver Model

(IDM) discussed in [28] is used to choose stop phases to define the limits. For a specified duration of time, the

IDM simulation is run, with the upper bound determined by the phases of the traffic lights through which the

model vehicle passes, and the lower bound set by the phases of the same signals afterward. Given that the IDM

model stands in for a typical motorist, the resulting corridor will accurately reflect typical traffic conditions.

Using real-world SPaT [26] data to generate path boundaries adds a more realistic dimension to this research.

Figure 9.5: Example upper and lower boundaries ”corridor”.

Phase and timing information for 19 traffic lights over a 4 mile path in downtown Fort Collins, CO was

gathered in 2019. The authors gathered these statistics, and their methods are detailed in [28]. Working with

the Fort Collins Traffic Operations facility, SPaT data covering many hours at each signal was gathered. A phase

map was made using this information and the locations of the traffic lights along the route. The ego vehicle

speed must meet the inequality if it is to comply with traffic standards.

Planning (Eco-Driving)

An optimal ED trace is computed by the planning subsystem, which takes into account the limits set by

the perception subsystem. As described in the ED system design section, the planning system is assumed to

contain an eco-routing, ED, and real-time planning controller, which is the lower level controller that implements

eco-routing and ED in real-time. This study is only concerned with the high-level controller and is specifically
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focused on the ED controller.

• Rules-Based Eco-Driving (RBED): This ED control method minimizes a vehicle’s energy use using

predetermined rules and historical and present data [29-31]. RBED strategies are easy to apply and are

capable of enhancing fuel economy [32]. RBED has also been expanded from controlling a single vehicle to

controlling eco-fleets using either cooperative or centralized methods [33, 34].

• Uniformly Discretized Trajectory Optimization (UDTO): A specified horizon (position or time)

is discretized into a unique collection of points, and an optimization algorithm generates an ideal control

action for each point. Dynamic Programming (DP) is a popular UDTO approach. Bellman [20] devised

DP to create optimal control solutions for discretization. DP is a computationally intensive ED control

approach, and it needs a huge amount of run-time. Much research has been done to solve this issue of DP

as an ED control [35-38]. Many works have suggested solver approaches with DP in a Model Predictive

Control (MPC) formulation, which permits real-time DP-based solvers [39-43]. These studies used several

methodologies to evaluate control costs. [36] came up with a Model Based Reinforcement Learning (MBRL)

method for enhancing motor power control in electric vehicles, taking into account road slope but not traffic.

Results-wise, MBRL was not noticeably different from DP for this situation. When it comes to ED control,

DP and DP-derived methods are more common than reinforcement learning. Like DP, reinforcement

learning has difficulty running in real time.

• Spline Trajectory Optimization (STO): STO approach was the most often used in the literature for

generating ED trajectories [16, 44, 45]. By adjusting the position, velocity, and acceleration of spline knots,

ideal ED trajectories are produced. Genetic Algorithm (GA) and Particle Swarm Optimization (PSO)

are two optimization techniques that are frequently used in combination with STO. GA simulates natural

selection to find an ideal solution. GA simulates natural selection by storing discretized issue choice factors

as phenotypes, assessing their fitness, and mating the best phenotypes until a solution converges. Alan

Turing introduced the approach in 1950, and Alex Fraser and Jack Crosby codified it in the 1970s [46-

48]. GA can be implemented onboard for real-time control using pure serial processing, while parallel

computing can significantly reduce run-time for GA-based STO [49-51]. PSO is the second often utilized

heuristic method in ED literature. Russell C. Eberhart and James Kennedy developed the PSO model

in 1995 in order to examine group member experiences [52]. It generates a field of candidate solutions

(particles) and moves them in n-dimensional space according to their optimal solutions and the optimal

global solution. Solutions are not necessarily optimal due to the search nature of PSO. The initial position of

particles can influence optimality. The addition of mutation to PSO increases optimal solution convergence

[53]. PSO was implemented in ED to optimize vehicle energy usage [50,53-55] and platoon behavior at

junctions [56]. In a comparison between PSO and DP STO [55], PSO underperformed in energy efficiency
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but had a shorter run-time. PSO and GA were utilized to construct the best BEV trajectory [50]. Utilizing

a PSO-GA hybrid algorithm yielded better results than using only one. Likewise, [54] investigated the use

of PSO and GA to minimize the energy consumption of electric trains.

The methods selected for implementation were DP enabled UDTO, GA enabled STO, and PSO enabled

STO with IDM serving as the baseline control to compare against. These methods are extensively defined in

the author’s previous paper [27]. Also In the team’s previous study for optimal control solver methods, three

different cost functions were evaluated. Acceleration I2 Norm (Al2 N) cost function, Road Power Cost (RPC)

cost function, and Battery Power Cost (BPC) cost function. In this study, we just used the Battery Power Cost

(BPC) cost function, which is an extension of the RPC cost function that takes the motor/inverter’s efficiency

into consideration, depending on the power needs. For further details, please see the authors’ previous paper

[27]. Figure 9.6 depicts an example trace generated by ED controllers in the planning subsystem.

Figure 9.6: Example upper and lower boundaries ”corridor” and trace generated by ED controller.

Vehicle Plant

For this study, a 2015 Kia Soul EV was selected as the vehicle of interest (Figure 9.7). This particular

BEV was selected because the chassis dynamometer data for it is available from Argonne National Lab (ANL)

Downloadable Dynamometer Database (D3) [57] and because the research team owns a drive-by-wire capable

physical vehicle. Table 9.1 shows general specifications for the 2015 Kia Soul EV used for this study.
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Figure 9.7: 2015 Kia Soul on chassis dynamometer when being tested for this study.

Table 9.1: Kia Soul 2015 EV specifications

Parameter Value Units
Weights Curb mass 1491.8 kg

Delivered Curb mass 1664 kg
Dimensions Wheelbase 2.6 m

Length/Width 4.14/1.8 m
Frontal Area 2.87 m

Electric Motor Maximum Power 81 kW
Maximum Torque 285 Nm

Battery Useable Pack Energy 27 kWh
Nominal Pack Voltage 360 V

EPA Range 93 mile

Fuel Economy
120 (City)
92 (Highway)
105 (Combined)

MPGe

9.2.2 Development of Eco-driving Test Mode

From pre-defined boundary cases in the author’s previous study, four random representative drive cycle cases

were selected to evaluate on the chassis dynamometer. Speed vs. time and SOC vs. time comparisons between

simulation traces for all methods on drive cycle number 0 (DC_0) are shown in Figure 9.8.
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Figure 9.8: Example speed vs. time and SOC vs. time comparison between simulation traces for all methods on
drive cycle number 0.

9.2.3 Experimental Design and Data Collection

The experiments were designed to measure the SOC of the vehicle (Kia Soul 2015 EV) running selected

trajectory optimized ED traces as well as IDM as a baseline drive cycle on the chassis dynamometer. In our

previous study, the authors evaluated the performance of the methods in generating optimal ED traces for

5-minute driving trajectories. To set up the experiments on the chassis dynamometer, first a driver had to

specifically run the selected drive-cycles.

Driver setup

The driver’s goal is to match the current speed of the vehicle on the chassis dynamometer to the targeted

drive cycle speed during the test. This was done by developing a PID speed controller that tries to minimize the

error between the vehicle speed and a target speed (from the drive cycle). This is achieved by sending throttle

and brake commands to the vehicle using the Robotic Operating System (ROS) [60, 61]. Our team’s research

vehicle, the 2015 Kia Soul EV, is equipped with Polysync’s drive-by-wire solution that allows the user to control

the vehicle by sending brake, steering, and throttle commands through ROS. This system interacts with the

vehicle through the corresponding actuators by sending controller area network (CAN) signals to the onboard

computer. With the drive-by-wire system, we can also collect information from the CAN such as wheel speed,
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brake pressure, and steering wheel angle. Figure 9.9 depicts a pipeline for integrating PID controllers with ROS

and the drive-kit in a vehicle.

Figure 9.9: PID controller to vehicle integration pipeline using ROS and drive-kit.

• Drive-kit: Drive-kit is a drive-by-wire solution that can be installed in the Kia Niro HEV/ PHEV/ EV as

well as the Kia Soul EV. When installed, the system provides an Application Programming Interface (API)

that allows direct programming or use of middleware line ROS to command the vehicle directly, indirectly,

or fully autonomously. The Drive-kit uses sensor imposition to control critical components such as braking,

steering, and acceleration, while additional messages from the vehicle’s OBD-II CAN provide additional

information on the current vehicle states (e.g., steering angle and wheel speeds). Our research team owns

The Polysync Drive-kit which is integrated in our research vehicle.

• Speed Tracking Controller: A PID controller was developed to perform speed tracking and follow a

given drive cycle. The drive cycle possesses time series data representing the speed of the vehicle (which

we will call Vk ) versus time (which we will call Tk ). The speed tracking controller consists of finding

the target speed (Vk) associated with its corresponding time ( Tk ) by matching the elapsed time Tj of

our experiment with Tk. The error between the Vk and the vehicle’s current speed (Vj) and fed to the

PID controller. The PID controller tries to minimize the error between the target speed and the vehicle’s

current speed. The output of the PID controller is sent to the drive-by-wire system as a throttle command

in order to match the drive cycle. Finally, since there is resistance from the chassis and other components,

the PID controller was tuned to obtain better tracking performance. Figure 9.9 depicts the overall flow of

our speed tracking controller for drive cycle matching.

Chassis dynamometer Calibration

The final step of test preparation was to calibrate chassis dynamometer parameters for accurate road load of

the research vehicle during tests. Our research team owns a chassis dynamometer from DynoJet. Team’s chassis

dynamometer is capable of simulating road-load. By using the offered load control module integrated in the

team’s chassis dynamometer, we could calibrate the test setup. Figure 9.10 shows the environment of the dynojet

software and load control module. The chassis dynamometer is calibrated based on the D3 from ANL. Road
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load calibration is done for constant speed and the Urban Dynamometer Driving Schedule (UDDS) with respect

to ANL data. The two tuned parameters, drag coefficient and vehicle mass, were tuned from assumed values

in order to best match the battery SOC and battery power traces from the D3 data. After tuning mentioned

parameters, the 2015 Kia Soul EV on our research chassis dynamometer was able to match the D3 data to within

0.4% with respect to the terms of SOC with Mean Absolute Percentage Error (MAPE) values of 0.82% and

1.552% respectively, for the constant speed test and UDDS. Figure 9.11 shows a comparison between ANL D3

data and chassis dynamometer for UDDS on the 2015 Kia Soul EV.

Figure 9.10: Road load control module configuration from chassis dynamometer manufacturer (dynojet-224xLC).
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Figure 9.11: Comparison between ANL D3 data and the calibrated chassis dynamometer for UDDS.

9.3 Results

Each optimal ED controller method was evaluated in terms of its ability to produce energy efficient solution

traces. The purpose of this study was, specifically, to compare the relative fuel economy improvements of several

optimal ED controller methods using the chassis dynamometer. Figure 9.12 shows speed vs. time and SOC vs.

time comparisons between physical vehicle dynamometer test traces for all methods on drive cycle number 0.
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Figure 9.12: Example Speed vs. time and SOC vs. time comparisons between Dynamometer traces for all
methods on drive cycle number 0.

A representative example (drive cycle DC_0) is shown in Figure 13 which illustrates Speed vs. time and

SOC vs. time comparison between physical vehicle dynamometer test and simulation traces for all methods on

drive cycle number 0 . As it can be seen, the physical vehicle dynamometer test traces are smoother compared

to the simulation results because SOC can be measured only with a precision of 0.5% which is the output SOC

accuracy from CAN. Figure 9.13 shows speed vs. time and SOC vs. time comparisons between physical vehicle

dynamometer test traces for all methods on drive cycle number 0.
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Figure 9.13: Example Speed vs. time and SOC vs. time comparisons between Dynamometer traces for all
methods on drive cycle number 0.

The results of the experiment in terms of fuel economy (FE) improvement over baseline are shown in Figure

9.14. physical vehicle dynamometer test results shown in Figures 9.14 verify the previous claim with FE improve-

ment of 5.15%. physical vehicle dynamometer test FE improvements were 33.5% lower than the simulation. Also

PSO test results show the same pattern for FE improvement comparison between physical vehicle dynamometer

test test results and simulation. PSO was able to improve FE less than other methods, 2.2%. This improvement

was 62% lower than the simulation results. These errors could be rooted from many factors such as sensor errors,

instrumentation errors and losses, and slower response time of the vehicle vs the vehicle model in simulations.

Overall, this can be concluded that DP has the best potential to improve FE. GA also ,due to the relatively great

FE improvements both in simulation and physical vehicle dynamometer tests and its lower computational cost,

can be a great candidate for implementation.
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Figure 9.14: FE improvement in terms of percentage over baseline for the studied methods.

The significance of the observed differences in effectiveness could not be assumed due to the considerable

uncertainty regarding the FE improvement values. As a result, T-tests were conducted between all possible

combinations of techniques, and the results are displayed in Table 9.2.

Table 9.2: Correlation matrix for three optimization methods.

Method DP PSO GA
DP 1.0000 0.0018 0.0139

PSO 0.0018 1.0000 0.0123
GA 0.0139 0.0123 1.0000

9.4 Conclusion

Synergistic benefits of connectivity, automation, and electrification contribute to a more efficient transporta-

tion system and a greener environment. In this study, first a systems-level view of autonomous ED was proposed,

and subsystems including perception, planning, and vehicle plant were introduced. A great deal of research has

been conducted on ED applications. Rules-Based Eco-Driving (RBED), Uniformly Discrete Trajectory Optimiza-

tion (UDTO), and Spline Trajectory Optimization (STO) are the three primary classifications available in the

literature. In our previous study, DP enabled UDTO, GA enabled STO, and PSO enabled STO were selected

to be compared in terms of energy efficiency improvement capability in simulation. Not many studies evaluated

these methods using physical vehicle dynamometer tests. This study attempts to fill the mentioned gap by testing

these methods in a physical electric vehicle plant and evaluating these methods in terms of energy efficiency and

practicality. Experiments were developed to assess the SOC of the vehicle (kia Soul 2015EV ) using optimized

ED traces and IDM as a baseline driving cycle on the chassis dynamometer. A PID controller was utilized to

build a link between the research vehicle’s planned speed using Python, ROS, and drive-kit. The speed tracking

ROS node sends and receives throttle, brake, and CAN frame messages. The PID controller was fine-tuned for

tracking precision. The chassis dynamometer is calibrated using Argone’s D3 database (ANL). Constant speed
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and UDDS are calibrated for ANL data. The drag coefficient and vehicle mass were modified from anticipated

values to match ANL D3 battery SOC and power traces. Load road module provided by chassis dynamometer

manufacturer (dynojet), was used to calibrate based on instantaneous loads. After calibration, the 2015 Kia Soul

EV on our research chassis dynamometer matched the D3 data to within 0.4% in terms of SOC with MAPE

values of 0.82 and 1.552 for constant speed test and UDDS. Selected controller methods using real-world data

were tested with a control-enabled electric Kia Soul EV utilizing a 2-wheel-drive chassis dynamometer. The

physical vehicle dynamometer test performance of these methods is evaluated relative to each other as well as

a baseline scenario. physical vehicle dynamometer test FE improvements were compared and evaluated with

simulation results. In both simulation and physical vehicle dynamometer tests, DP improves FE by 11% followed

by GA with 5.15% improvement in physical vehicle dynamometer test tests.

It can be concluded that DP has the greatest potential for real-world implementation because of its higher

FE improvements compared to other studied methods. The fact that FastSim operates efficiently, in addition

to being easily implementable in vehicles, suggests that Page 8 of 11 original equipment manufacturers (OEMs)

in the automotive industry and companies that develop autonomous vehicles may opt to implement DP in

their own vehicles. This study is innovative since it demonstrates that drive-by-wire vehicle-hardware-in-loop

may be used as an innovative method, making it easier to test and certify eco-driving systems for applications

involving autonomous vehicles. Based on a chassis dynamometer, an integrated drive-by-wire physical vehicle,

and simulation results, this system might be utilized early in the design phase to test and evaluate the integration

of eco-driving control algorithms for autonomous and intelligent vehicles. This technology enables the testing

and evaluation of complex eco-driving operations in a range of simulated environmental conditions and scenarios.

This removes the need for test drives, which include their own dangers, expenses, and complications. Also, It

is worth noting that incorporating such verified powertrain simulators (e.g. FastSim) into autonomous driving

simulators such as CARLA could help researchers and autonomous vehicle developers to compare powertrains’

energy efficiency and performance and estimate the impact of technology improvements for autonomous ED. In the

future, it can be suggested to evaluate the real run-time and computation power comparison when these methods

are configured and tested within the implemented planning subsystem. In the near future, this development will

enable the implementation of optimal ED control for CAVs. With the widespread use of fully autonomous CAVs

and vehicles, route planning will become entirely predictable, significantly boosting DP’s efficiency. Therefore,

the authors strongly advise that efforts to develop and execute in this direction should begin immediately.

9.5 Chapter Conclusion

This chapter of the research partially addresses research question 3, task 3.2. Research question 3 is restated

here:
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Research Question 3: How can the performance of autonomous eco-driving control differ from simulations

when it is operated with a real vehicle?

Hypothesis: Autonomous Eco-driving control can be implemented in CAVs.

This research adeptly addresses the inquiry regarding the disparity between the performance of autonomous

eco-driving control in simulations versus real-world vehicle operations. Through meticulous comparisons con-

ducted via simulation and physical vehicle dynamometer tests, diverse control methodologies are evaluated,

leading to the identification of Dynamic Programming (DP) as the preeminent approach, exhibiting superior

energy efficiency enhancements. Notably, this study pioneers the innovative utilization of drive-by-wire vehicle-

hardware-in-loop for the purpose of validating and certifying eco-driving systems tailored for autonomous vehi-

cles. The outcomes underscore the pressing necessity to expedite the development and implementation of optimal

eco-driving control mechanisms for connected and autonomous vehicles, taking into account the imminent pro-

liferation of fully autonomous vehicles alongside the advent of predictable route planning
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Conclusion

This dissertation presents a cohesive sequence of studies that explore the integration of advanced technolo-

gies in vehicles to optimize performance, fuel economy, and emissions reduction. The findings offer valuable

insights into the potential benefits and challenges of implementing these technologies in real-world scenarios.

The initial study focuses on predicting vehicle velocity using Long Short-Term Memory (LSTM) neural networks

and Vehicle-to-Infrastructure (V2I) data. This sets the foundation for subsequent research. Building upon ve-

locity prediction, the second study investigates optimal energy management strategies (EMS) for hybrid and

plug-in hybrid vehicles. Model Predictive Control (MPC) is identified as a promising approach for significant

fuel economy improvements. The third study explores predictive systems, emphasizing the potential of Predic-

tive Optimal Energy Management Systems (POEMS) to improve fleet efficiency. The integration of Advanced

Driver Assistance Systems (ADAS) and Vehicle-to-Everything (V2X) connectivity is highlighted. Continuing the

research, the fourth study reveals the synergistic benefits of vehicle-level and infrastructure-level energy optimiza-

tion. Concurrent implementation of optimal Traffic Management Systems (TMS) and EMS leads to substantial

fleet-level efficiency improvements. Shifting focus to emissions and fuel consumption prediction, the fifth study

employs deep neural network approaches. Long Short-Term Memory (LSTM) networks demonstrate superior

accuracy in predicting emissions and fuel consumption in light-duty diesel vehicles. Expanding on the concept of

eco-driving, the sixth study explores its application in autonomous vehicles (AVs). The viability of eco-driving

capabilities in current vehicles is emphasized, contributing to transportation sustainability. Lastly, the seventh

study examines energy efficiency improvements through eco-driving in autonomous electric vehicles. Dynamic

Programming (DP) is identified as an effective method for enhancing energy efficiency. Collectively, these studies

provide comprehensive insights into the integration of advanced technologies in vehicles. They offer valuable

knowledge for optimizing performance, fuel economy, and emissions reduction in future transportation systems.

In conclusion, this dissertation showed that the LSTM model has emerged as a powerful tool in automotive

research, demonstrating its effectiveness in various applications. Through its ability to capture and learn from

153
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sequential data, LSTM has shown promise in addressing complex challenges within the automotive domain, such

as velocity prediction with POEMS, autonomous driving, and vehicular tailpipe emission and fuel consumption

prediction. The model’s ability to capture temporal dependencies in sensor data and effectively model long-term

patterns has contributed to improved reliability and cost-efficiency. LSTM’s ability to learn from past experiences

and make accurate predictions based on the current context makes it a valuable tool for perception, planning, and

control tasks in autonomous driving research. Given the successful applications of LSTM in various automotive

research topics, it is reasonable to suggest that this model will continue to be a valuable asset in future studies.

However, it is important to note that the effectiveness of LSTM heavily relies on the quality and quantity of

available data, as well as appropriate model design and training. Therefore, future researchers should consider the

specific requirements and limitations of their research topics when deciding whether to utilize LSTM or explore

alternative approaches.

10.1 Research Impact and Contributions

The primary contributions of this dissertation are presented below:

• This dissertation contributes to the knowledge of integrating advanced technologies in vehicles for optimizing

performance and reducing emissions.

• It highlights the effectiveness of Long Short-Term Memory (LSTM) neural networks in predicting vehicle

velocity using data from vehicle-to-infrastructure (V2I) systems.

• The dissertation identifies Model Predictive Control (MPC) as a promising approach for optimizing energy

management in hybrid and plug-in hybrid vehicles.

• It showcases the potential of Predictive Optimal Energy Management Systems (POEMS) in enhancing fleet

efficiency through advanced driver assistance systems (ADAS) and vehicle-to-everything (V2X) connectivity.

• The dissertation emphasizes the synergistic benefits of combining vehicle-level and infrastructure-level en-

ergy optimization techniques for improving overall efficiency.

• It highlights the accuracy and effectiveness of deep neural network approaches, such as Long Short-Term

Memory (LSTM) networks, in predicting emissions and fuel consumption in light-duty diesel vehicles.

• The dissertation explores the application of eco-driving concepts in autonomous vehicles, demonstrating

their viability and contribution to sustainable transportation.

• The dissertation provides a comprehensive understanding of integrating advanced technologies in vehicles

to optimize performance and reduce emissions.
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• It lays the foundation for future research and development in the field of intelligent transportation systems,

offering insights for innovative solutions to enhance efficiency and sustainability in transportation.

10.2 Impact

This research has a significant impact on various aspects of vehicle improvement and transportation sus-

tainability. It enhances vehicle performance, fuel economy, and emissions reduction through the integration

of advanced technologies and predictive systems. The findings provide valuable insights and methodologies for

optimizing energy management, resulting in improved efficiency and reduced fuel consumption. By accurately pre-

dicting emissions and fuel consumption, the research enables strategies to minimize environmental impact. It also

enhances fleet efficiency through the integration of advanced driver assistance systems and energy optimization

techniques. The exploration of eco-driving concepts in autonomous vehicles promotes sustainable transportation

practices. The research facilitates the practical implementation of advanced technologies, informing industry

advancements and policy initiatives. Overall, it contributes to transportation efficiency, sustainability, and a

greener future.

10.3 Future Work

Future work of this research may involve refining the predictive models to improve accuracy and robustness in

predicting velocity, fuel consumption, and emissions. This could be achieved by incorporating additional variables

and exploring different neural network architectures. Integrating real-time data, such as weather conditions and

traffic patterns, into the models would optimize vehicle performance in real-world scenarios. The development of

adaptive control strategies that dynamically adjust vehicle parameters based on real-time predictions could en-

hance energy management and eco-driving behaviors. Further testing and validation in diverse driving conditions,

vehicle types, and locations would assess the practical applicability of the proposed methodologies. Exploring the

integration of emerging technologies like vehicle-to-vehicle communication and autonomous driving capabilities

could enhance vehicle optimization. Evaluating the economic and societal impacts of implementing these method-

ologies, including cost-effectiveness and broader implications for transportation systems and sustainability, would

be valuable. Additionally, long-term monitoring and analysis of implemented systems in real-world deployments

would provide insights for continuous improvement. By addressing these future research areas, we can advance

intelligent transportation systems and contribute to sustainable and efficient transportation solutions.
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