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TOWARDS RELIABLE HEPATOCYTIC ANATOMY SEGMENTATION IN 
LAPAROSCOPIC CHOLECYSTECTOMY USING U-NET  

WITH AUTO-ENCODER 

Koloud Najem Alkhamaiseh, Ph.D. 

Western Michigan University, 2023 

Despite the advantages of minimally invasive surgeries that depend heavily on vision, 

the indirect access and lack of the 3D field of view of the area of interest introduce some 

complications in the desired procedures. Fortunately, the recorded videos from these 

procedures offer the opportunity for intra-operative and post-operative analyses, to improve 

future performance and safety.   

Deep learning models for surgical video analysis could therefore support visual tasks 

such as identifying the critical view of safety (CVS) in laparoscopic cholecystectomy (LC), 

potentially contributing to the reduction of the current rates of bile duct injuries in LC. Most 

bile duct injuries during LC occur due to visual misperception leading to the misinterpretation 

of anatomy.  

In this study, a deep neural network is proposed comprising a segmentation model to 

highlight hepatocytic anatomy to predict CVS criteria achievement during LC. This network 

was trained and tested using 200 LC videos, which include the cholec80, m2cai16-tool, and 

m2cai16-workflow challenges datasets, the World Laparoscopy Hospital videos, and the 

Society of American Gastrointestinal and Endoscopic Surgeons (SAGES) videos. Expert 

surgeons preprocessed and reviewed these videos to train the proposed model. The model takes 

advantage of the effectiveness of Auto-Encoder weights as starting weights of the U-Net 

encoder to explore accurate medical image segmentation. Semantic segmentation is more 

appropriate than the bounding boxes method, which may produce incorrect or overlapping 

annotations of structures.  

U-Net has been chosen because its network architecture is very simple, and 

straightforward, and it can be trained fast. In addition, U-Net creates highly detailed 

segmentation maps using very few samples, and that is a very important aspect for the medical 

imaging community because the number of available labeled images is often quite low. These 

properties make U-Net a suitable choice.   



 

Five experiments were developed to prove the efficiency of the proposed model, 

where each experiment was trained with different weights and data preprocessing approaches. 

Each was then tested on a part of the dataset. Five cross-validation techniques were deployed 

for each experiment to estimate the performance of unseen data, and to ensure that the model 

can be generalized. A hybrid loss function was used to calculate the loss of the output results 

from different levels, and other evaluation metrics were calculated to evaluate the model’s 

performance as a segmentation model.   

The efficiency of the proposed approach outperforms some of the state-of-the-art 

studies reported in the literature for automatic hepatocytic landmarks identification with an 

accuracy of 92%, 93.9% for precision, and 74.7% for mean IoU, despite the limited number of 

videos available for this study. In addition, the proposed model has proven its efficiency in 

segmenting challenging cases.   

Moreover, the model can segment dynamic LC videos and generate two views of the 

segmented video. This work can analyze dynamic videos assuming that it would facilitate CVS 

identification.  

Finally, 1,550 laparoscopic cholecystectomy image frames from 200 video clips were 

selected and annotated at the pixel level for 5 classes confirmed by expert surgeons, which are 

identified as CVS in laparoscopic cholecystectomy surgery.   
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Surgeries are a pivotal part of medical procedures and especially minimally invasive 

surgeries that are inserted in different and major parts of surgical treatments [1]. In this 

technique, the surgeon moves and controls the surgical instruments inserted in the abdominal 

cavity through hollow tubes called Trocars by monitoring a video stream captured by an 

endoscopic camera inserted through the navel.  

The main goal of Minimally Invasive Surgeries (MIS) is to reduce the size and the 

number of incisions compared to traditional open surgery, this will result in less pain and blood 

loss, shorter time to recovery, and reduced risks of infection [2]. As a potential example, 

laparoscopic cholecystectomy video analysis can be used for improving procedure 

performance and/or safety. Despite these significant advantages, it remains quite complex from 

the surgical standpoint due to limited surgical vision and indirect manipulation i.e., lack of 

depth perception and tactile sensation [3]. 

Laparoscopic Cholecystectomy (LC) started in 1985 [4], like other laparoscopic 

procedures, patients preferred it over open surgery [5], as it is a safe and often outpatient 

procedure performed by almost a million US citizens annually [6]. 

Laparoscopic cholecystectomy (LC) is the standard procedure for symptomatic 

cholelithiasis and cholecystitis and remains one of the most commonly performed procedures 

in the United States and across the world, averaging 750,000 cases per year in the US alone 

[7]. It is also one of the most common procedures performed during general surgery residency. 

Unfortunately, LC is associated with a rare but very dreadful complication, iatrogenic bile duct 

injuries (BDI) with an incidence of 0.3% (3 per 1000 procedures) [8], which translates into 

approximately 2,500-3,000 bile ducts injury a year in the USA. This complication is associated 

with a threefold increase in mortality at one-year reported [9], and costs about one billion 

dollars in the United States alone, in one year [10]. 
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Bile duct injury usually occurs because of visual perceptual illusion (i.e., the surgeon 

believes to be clipping and cutting the cystic duct while actually dividing the common bile 

duct) [11,12]. To prevent the visual illusion leading to BDI, Strasberg et al. [11] introduced the 

Critical View of Safety (CVS) as a technique for the conclusive identification of the cystic 

duct. To achieve CVS, a surgeon should clean the hepatocytic triangle from fatty and fibrous 

tissue and anatomize the gall bladder lower part from the liver bed to get a clear view of only 

2 tubular structures, i.e., the cystic duct and artery, entering the gallbladder [13], as shown in 

Figure 1.1. 

 

However, overconfidence with LC and deficient implementation of CVS explain the 

non-decreasing rate of BDI [14]. Additionally, there is a lack of CVS visual records analysis, 

as the CVS assessment is qualitative and subject to observer interpretation and accomplished 

manually by either recorded videos or doublet photography [14, 15]. Thus, an automatic 

method for identifying CVS and highlighting landmarks anatomy in LC videos is desirable for 

surgical assessment and quality improvement. 

 

Surgical data science (SDS), a novel multidisciplinary field based on the large amount 

of digital data gained from surgery to improve surgical care could be exploited to address this 

concern [16]. Recently, the advances in computer vision (CV) coupled with the rich availability 

of surgical videos has resulted in Artificial Intelligence (AI) applications as deep learning 

algorithms that can train machines to analyze and extract meaningful information from 

intraoperative videos [17] and could provide valuable feedback on critical steps, which should 

improve surgical assessment and surgical care. 

 

Nowadays, deep learning models are used in minimally invasive surgeries for both 

medical imaging and hardware-based solutions, by processing information through multiple 

neuron layers networks [18], where convolutional neural networks (CNNs) are the common 

neuronal arrangement, that has a structure similar to human’s visual cortex, allowing it to learn 

visual object recognition complex tasks [19]. 
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Figure 1.1:The critical view of safety, where the cystic duct and artery, and the hepatocystic triangle entering the 
gallbladder [41]. 

 

However, analyzing surgical videos is challenging, as surgery is filled with visual 

disturbances i.e. surgical smoke, blood, blurry cameras, no clear view of anatomical structures 

and surgical planes, and lying hidden within other tissues [20].  Further, artery/vein 

classification is more challenging as there is a shortage of a gold standard that allows objective 

comparison of approaches for this problem [21]. In order to that, a robust and accurate image 

analysis model is needed, that can be applied to intraoperative video analysis. 

 

With the rapid and significant improvement in artificial intelligence, especially deep 

learning (DL) [22], image segmentation models based on deep learning achieved great 

performance, compared with traditional machine learning and computer vision models, deep 

learning gain better segmentation accuracy and speed. 

 

However, such a potential of image segmentation models is only limited by the need 

for a large amount of annotated data i.e., a fully supervised model. Furthermore, the process of 

generating huge, annotated data needs experts with extensive manual efforts. This process is a 

very tedious, expensive task in terms of time, and subjective to human error. To that, different 

strategies are used to train the model with limited annotated data such as self-supervised 

learning, transfer learning, and data augmentation.  
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Medical image segmentation is the common approach used for highlighting tissue 

abnormalities, key organs, or blood vascular systems [23]. The encoder-decoder U-Net model 

[24] is widely used in medical image segmentation, in which multi-scale features are combined 

to produce an accurate segmentation. On the other hand, an autoencoder is a type of artificial 

neural network that learns data representations in an unsupervised manner to capture the most 

important parts of the input image by ignoring the signal noise. Practically, autoencoder is used 

as a data preparation technique to perform feature extraction on raw data that can be used to 

train a different machine learning model. Additionally, an autoencoder is a type of artificial 

neural network that learns data representations in an unsupervised manner to capture the most 

important parts of the input image by ignoring the signal noise. 

 

U-Nets and Autoencoders solve two completely different problems. While U-Net 

works on image-to-image translation, autoencoder encodes and decodes a high-dimensional 

data space into a lower dimensional representation. In general, the architectures of the two 

models look quite similar, potentially they are used for different tasks, U-net is used to predict 

masks in image segmentation, and autoencoders try to represent data in lower dimensional 

space. 

The classical architecture of autoencoder works on reducing the input as it goes 

through the layers of its encoder blocks, where at the final layer of the encoder the input is 

represented as a linear feature. Then, the decoder works on upsampling the gained linear feature 

representation. So that the output of the autoencoder unit is of the same dimension as the input 

it received. Practically, this architecture deploys a linear compression of the input that leads to 

a bottleneck that does not transmit all features, while it is ideal in preserving the dimensionality 

of input/output.  

 

The U-Net architecture also has an encoder and decoder, but it uses deconvy blocks 

and adds skip connections to overcome the bottleneck limitation, which allows feature 

representations to pass through the bottleneck.  

 

The similarity between U-Net and autoencoder architecture inspirits us to utilize it to 

build a segmentation model that can transfer gained features from unsupervised learning of 

autoencoder on part of the prepared dataset, which will be used as starting weights of U-Net 

segmentation model to identify the intended landmarks in LC procedures, the general 
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architecture of the proposed model is illustrated in figure 1.2 below, where training U-Net with 

initial encoder pre-trained weights would dramatically speed up the training process.  

  

Practically, autoencoder is used as a data preparation technique to perform feature 

extraction on raw data that can be used to train a different machine learning model. 

 

The main contribution of this work is to build a deep neural network that combines 

Auto-Encoder with a U-Net segmentation model to automatically highlight cystic duct and 

cystic artery anatomy which is very important in the prediction of CVS criteria achievement.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Encoder 
 

Auto-Encoder 
 

Encoder 
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Figure 1.2:  Transferring Auto-Encoder weights to U-Net encoder layers. 
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Moreover, A critical issue in medical image segmentation is the lack of large and 

annotated datasets, in addition to per-pixel labeling that is desired instead of the image level 

label [25]. 

 

Therefore, preparing a robust and precise dataset for Laparoscopic Cholecystectomy 

can participate in the translation of deep learning models to enhance the safety and the 

efficiency of surgical care, and can be published for future research. 

 

The proposed model combines the effectiveness of Auto-Encoder pre-trained weights 

as starting weights of U-Net encoder layers to segment the intended landmarks, i.e., cystic duct, 

cystic artery, Gallbladder, and liver. 

 

1.2 Statement of the Problem 
 

Different incidents occur during minimally invasive surgery mainly due to visual 

perception errors and overconfidence that lead to anatomy misinterpretation. The problem of 

stable rates of bile duct injuries (BDI) in laparoscopic cholecystectomy (LC) due to poor 

implementation and subjective interpretation of the critical view of safety (CVS) is a critical 

medical issue.  

 

Therefore, deep learning as a subfield of AI can potentially provide an intraoperative 

model for surgical video analysis and can be trained to guide the surgeons toward reliable 

hepatocytic anatomy segmentation and produce selective video documentation of this safety 

step of LC. In the proposed model, Auto-Encoder with U-Net segmentation was deployed to 

identify hepatocytic anatomical landmarks in laparoscopic cholecystectomy videos. 

 

1.3 Research Questions 
 

• What are the techniques/approaches that could be applied to automatically segment the 

intended anatomical landmarks accurately? 

• Is it possible to utilize the effectiveness of combining Auto-Encoder and U-Net for 

identifying the hepatocytic anatomy? 

• How to efficiently utilize the benefits of Auto-Encoder with U-Net to meet workload 

requirements, such as execution time, and memory requirements? 
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• How to address the weaknesses/vulnerabilities of combining Auto-Encoder and U-Net 

to produce a more efficient model for the intended task? 

 

 

1.4 Dissertation Organization 
 

The rest of this dissertation is organized as follows: Chapter Two present a literature 

review of convolutional neural networks (CNNS) and variants in computer vision, medical 

image segmentation models, and deep learning neural networks for identifying surgical 

anatomy. Chapter Three presents a brief background in the fundamental knowledge regarding 

deep learning techniques used in this work. Chapter Four explains the design and the 

implementation of Auto-Encoder with U-Net segmentation model. Chapter Five presents the 

experimental work and the results of the proposed model. In Chapter Six, a detailed discussion 

of the gained results is presented. Chapter Seven proves the efficiency of the model in 

segmenting different challenging cases during LC procedures. Finally, Chapter Eight presents 

some drawn conclusions and suggests future work. 
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LITERATURE REVIEW 
 

2.1 Introduction  
 

Recently more and more researchers have published articles on machine learning 

applications in laparoscopic cholecystectomy (LC). Since LC is a high-volume surgery, 

producing a large data set, is used in education and benchmarking, keyframe extraction, and 

predicting the remaining time of surgery studies.   

 

In benchmarking or skill assessment of surgeons, the performance of surgeons has 

been improved by analyzing surgery phases, instrument usage and its path length, time of use 

of each instrument, the number of hand motions, how smoothly movements are, and measuring 

the applied force [26, 27].  

 

Some studies have focused on keyframe extraction [28], where 81% of the ground 

truth keyframes were extracted using their trained network. This can be used in education, 

automatic generation of surgery summary reports, and in building deep learning models for the 

surgery phase and task recognition. For example, authors in [29] built an automatic phase 

detection model that segments and classifies the frames into an instrument and non-instrument 

pixels in cholecystectomy. The Support Vector Machine (SVMs) and Oriented FAST and 

Rotated BRIEF (ORB) features are used, the instrument ones are categorized, and the 

cholecystectomy phases are detected based on a predefined set of rules. 

 

Moreover, based on surgery phase information, if accurate calculation of surgery 

remaining time is possible, more efficient preparations for the next surgery can be processed 

automatically. In addition to that, optimal planning can be achieved by using the available 

surgery rooms and medical staff with more patients and less waiting time [30, 31].  

 

Further, medical image segmentation based on artificial intelligence has played an 

important role in automatic diagnosis and treatment and it is the preference of modern medicine 

and analysis obtained extensively [32, 33]. 
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2.2 Convolutional Neural Networks (CNNs) and Variants in Computer Vision 
 

CNNs and its variants serve as the primary backbone architectures for computer vision 

applications, variants with deeper and more effective convolutional neural architectures, e.g., 

VGG [34], GoogleNet [35], ResNet [36], DenseNet [37], HRNet [38], and EfficientNet [39]. 

In addition to these architectural advances, there is a strong potential of Transformer-like 

architectures for unified modeling between vision and language such as self-attention layers 

and Transformer architectures in the natural language processing (NLP) field. Researchers 

replace some or all of the spatial convolution layers in the popular ResNet with these self-

attention layers [40]. However, while they achieve better accuracy/FLOPs trade-offs than that 

of the ResNet architecture, it's very expensive in terms of memory usage with more latency 

than that of the convolutional networks. 

 

On the other hand, other works deployed Vision Transformer (ViT) [41] on non-

overlapping medium-sized image patches for image classification. The results are encouraging 

in image classification, when ViT models are applied to object detection and semantic 

segmentation by direct up-sampling or deconvolution, they show relatively lower performance 

[42, 43]. 

 

To address these limitations, authors in [44] proposed a hierarchical Transformer, 

represented by shifted windows between consecutive layers, which limits self-attention 

computation to non-overlapping local windows and allows cross-window connection at 

different scales, and has linear computational complexity relative to the image size. These 

features make it more efficient and compatible with various vision tasks, where in image 

classification it gives 87.3 top-1 accuracy on ImageNet-1K, while in object detection it gives 

58.7 box AP and 51.1 mask AP on COCO testdev, and 53.5 mIoU on ADE20Kval in semantic 

segmentation.  

 
2.3 Medical Image Segmentation Models 
 

Medical image semantic segmentation provides an important cornerstone in image 

analysis and understanding. As there are rapid advancements in deep learning methods, 

conventional U-Net segmentation networks have been applied in many fields [45]. It is built 

based on a contracting path to capture context and a very symmetrical encoder-decoder 

structure expanding path that enables precise localization. The model is very fast as it takes 
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less than a second for the segmentation of a 512 x 512 image on a recent GPU. Consequently, 

recent works have been developed to benefit from its effectiveness in different applications 

and approaches, where many researchers have improved the U-Net architecture and proposed 

various U-Net variants.  

 

Bhakti et al. [46] presented the Eff-UNet hybrid model, where EfficientNets were 

deployed as an encoder for feature extraction, combined with U-Net decoder for reconstructing 

the fine-grained segmentation map. The proposed model achieved 0.7376 and 0.6276 mean 

Intersection over Union (mIoU) on the validation and the test datasets respectively.  

 

Hang et al. [47] proposed a Memory U-Net model that combined U-Net and memory 

networks to separate and segment individual lesions in spatially connected lesions, where U-

Net was used for feature extraction and the memory network as the alternative code book for 

generalized Hough voting. A density map of lesion locations was obtained by aggregating votes 

from all lesion voxels, to generate the intended instance segmentation results.  

 

Reza et al. [25] presented a bi-directional Co-nvLSTM (BConvLSTM) U-Net, and 

densely connected convolutions were built for medical image segmentation. By this 

combination, the feature maps extracted from the corresponding encoding path and the 

previous decoding up-convolutional layer in a non-linear way gave good results.  

 

In [48], Spider U-Net was designed for 3D Blood Vessel Segmentation (BVS), where 

a long short-term memory (LSTM) for the capture of the context of the consecutive data, was 

deployed into the baseline model. The results justified the consideration of inter-slice 

connectivity with LSTM to improve the model’s performance in the 3D BVS task.  

 

A hybrid model that combined semantic and instance segmentation models in a 

sequential way was presented in [49]. Here, the U-Net encoder-decoder architecture created a 

segmentation probability map that was fed as the input to the Mask R-CNN network to produce 

a final instance segmentation result with a mean Average Precision (mAP) of 0.724 and a Dice 

coefficient of 0.9284, on the author's proposed dataset.  

 

A two-phase approach for high-accuracy automatic pancreas segmentation in 

computed tomography (CT) imaging was proposed in [50]. A pancreas localization phase was 
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built using Mask R-CNN model on the 2D CT slice, and then pancreas segmentation was 

produced by refining the candidate pancreas region with 3D U-Net on the 2D sub-CT slices 

coming from the first phase. The qualitative and quantitative results of the proposed approach 

showed better results than other existing approaches. 

 

A deep learning segmentation method called CMM-Net was developed in [23]. It 

combined the dilated convolution and pyramid pooling models in U-Net encoder network with 

an inversion recovery model, that retrieved all the segmented images from the augmented 

testing data into a single output using “OR” and “AND” logical operators. The proposed 

approach achieved better performances on three different biomedical imaging tasks compared 

to the recent deep learning approaches. 

 

H-DenseUNet [51] combined dense connections of 2D and 3D to retain the effective 

features to the maximum extent. Alom et al. proposed R2U-Net [52] that upgraded the original 

U-Net structure by combining the residual unit and RCNN. On these grounds, authors in 

ResUNet-a [53] added residual connections, but also combined pyramid scene parsing pool 

and multi-task inference in the new network. These additions improve the overall performance 

of the segmentation task with more processing in terms of memory and speed needed. 

 

UNet + + [54] extended U-Net by integrating multiple U-Nets of different depths into 

a single network and by redesigning the skip connections between the encoder and the decoder 

and fusing the features of different semantic scales. The approach delivered an average IoU 

gain of 3.9 points over U-Net. Afterward, an attention mechanism was added to it to propose 

ANU-Net [55]. As an extension to UNet++, UNet 3+ [56] added a dense interconnection 

between the encoder and the decoder, and a dense interconnection among decoder levels 

instead of the crossed convolution blocks at the encoder-decoder path at UNet++. 

 

Authors in [22] proposed a scale-attention deep learning network (SA-Net), where 

different scales of features were extracted in a residual model and an attention model was 

deployed to carry out the scale-attention capability. Experiment results showed good 

performance results in retinal vessel detection, lung segmentation, artery/vein classification, 

and blastocyst segmentation tasks. 
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Authors in [57] proposed a model called Segmentation Auto-Encoder (SAE), which 

leverages all available unlabeled scans and requires segmentation prior as a single unpaired 

segmentation image. From experiments that applied SAE to brain MRI scans, results show 

good quality segmentations, particularly when the prior is good. 

 

2.4 Deep Learning Neural Networks for Identifying Surgical Anatomy 
 

A recent and interesting approach in laparoscopic surgery is the ability to identify 

surgical anatomy using deep learning neural networks. Namazi et al. [58, 59] proposed a deep 

learning model trained to identify the CVS directly using the cholec80 dataset, where the 

extracted frames (20 frames per second) from LC videos are manually labeled as either 1 (CVS) 

or 0 (no CVS).  In this research, authors addressed the problem of high imbalance in the training 

set by over-sampling and under-sampling. The accuracy gained was 94.6%, the precision of 

70%, and 65.5% for recall. 

 

Authors in [60] focused on segment IV of the liver and its diagonal line (D-line) as a 

clear landmark for carrying out difficult LC. The dataset compromise sixty-two consecutive 

difficult LC were managed by the segment IV approach. Gallbladder was extracted along the 

D-line was achieved in 44 (71%) cases.  

 

Altieri et al. [61] developed an artificial intelligence (AI) model that can identify 

anatomical landmarks and safe and dangerous zones of dISSection using 264 extracted frames 

from 63 videos annotated by two expert surgeons using a freehand annotator and reviewed by 

a hepatobiliary surgeon. The results were 95% (±2), 63% (±20), 98% (±1), 78% (±9), and 96% 

(±2) for mean accuracy, sensitivity, specificity, Positive Predictive Value (PPV), and Negative 

Predictive Value (NPV), respectively, for identifying safe zones. These metrics were 97% (±2), 

84% (±13), 99% (±1), 93% (±6) and 97% (±2), respectively for dangerous zones. 

 

A study was built in [62] to detect bile leakage in laparoscopic cholecystectomy video 

frames based on a deep learning model. They used 62380, both bile and no bile leakage images, 

that were extracted from the cholec80 dataset and surgeries performed in the Meander Medical 

Centre. These images were used to train and evaluate two convolution neural networks with 

different parameter settings to achieve an optimal bile leakage detection algorithm. The trained 
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model delivered 83% sensitivity, 80% specificity, and 0.91 of an AUC score for the testing 

dataset. 

 

Tokuyasu et al. [63] proposed a landmark indication system based on a deep learning 

object detection algorithm i.e., YOLOv3, where 2000 endoscopic images of the region of 

Calot’s triangle in the gallbladder neck were extracted from 76 LC videos. These images were 

used to train and evaluate the model to identify four landmarks: the cystic duct, common bile 

duct, lower edge of the left medial liver segment, and Rouviere’s sulcus. The average precision 

values for each landmark were as follows 0.320, 0.074, 0.314, and 0.101, respectively. In 

addition, a prototype was constructed and used in the operation for a patient with cholelithiasis 

as a verification experiment. 

 

Scheikl et al. [64] compares different neural networks, loss functions, and training 

strategies that deployed as a semantic segmentation model on different organs and tissue types 

in laparoscopic images. TernausNet-11 was trained with Soft-Jaccard loss using a pretrained, 

trainable encoder. The model gains a segmentation quality of (78.31% mean Intersection over 

Union [IoU]) and inference time (28.07ms) on a single GTX 1070 GPU. 

 

Other studies targeted hepatocytic anatomy segmentation to define the critical view 

of safety during cholecystectomy before ligation [16, 17, 65, and 66]. For example, Pietro 

Mascagni started his work by formalizing a reproducible method for objective video reporting 

of CVS in 100 LC procedures performed at the Digestive Surgery Department of the Nouvel 

Hôpital Civil (Strasbourg, France). The video segments, i.e., which start 60s before the division 

of cystic structures, were reviewed by two independent surgeons. The assessment of CVS was 

based on an adaptation of the doublet view 6-point scale and a new binary method that checked 

if the criterion either was achieved or not [17]. Then he developed a deep learning model to 

automatically segment hepatocystic anatomy and a classification model to predict CVS criteria 

achievement using 5-fold cross-validation. 2854 images were extracted from 201 LC videos 

for training and testing. The results showed 66.6% for mean intersection over union for 

segmentation, and 71.9%, 71.4% for mean average precision and balanced accuracy, 

respectively [65]. Recently, Mascagni in [16] proposed a protocol, checklists, and visual 

examples to set a guideline to annotate surgical images, to get a consistent hepatocystic 

anatomy segmentation and CVS criteria assessment.  

 



 14 

Madani et al. [20] developed a deep learning model to identify a safe zone that covers 

the hepatocytic triangle, and an unsafe zone that covers the hepatic duodenal ligament, liver 

hilum, and inferior structures, deep to the hepatocytic triangle. In this work, senior surgeons 

annotated extracted frames from 290 videos to identify the location of the two zones. The 

proposed model was able to recognize the safe and unsafe zones with an accuracy of 0.94 and 

0.95, respectively. In addition to that, a dynamic overlay of the zones was carried out on the 

videos.  

 

Researchers in [66] developed a deep learning model consisting of a Convolutional 

Neural Networks (CNN) and a Recurrent Neural Network  (RNN) which were trained and 

validated on 120 LC videos combining the cholec80 and EndoVis workflow challenge datasets 

to detect the presence of the three CVS criteria. That is (1) seeing only two structures entering 

the gallbladder, (2) exposing the inferior 1/3 of the cystic plate, and (3) clearing the hepatocytic 

triangle of fat and fibrous tissue. Results achieved were 0.98 for the accuracy, 0.81 for F1-

score, 0.96 and 0.70 for precision and sensitivity, respectively. 

 

As it can be concluded from these recent studies, deep learning algorithms can be 

trained to automatically segment hepatocytic anatomy and assess CVS criteria in still 

laparoscopic images and videos reliably in LC videos. However, only limited number of works 

in this field can prove the potential of such methods in the assessment of the safety of a 

cholecystectomy procedure. There is a room to get better results, which could accelerate the 

translation of deep learning models to enhance the safety and efficiency of cholecystectomy.  
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BACKGROUND 
 

The widespread application of deep learning, which leverages multiple layers of 

neural networks for extracting multiple levels of representations through a variety of methods, 

is to be used for detection or classification tasks. Recently, these methods have promoted the 

state-of-the-art in most challenging problems in different domains of computer vision such as 

data dimensionality reduction, handwritten number recognition, pattern recognition, image 

recognition, image repair, image segmentation, object tracking, scene analysis, etc., showing 

very high effectiveness [67]. 

 

This chapter provides fundamental knowledge regarding deep learning techniques 

used in this proposal. Such as Artificial Neural Networks (ANNs) and Convolutional Neural 

Networks (CNNs), followed by deep learning applications: Image Segmentation, and 

ultimately the state-of-the-art models that deployed in this work.  

 

3.1 Deep Learning Components 
 

3.1.1 Artificial Neural Networks 
 

Artificial Neural Networks (ANNs) are computing systems that simulate the neural 

system in the human brain, where each ANN combines multiple neurons (units) that process 

their inputs. Figure 3.1(a) shows an example of an artificial neuron, where f is the activation 

function, and the output of a neuron is the weighted sum of the inputs plus a bias, that will be 

activated by f. In Figure 3.1(b) an ANN is presented, in which the layers following the input 

layer are called hidden layers and the depth of the network is identified by its number. In 

general, the output for an L-hidden-layer ANN is calculated as in equation 3.1[68]:	 

 

𝐹!(𝑥) = 𝑊"
#𝑓 (𝑊$

#𝑓)𝑊$%&
# ⋯𝑓(𝑊&

#)+, Equation 0.1	 

where ml is the number of units in the lth layer, Wl = (wl,0, ...wl, ml) is the weight matrix for 

layer 0 < l ≤ L, and Wo is the output weight matrix. The summation of all weights W is the 

total weights of an ANN.	 
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                   (a) A single neuron.                     (b) A deep fully connected neural network with two hidden layers. 

 

Figure 3.1: Artificial Neural Networks. 

 

The activation function f is used to add non-linearity to the weighted output that can 

constrain the output and form a general mapping function. The most commonly used activation 

functions are: sigmoid, hyperbolic tangent (tanh), and Rectified Linear unit (RELU), as shown 

in Figure 3.2. 

 

3.1.1.1 Optimization 
 

Supervised learning has proven to be the most promising algorithm, where its aim is 

to find the best mapping between the given inputs to their corresponding outputs, with the 

availability of ground truth. In ANNs, the optimization process finds the best weights W that 

minimizes experimental cost (loss) function through training. Given n training samples 

(x1, y1)…(xn, yn), where yi is the ground-truth for the ith sample xi, the loss function 

minimization formula is as [69]: 

 

Figure 3.2: Common activation functions: sigmoid (left), tanh (middle), RELU (right). 
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𝑚𝑖𝑛!  ℒ(𝑊) = "
#
∑$%"#  ℓ.𝑦$ , 𝐹!(𝑥$)3 Equation 0.2 

Gradient Descent (GD) method is used to minimize the loss function, by computing 

the gradient and going through steps analogous to gradient negative values at each iteration 

through training. Given the initial weights matrices W (0), the update process at step k for each 

layer l can be written as [68]: 

 

𝑊&
(() = 𝑊&

((*") − 𝜂𝛻!!ℒ7𝑊&
((*")8, 	𝑙 = 1,… , 𝐿 Equation 0.3 

Where	𝜂 > 0 is the step size i.e. (learning rate) and is the gradient operation. In GD-based 

algorithms, the gradients are calculated based on the backpropagation method [70], in which 

the gradients for each layer l are computed using the chain rule, starting recursively from the 

last layer until converging to a local or a global minimum. The cost function as in equation 3.3 

need to be computed for all of the samples in the training set, which might be expensive in 

terms of memory usage, especially when the training set size is large. While in the Stochastic 

Gradient Descent (SGD) method, the gradients are computed for each sample or a mini batch 

of size nb that is selected randomly from the total batch n, which makes this method faster and 

more efficient than GD for larger datasets. On the other hand, SGD algorithm has slower 

convergence coming from the noisy nature of the gradients as the batch size is small. To solve 

this problem, the exponential weighted moving average of the update term of the current and 

previous step is taken [71], where the hyper-parameter is the momentum, as in the following 

formula: 

𝑊(() 	= 𝑊((*") − 𝜂𝛥𝑊(()

𝛥𝑊(() 	= 𝛽𝛥𝑊((*") + (1 − 𝛽)𝛻!ℒ.𝑊(()3
 Equation 0.4 

Several approaches have emerged to improve the convergence of SGD, based on 

adaptive learning rate and momentum, such as AdaGrad [72], AdaDelta [73], ADAM [74], 

NADAM [75], etc. The formulas for ADAM update rules are as follows: 
	

𝑊(() = 𝑊((*") − +
,-̂((*")*/

�̂�((*") Equation 0.5 

Where �̂� and  �̂�	are calculated as: 

�̂�((*") 	= 0(#$!)

"*1!

�̂�((*") 	= -(#$!)

"*1&

 Equation 0.6 
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The hyper-parameters 𝛽" and 	𝛽2 are selected to be close to 1 when calculating the mean and 

the variance estimation as follows: 

 

𝑀((*") = 𝛽"𝑀((*2) + (1 − 𝛽")𝛻3ℒ.𝑊((*")3

𝑉((*") = 𝛽2𝑉((*2) + (1 − 𝛽2)C𝛻3ℒ.𝑊((*")3D2
 Equation 0.7 

3.1.1.2 Regularization 
 

Deep learning models are vulnerable to overfitting when the model does well on the 

training set but can’t generalize for the invisible samples. Therefore, different regularization 

techniques are proposed to reduce the generalization error by reducing the capacity of the 

network or the optimization process, as in equation 3.8 [68]: 

 

𝑀((*") = 𝛽"𝑀((*2) + (1 − 𝛽")𝛻3ℒ.𝑊((*")3

𝑉((*") = 𝛽2𝑉((*2) + (1 − 𝛽2)C𝛻3ℒ.𝑊((*")3D2
 Equation 0.8 

Other regularization techniques use data augmentation, where random transformations and 

noise are applied to the input to get more diversity and size of the training set. 

 

3.1.1.3 Normalization 
 

In deep neural networks, normalization techniques are used to minimize the layers' 

input range or the activation maps. Batch normalization [76] is the simplest form of 

normalization method, where normalization processes each mini batch in the activation maps. 

It starts by calculating the mean and the variance of that feature, then subtracting the mean 

from the features and dividing the result by the standard deviation of the mini batch. However, 

this technique has some limitations [77]. To that, different normalization approaches are 

proposed, i.e. weight normalization [78], layer normalization [79], instance normalization [80], 

group normalization [81], etc. Normalization methods have proven to be a primary element in 

improving optimizer stability and convergence [82]. 

 

3.1.2 Convolutional Neural Network Architectures 
 

A Convolutional Neural Network (CNN) is a classic artificial neural network structure 

that has gradually emerged in recent years, based on the combination of deep learning and 
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image-processing technology. Four basic building blocks create such a network, which are: 

convolutional layers, max-pooling layer, flatten, and fully connected layers as in Figure 3.3.  

 

 
Figure 3.3: A convolutional neural network [83]. 

 

Thus, in CNN, each neuron is connected to a small number of neurons from the 

previous layer, which can reduce many parameters. Weight sharing is another technique used 

to reduce the parameters, where a set of connections share the same weights.  

 

Additionally, downsampling is used to simplify the network by removing the odd 

columns and even rows, and this will reduce the number of samples per layer, further reducing 

the number of parameters, and improving the robustness of the model. To avoid the shrinking 

of the image size during the convolution, phase paddings are used, wherein each convolution 

layer, kernel size, kernel stride, and padding are set.  

 

Moreover, the pooling layer usually is used to downsample the features spatially and can 

filter useful information and analyze them in the next convolution layer. Both the convolution 

layers and the pooling layers repeat many times to extract more advanced features. Further, the 

three-dimensional feature is flattened to a one-dimensional feature that will be processed by a 

fully connected network to classify these features into a particular class. As in color images, 

each pixel of these images has three color channels (red, green, blue).  

 

Recently, rapid advances in hardware coupled with parallel processing, as in 

Graphical Processing Units (GPUs) had a significant impact on deep learning development. In 
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addition to the availability of online datasets and competitions such as Imagenet (Large Scale 

Vision Recognition Challenge) [84] which encourages researchers to deploy their ideas using 

large manually annotated datasets, they made many achievements including image feature 

extraction and classification, pattern recognition, etc.  

 

The Alexnet [85] architecture was one of the biggest breakthroughs in pattern 

recognition and machine learning domain, as it was the most successful at image classification 

of the training set of ImageNet, making convolutional neural networks become the key research 

object in computer vision, and this research continues to deepen. The main architecture consists 

of five convolutional layers, followed by three fully connected layers as in Figure 3.4.   

 

Even after, different architectures emerged as the VGGnet [34] that adds more 

convolutional layers for better training techniques. One more evolution stepped out in 2015, 

with skip (residual) connections in the Resnet architecture [36], these connections provide a 

shortcut path for the gradients to pass back to the beginning. This approach limits the vanishing 

gradient phenomenon, which allows deeper architectures of up to 1000 layers to be possible 

with residual connections. 

 

3.2 Image Segmentation 
 

Image segmentation is a very important and difficult branch in computer vision, 

aiming at dividing the image into different disjointed meaningful regions [87] according to 

features such as color, grayscale, spatial texture, and geometric shapes. Based on these features 

consistency or similarity can be recognized. There are three major image segmentation 

categories, semantic segmentation, instance segmentation, and panoramic segmentation. 

Currently, more and more research branches of image segmentation, i.e., medical image 

segmentation, satellite image segmentation, autonomous driving [88], etc. 
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Figure 3.4: The Alexnet architecture [86]. 

Deep learning segmentation methods can no longer be compared with traditional 

image segmentation methods, such as the threshold-based segmentation method [89], edge 

detection-based segmentation method [90], and region-based image segmentation method [91], 

in which digital image processing is combined with mathematics to segment an image. In these 

methods, the calculation is simple and the segmentation speed is fast, but details segmentations 

accuracy cannot be guaranteed. While deep learning segmentation methods have made a 

remarkable breakthrough, with high accuracy compared to traditional segmentation methods.  

 

A fully convolutional network is the first deep learning network that successfully did 

image semantic segmentation. Then other outstanding segmentation networks were proposed, 

such as U-Net [24], Mask R-CNN [44], RefineNet [92], and DeconvNet [93] that segment fine 

edges successfully. However, for different segmentation applications, there is no universal 

segmentation model that is suitable for all images. 

 

According to segmentation coarse and fine granularity properties. Semantic 

segmentation is the primary task in computer vision, where the visual input is divided into 

different semantically interpretable categories i.e., the classification categories are meaningful 

in the real world. For example, if we need to identify all pixels in an image that belongs to a 

bus and paint them yellow. 

 

However, clustering as an unsupervised model can be used for segmentation, where 

the classes trained for detecting regional boundaries can’t be subdivided, so the results are not 

necessarily semantic. While in semantic segmentation more detailed understanding of images 

is performed than image classification or target detection, which makes it an attractive platform 

in many areas, such as autonomous driving, robotics, and medical images. 



 22 

 

Further, the instance segmentation approach performs objects detection and contours 

drawing on all the categories in an image, but as the number of instances is not known in 

advance, this makes the task more difficult than the semantic segmentation task, and most 

instance segmentation architectures are not end-to-end and extremely complex compared to 

regional-based convolutional neural networks [94]. 
 

 

3.2.1 Medical Image Segmentation 
 

Medical image segmentation is the process of recognizing the location and contours 

of organs through medical images that can help doctors in the automatic diagnosis and 

treatment and follow-up of many diseases. Even though the automation of medical image 

segmentation has been extensively studied in the past, manual annotations practically are still 

used in clinical practice, which is expensive in terms of time, and it’s a subjective process. 

Thus, there is a high demand for accurate and reliable automatic segmentation methods that 

can improve workflow proficiency in clinical scenarios and mitigate radiologists and other 

medical experts' workloads [95].   

  

The human body has multiple organs and tissues, and each part has its specificities, 

for example, diagnosing brain tumors and lung nodules needs a relatively large segmentation 

area, while in retinal blood images, blood vessels are segmented with high accuracy. Based on 

these peculiarities, researchers design more efficient and accurate segmentation algorithms for 

different organs [95].  

  

Medical image segmentation is a challenging task: due to many issues in medical data. 

Authors in [96] summarize these challenges in eight categories, i.e. extrinsic variability, 

intrinsic variability, spatial complexity, moving or deforming targets, extremely small targets, 

and similar adjacent structures. Out of these challenges, medical image data limitations, and 

the difficulty in collecting data and labeling in many other segmentation tasks, as it is time-

consuming and labor-intensive. However, the common challenges for all deep learning 

applications are high computation costs and a lack of interpretability [96].  
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3.3 The State-of-the-Art Models  
 

In this section, the state-of-the-art models that are utilized in this proposed work will 

be introduced. The proposed approach starts with Auto-Encoder, followed by U-Net for 

segmenting hepatocytic anatomical landmarks.  

 

3.3.1 Auto-Encoder 
 

An Auto-Encoder is an unsupervised artificial neural network that is built from two 

components: an encoder and a decoder. The encoder part learns how to efficiently compress 

and encode data, followed by the decoder which learns how to reconstruct the data back from 

the reduced encoded representation to a representation as close to the original input as possible. 

The Auto-Encoder design reduces the data dimensions by learning how to ignore data noise 

[97].  

The network structure of Auto-Encoders can vary between a simple Feed Forward 

network, LSTM network, or Convolutional Neural Network depending on the application. 

Figure 3.5 shows the general structure of Auto-Encoder, which consists of an input layer and 

an output layer that are connected through one or more hidden layers. Using this architecture, 

features can be extracted by reducing the dimension of its hidden layer [125], which allows the 

autoencoder to focus on capturing the main features that best represent the data.  

  

             As one can see, this network reconstructs the input by transforming inputs into outputs 

as closely as possible without simply distorting the input. This type of neural network is used 

mainly in unsupervised learning problems as well as transfer learning [97]. In addition to that, 

Autoencoders can be used for image denoising, image data generation, and image 

compression.   
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Figure 3.5: The structure of an Auto-Encoder network. 

 

3.3.2 U-Net 
 

The result obtained from FCN segmentation is not fine enough, i.e., relatively blurry 

and smooth, and not sensitive to image details. Ronneberger et al. [24] proposed U-Net, which 

has a similar architecture to FCN except that U-Net uses the concatenation of the feature map 

in the convolution layer and transpose convolution layer and can be trained effectively with a 

small dataset i.e., (around 30 images)  

  

The entire U-Net network architecture is similar to the uppercase U letter, with a very 

symmetrical encoder-decoder structure, where the encoder and the decoder are on the left and 

right sides of the network, respectively, that has a basic convolutional layer and activation layer 

ReLU on both sides. The encoder has a 2 2 max-pooling layer followed by a convolutional 

layer to increase the robustness to disturbance. While in the decoder, upsampling restores the 

features extracted by the convolutional layer from the low-resolution feature map. This 

scenario is repeated until it is decoded to resolve the input. Using skip connections between 

the encoder and the decoder can reduce the semantic information loss caused by 

downsampling, the full architecture is shown in Figure 3.6 [24].   

Input layer 
Hidden layers 

Output layer 
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The novelty of U-Net is in the expansive path that at each stage the feature map is 

upsampled using 2x2 up-convolution. Followed by the feature map from the corresponding 

layer in the contracting path that is cropped and concatenated onto the upsampled feature map. 

Then two successive 3x3 convolutions and ReLU activation are placed. Finally, an additional 

1x1 convolution is applied that can limit the feature map to the required number of channels 

and build the segmented image. Cropping is necessary as pixel features in the edges have the 

least amount of contextual information and can be discarded.   

  

As the U-Net network does not contain fully connected layers, the resulting 

segmentation map contains only pixels of the input image that allows large images to be 

segmented by an overlap-tile strategy to predict the pixels in the image border region. This 

approach can be utilized to be applied to large images and can save GPU memory [24].  
 

 

 

 
 
 
 
 

 

 

 

 

 

 

 
 
 
 
 
 

 

 
 
Figure 3.6: U-net architecture (with 32x32 pixels in the lowest resolution as an example). Each blue box relates to 
a multi-channel feature map. The gray boxes represent copied feature maps, and the arrows denote different 
operations [24]. 
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The energy function for the entire network is as in following equation: 

𝐸 = 𝑤(𝑥)𝑙𝑜𝑔∑7𝑝((4)(𝑥)8		Equation.  3.9 

 

Where 𝑝( is the pixel-wise SoftMax function applied after the final feature map. 

 

𝑝((𝑥) =
5'#(()

∑  )# %8'*(()+
			Equation.  3.10 

 

And a𝑘(𝑥) denotes the activation in channel k. 

 
 
3.3.3 TensorFlow 
 

TensorFlow is an open-source software library for numerical calculations based 

mainly on data flow graphs [98] that were developed by researchers and engineers at the 

Google Brain Team. Its main objective is to accelerate deep neural networks and machine 

intelligence research. It is very useful for fast-performing graphics-based calculations. As 

TensorFlow API is flexible, it can deploy models between multiple devices through its GPU-

enabled architecture, and now it has a large active community with rich low-level and high-

level API. However, the main drawback of TensorFlow is the need to redefine all the APIs as 

it is not Python-friendly, which requires developers to spend more time learning.  

  

Since the computation is based on the static data flow graph, creating a data flow 

graph is needed first, and then feeding data into the data flow graph, where nodes in the diagram 

represent the mathematical operations and can represent the data flow end or start. The 

multidimensional data arrays are represented by the edge that connects two nodes which are 

called a tensor. During training, the tensor flows from one node to another node in the data 

flow graph continuously. Once all the prepared tensors are ready, nodes will be assigned to 

different computing devices to work asynchronously in parallel.  
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METHODOLOGY 
 
 

In this chapter, the effectiveness of using Auto-Encoder with the U-Net segmentation 

model will be investigated, in particular, to automatically highlight cystic duct and cystic artery 

anatomy and to predict CVS criteria achievement in laparoscopic cholecystectomy video. 

 

Figure 4.1 illustrates the main steps and methods the proposed work goes through it 

to identify the intended landmarks of laparoscopic cholecystectomy. In the first step, datasets 

are collected and processed. It is followed by building the Auto-Encoder to prepare the 

pretrained weights for the next step, where U-Net will be trained using the prepared dataset 

and the pretrained weights. Finally, the model will be used to predict landmarks in a 

laparoscopic cholecystectomy video, and the evaluation criteria will be calculated.    

 

4.1 Data Collection 
 
 

The primary source of data that is used for hepatocytic anatomy segmentation and 

CVS assessment is the LC procedures endoscopic videos. There are two extensive datasets 

available i.e., Cholec80 [99] and EndoVis [100], that contain LC videos with annotation of 

laparoscopic instruments and surgery phases [101, 102]. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 4.1: Schematic diagram of the proposed model main steps and methods. 
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Image labeling or image annotation is the process of identifying or recognizing 

different objects in an image; to make images readable for computer vision. There are different 

types of image annotations. Some of the most common types of image annotation for computer 

vision are bounding boxes, polygonal segmentation, line annotation, spatial annotation, 

landmark annotation, 3D cuboids, semantic segmentation, etc. 

 

In the case of the CVS anatomical landmarks identification, semantic segmentation 

may be more appropriate than bounding boxes, where bounding boxes may produce incorrect 

or overlapping annotation of structures, and some organs may have fixed ‘starts’ and ‘ends’ 

(i.e., the edge of the liver). Other organs may be more flexible, such as a cystic artery, where 

some connective tissue surrounding them makes the labeling more difficult as the border 

between the artery and the gallbladder is somehow ambiguous [103]. 

 

4.2 Building the Auto-Encoder 
 

The main idea in building an Auto-Encoder is that the encoder block has the same 

structure for both the Auto-Encoder and the U-Net models as described in the standard U-Net 

[24]. While the decoder block is built without skip connections, the hepatocytic anatomy 

features were extracted from the input images and represented in a low dimensional space. The 

weights gained from training the Auto-Encoder on a part of the prepared dataset were used as 

starting weights for the U-Net encoder block in the model, as illustrated in Figure 1.2. Training 

the U-Net with initial encoder pretrained weights would dramatically speed up the training 

process. 

 

4.3 CVS Segmentation, Evaluation, and Prediction 
 

The flowchart shown in Figure 4.3 illustrates all the steps needed for building the 

segmentation model. Since the extracted images and the corresponding masks have different 

dimensions, each image and mask were resized to 256 x 256. 

 

As there is a high correlation between the neighboring frames in surgical videos, 

under-sampling/over-sampling was used to balance the classes and avoid over-fitting. Based 

on the number of samples for each targeted object, over-sampling/up-sampling can be applied 
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to the minority classes and under-sampling/down-sampling for the majority classes to get a 

uniform distribution of the combination of the labels. 

 

Furthermore, the augmentation process of the training datasets is recommended to 

improve the deep learning performance by teaching it the desired invariance and robustness 

properties [104], as the appearance of the abdominal organs differs between patients, and there 

are individual differences in the skill of each endoscopic operator. Keras [105] 

"ImageDataGenerator class" was used to augment the training datasets. Only horizontal, 

vertical, and reflective, augmentations were used. Additionally, each mask will be converted 

to categorical using Keras utilities.  

 

Recently, CNNs deliver the best, state-of-the-art performance in different visual 

recognition tasks, because it is powerful and has nonlinear feature extraction capabilities. In 

medical image segmentation, FCN was one of the first deep networks applied to image 

segmentation, followed by U-Net, which achieved good segmentation results leveraging the 

need for a large amount of training data. Despite these useful results, the processing step in 

these networks is performed separately for the two sets of feature maps that will be then simply 

concatenated [95].  

  

U-Net particularly creates highly detailed segmentation maps using very small 

samples. That is very important especially in the medical imaging community as the available 

labeled images are often limited. This property is achieved by using random elastic deformation 

that lets the network learn these variations without the need for new labeled data [24]. In 

addition, U-Net utilizes a weighted loss function to separate touching objects of the same class, 

which penalizes the model if it fails in separating two objects. Finally, U-Net can be considered 

the much faster segmentation model to train than most other segmentation models based on its 

context-based learning.  

  

Due to the above settings, U-Net has become the preferred choice when segmenting 

medical images, i.e., where the output result can locate the target category, and the input 

training data are patches, that are similar to data augmentation and help when the number of 

biomedical images is small. 
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Extracted images and its annotated 
masks 

Reading images and masks and resizing 

Image Generator, Augmentation and 
convert labels to categorical 

Preprocessed images and masks.   

Transfer Auto-Encoder 
weights, and start training 

Trained model 

Model evaluation and 
Prediction 

 

Images and masks of size 256x256 

Build segmentation map, 
splitting the dataset 

Splatted Dataset 

Figure 4.2: Segmentation, evaluation, and prediction flowchart. 
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Typically, U-Net is trained from scratch starting with randomly initialized weights. It 

is well known that to avoid over-fitting through training, the data set needs to be large, with 

millions of images. Training networks on the Imagenet [120] data set are widely used as 

initialization weights.   

  
 In the self-supervised learning [124] approach, a pre-training step with an 

unsupervised strategy is deployed for learning useful and better representations of the data 

samples. This strategy is an emerging technology that is effectively closing the gap with fully 

supervised methods on large computer vision benchmarks [126]. 

To do that, U-Net [24] was deployed as the segmentation network in the proposed 
model, in which the gained weights from Auto-Encoder training were used as the U-Net’s 
encoder starting weights.   

  
Thus, a hybrid loss function [88] was used to calculate the loss of the output results 

from different levels making the loss function more balanced, it combined three loss functions: 
dice coefficient, cross-entropy, and focal loss, as illustrated in Equation 4.1.  The dice 
coefficient is a metric that is widely used in computer vision models to calculate the similarity 
between two images. Cross-entropy is a measure of the difference between two probability 
distributions for a random variable, and it works well for classification and segmentation 
models. Focal loss is a variation of Binary Cross-Entropy, where it focuses more on learning 
hard examples and works well for highly imbalanced class scenarios [106].   
 

Hybrid Loss = ∑  9
$%" L1 − M

:×<‾×&>?	 <,
|<,*B.D|+

+ 2×<,×<‾EF
<,
&E<‾&EF

NO  Equation 0.1 

 

where  stands for the exact segmentation result gained from manual labeling, Yi is the 

segmentation prediction produced in block X0_i in the network, s is the smooth factor, b is the 

balance factor in Focal loss, and r is the hyperparameter used for difficult samples. 

 

4.4 Optimization Techniques and Performance Evaluation 
 

During training, the hybrid loss function (Equation 4.1) was used for backpropagation 
and network parameters update. The Adam optimizer was used with a learning rate of 0.01.  

 
In addition, to obtain more reliable results, 5-fold cross-validation was deployed 

employed on the dataset, where it’s a method for estimating the performance of a model on 
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unseen data. It is a resampling technique without replacement. The dataset is organized into 5 
folds, making sure the statistical properties were preserved across folds, and the validation set 
will be used to pick the model hyperparameters and to determine when to stop training. This 
technique helps to avoid overfitting, which can occur when a model is trained using all of the 
data, and the model will be tested on k different data sets, which helps to ensure that the model 
is generalizable [107].  

  
In medical image segmentation tasks, the evaluation metrics are divided into pixel-

based and overlap-based methods [88]. The following popular indicators are used to evaluate 
the segmentation quality of the proposed model: Intersection over Union (IoU), precision, 
recall, sensitivity, specificity, and the Hausdorff distance. IoU measures the percentage of 
overlap between the segmentation output and the ground truth annotation. The better the 
segmentation, the larger the overlapping area and IoU is closer to 1. Precision measures how 
accurate is the trained system predictions. i.e., the percentage of predictions’ correctness, while 
recall measures how well the system finds all the positives, for example, finding 80% of the 
possible positive cases in the top predictions. Sensitivity and specificity are the two widely 
used statistical measures for binary classification test performance in the medical field, where 
sensitivity measures the percentage of actual positive values that are identified, whereas 
specificity measures the percentage of negative values that are correctly identified.   

  
The Hausdorff distance is added to evaluate the segmentation on boundaries, where it 

measures the degree of similarity between two sets of points, i.e., the distance between the two 
boundaries of ground truth and the segmentation result input to the network [88]. The 
mathematical expressions of these metrics are as follows:  
 

IoU = GH
GHEIHEIJ

			Equation 0.2 

 
Precision = GH

GHEIH
   Equation 0.3 

 
Recall = GH

GHEIJ
    Equation 0.4 

 
Specificity = GJ

GJEIH
			Equation 0.5  

 
Sensitivity = GH

GHEIJ
   Equation 0.6 

Hausdorff Distance (𝑌, 𝑌‾) = m 	 {𝑑!!, 𝑑!!} = m 	 ,𝑚𝑎𝑥
'(∈*
*+,*

  (𝑦", 𝑦#), 𝑚𝑎𝑥
$+%*,$(∈!

 𝑑(𝑦", 𝑦#)2   Equation 0.7 
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where TP stands for the True Positive, FP is the False Positive, FN is the False Negative, and 

TN is the True Negative. Υ	is the segmentation result, and Υ	is the annotated result. The d() 

means the Manhattan distance calculated between Υ1 and Υ2, and 𝜖 denotes the boundary of the 

object. 
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EXPERIMENTAL WORK AND RESULTS 
 
 

Laparoscopic Cholecystectomy (LC) is vastly accepted worldwide, and it is currently 

the standard procedure for cholelithiasis and/or cholecystitis [63]. The reported incidence of 

bile duct injury (BDI) during LC is much higher by two to five times than during abdominal 

surgery [108].  

 

Table 1.1 describes the standard operative procedural steps involved in LC [109], 

where it’s obvious that identifying the cystic duct, cystic artery, and common bile duct is very 

important to retrieve the gallbladder safely. 

 

The Society of American Gastrointestinal and Endoscopic Surgeons Safe Chole Task 

Force defines the Critical View of Safety (CVS) to avoid misidentifying the common bile duct 

or an aberrant duct as the cystic duct that can prevent bile duct injuries. In the CVS procedure, 

the hepatocystic triangle is firstly cleared from fat and fibrous tissue, then the lower part of the 

gallbladder is separated from the liver to reveal the cystic plate, where only two structures 

should be seen entering the gallbladder, i.e., cystic duct and the cystic artery [110]. Achieving 

CVS is confirmed to be the safest technique to detect Calot’s triangle landmarks and it 

significantly prevents intraoperative complications [111].  

 

Recently, video reporting has become a very important and valuable tool in 

documenting operative quality and safety in laparoscopic surgery. Endoscopic videos are the 

richest source of intraoperative information, providing active and efficient information to 

improve surgical care and safety [13]. 

 

In fact, CNN-based deep learning models can capture and objectively analyze surgical 

videos, and this could be the basis for real-time, intraoperative artificial intelligence (AI) 

guidance and additional context-specific information to be presented to the surgeon during 

endoscopic surgeries. They may include detecting safe areas of dissection, where hepatocytic 

anatomy reliably segmented and unequivocally assess CVS, and producing a video database of 

these safety steps of LC. Intraoperatively, these models could be used to improve surgeons' 

awareness, and potentially contribute towards surgical safety [44]. 
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Table 1.1: Standard procedural steps involved in laparoscopic cholecystectomy. 

 Step Procedure 

1 Retracting the gallbladder (GB) to get the field of view. 

2 Calot’s triangle Confirmation. 

3 Developing Calot’s triangle plane in the area and identifying its boundaries based on 
effective retraction of the GB. 

4 Revealing the cystic artery and right hepatic artery. 

5 Running direction of common bile duct Confirmation. 

6 Dissection around the cystic duct, and performance of the clipping method. 

7 Height of the cut-line of the cystic duct. 

8 Dissection of the GB from the GB bed with an adequate layer. 

9 Bleeding control from the GB bed. 

10  Retrieve the GB. 

 

 
5.1 Experiment Setup  
  

Google Colab notebooks [112] were used as the basic environment, whereas a 
Jupyter notebook runs in the cloud and is integrated with Google Drive, which makes them 
easy to set up, share, and access. Collaboratory ("Colab" for short) is a data analysis and 
machine learning tool that can allow users to combine executable Python code with rich text, 
charts, HTML, LaTeX, images, and more into one document saved on Google Drive. It 
connects to the very powerful Google Cloud Platform runtimes, which enables users to easily 
share and collaborate on their work.   

  
In this work, all the experiments were running on the Tesla P100-PCIE-16 GB GPU 

with up to 56 multiprocessors and 16,280 MB of memory that were obtained by subscribing to 

google colabpro+. Several Python libraries were used to implement the process and validate 

the performance of the proposed deep learning model scripts (e.g., Keras, TensorFlow, and 

segmentation models). 

 
5.2 Dataset Collection and Preprocessing 
 

A dataset containing 200 videos of cholecystectomy surgeries from the Computational 

Analysis and Modeling of Medical Activities research group [113], free videos from the World 

Laparoscopy Hospital [120], and free YouTube videos from the Society of American 
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Gastrointestinal and Endoscopic Surgeons (SAGES) [121]. The dataset from the 

Computational Analysis and Modeling of Medical Activities research group contains three 

groups: 

1) The m2cai16-tool dataset contains 15 videos of cholecystectomy procedures from the 

University Hospital of Strasbourg/IRCAD (Strasbourg, France) [123]. 

2) The m2cai16-workflow dataset contains 41 videos of cholecystectomy procedures 

from the University Hospital of Strasbourg/IRCAD (Strasbourg, France) and Hospital 

Klinikum Rechts der Isar (Munich, Germany). 

3) The Cholec80 dataset contains 80 videos of cholecystectomy procedures recorded at 

the University Hospital of Strasbourg/IRCAD (Strasbourg, France). 

 
These videos are made in 12 different HD resolutions which are as follows: (569 x 

334), (578 x 324), (584 x 328), (612 x 344), (612 x 344), (716 x 402), (762 x 428), (774 x 434), 

(780 x 438), (810x 454), (846 x 476), (854 x 480), and (1920 x1080), with a constant bit rate 

of 35 MBit/sec. The frame rates of the videos are 30fps, and the video codec is MPEG-2 [116]. 

 

Given the anatomical variations in biliary anatomy and the varying degrees of 

inflammation in cholecystitis, and to maintain a high degree of accuracy of the datasets, we 

collaborated with expert surgeons from the Department of General Surgery at Western 

Michigan University Homer Stryker M.D. School of Medicine [117]. Labelling was confirmed 

by three expert surgeons with 10-20 years of experience. Three chief surgical residents were 

also involved in this process. The annotation protocol includes initial input from one of the 

expert surgeons who was trained in minimally invasive surgery with more than a thousand 

laparoscopic and open cholecystectomies. CVS aims to identify two structures attached to the 

gallbladder in Calot’s triangle (i.e., cystic duct and cystic artery). The primary surgeons and 

the senior residents discussed the project's focus and testing of the system's ability to detect the 

intended structures of CVS, and they independently assessed each video/image annotation to 

allow the deep learning model to learn the most held interpretation of CVS, rather than a single 

assessment [118]. Based on their recommendations, 14 videos were excluded from initial 

modelling because of poor image quality due to either bleeding or less visible or obscured 

landmarks, anatomical differences or misses, or procedures that do not follow the general 

standard of cholecystectomy.  
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Each video in this study was trimmed, so the segment of interest starts when CVS was 

identified until the cystic duct and cystic artery were clipped or ligated. This is contrary to the 

previous studies which focused on the 60 or 120 seconds before the clipping. The total time of 

all clipped videos is 65,672 minutes, with an average time of 8 minutes for each video (it ranges 

from 2:03 minutes to 42:39 minutes). A total of 1,550 images with identified landmarks were 

extracted from these videos and selected based on feedback from the surgeons.  

 

A Fiji plugin, i.e., annotator [119], was used to efficiently annotate the extracted 

images with CVS criteria to facilitate qualitative and manual annotation. Figure 5.1 illustrates 

some examples of annotations for three selected frames extracted from the prepared dataset, 

where five classes were identified with their related artificial colors that were confirmed by 

surgeons. 

 

        Gallbladder            Cystic duct             Cystic artery            Liver bed           Background 

 

 

 

 

 

 

 

 
 

 

 

 

 
 

Figure 5.1: Examples of extracted frames annotations from the dataset (first row), their corresponding manual 
annotated frames (second row), and the output segmentation masks (third row). 
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5.3 Building the Auto-Encoder  
 

The Auto-Encoder was trained on a part of the dataset to gain pretrained weights that 

will be transferred to the U-Net encoder layers, where 430 images taken from the prepared 

dataset were trained for 100 epochs. The training loss was 0.00023727 and accuracy was 

91.01%. These weights were transferred to the first 40 layers of the U-Net encoder. Figure 5.2 

shows an example of the trained Auto-Encoder input and output images, where the constructed 

image is very close to the input image with 91% accuracy.  

 

5.4 Experiment Design  
 

We performed five experiments with different weights, models, and techniques to 

evaluate the proposed model. Each experiment starts by reading the extracted images and masks 

and resizes them to 256 x 256 pixels. After that the segmentation map was built for the intended 

labels. The next step was splitting the dataset into training, validation, and testing sets with 

ratios of 80:10:10, respectively. This was followed by creating an image generator and 

augmenting the dataset with horizontal and vertical flips and with reflection fill mode.  

 

However, this step was not used in all experiments. The main differences among the 

experiment’s procedures were the ways to select the pretrained weights and the augmentation 

step decision, as demonstrated in the following flowchart in Figure 5.3. Masks were converted 

to categories, where all these preprocessing steps are based on the Keras pre-processing image 

model [100]. 
 

 

 

 

 

 

 

 

 

 

Figure 5.2: Auto-Encoder input and output images. 
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Figure 5.3: Experiment design flowchart. 
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5.4.1 Experiment 1 (U-Net with Auto-Encoder Weights and without Data Augmentations) 
 

In this experiment, the Autoencoder weights were transferred to U-Net encoder layers 

and the dataset was not augmented. Figure 5.4 illustrates the training and validation metrics 

curves, i.e., Accuracy, Loss, IoU, Precision, Recall, Sensitivity, and Specificity, where the 

training values go smoothly and reach 0.92, 0.83, 0.87, 0.939, 0.87, 0.99, and 0.99 respectively. 

The training values go smoothly, but the validation values stay in the same range after epoch 

20 or 30, except for Sensitivity validation values that dropped after 30 epochs. The mean IoU 

is 0.747, and the Hausdorff distance is 28.  

 
5.4.2 Experiment 2 (U-Net with Auto-Encoder Weights and Data Augmentations) 
 

In this experiment, the Autoencoder weights were transferred to U-Net encoder layers 

and the dataset was augmented. Figure 5.5 illustrates the training and validation metrics curves, 

i.e., Accuracy, Loss, IoU, Precision, Recall, Sensitivity, and Specificity, where the training 

values go smoothly and reach 0.91, 0.78, 0.87, 0.92, 0.91, 0.99, and 0.99 respectively. While 

validation values stay in the same range after epoch 20 or 30, except Sensitivity validation 

values dropped slightly after 40 epochs. The mean IoU is 0.74, and the Hausdorff distance 

equals 29.27.  

 

5.4.3 Experiment 3 (U-Net backbone with Data Augmentations) 
 

In this experiment, the U-Net was trained without pre-trained weights, and the dataset 

was augmented. In Figure 5.6, the training and validation metrics curves go smoothly with 

some small variations in validation values. The training values are summarized in Table 1.2, 

where the mean IoU is 0.737, and the Hausdorff distance is 27. 

 

5.4.4 Experiment 4 (U-Net Backbone without Data Augmentations) 
 

In this experiment, the U-Net was trained without pre-trained weights and the dataset 

was not augmented. In Figure 5.7, the training and validation metrics curves are shown, where 

the training curve goes smoothly, while the validation values fluctuate through the training time, 

especially in Sensitivity values that fluctuate in the same range, and the Precision values 

dropped at the beginning and start increasing with fluctuation after epoch 10. The training 

values are summarized in Table 1.2, where the mean IoU is 0.71, and the Hausdorff distance 

equals 31.8. 
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5.4.5 Experiment 5 (Resnet backbone with imagenet Pretrained Weights) 
 

In this experiment, the dataset was trained using Resnet backbone with imagenet [120] 

pretrained weights. In Figure 5.8, the training and validation metrics curves fluctuate strongly 

through the training time, especially the validation values, where they fluctuate in the same 

region and decrease in Sensitivity and Specificity values. The mean IoU is 0.809, and the 

Hausdorff distance equals 15.8. 

 

Following the standard cross-validation strategy, we performed fivefold cross-

validation on a random split of the prepared dataset. The training iterations were stopped at 100 

epochs for each fold in the designed experiments detailed above. Table 1.3 includes the 

quantitative results of the performance assessment procedures for the proposed approach for all 

folds, in each experiment. 

 

A qualitative comparison for all experiments is illustrated in Figure 5.9, each row 

shows the original tested image of size 256x256, combined with its ground truth annotated 

image, each experiment segmentation prediction result, and its calculated Hausdorff Distance. 

Each color corresponds to a different label, where yellow color labels background, light green 

is used for the liver, presidential blue for the cystic artery, cadet blue for the gallbladder, and 

royal blue for the cystic duct. 

 

Finally, the produced model was tested using new videos to tune it based on the gained 

results. More details on this step will be discussed in the next chapter. 
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(a) Accuracy                                                                                      (b) IoU 

 

(c) 
Loss                                                                                                       

(d)Precision 

 

 

 

                                     (e) Recall                                                                                                       (f) Sensitivity 

 

 

 

 

 

 

 

(g)Specificity 

Figure 5.4 : U-Net with Auto-Encoder weights and without data augmentations experiment evaluation metrics. 
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(a) Accuracy                                                                                   (b) IoU 

 

(b) Loss                                                                                        (d) Precision 

 

 

                                     (e) Recall                                                                                               (f) Sensitivity 

 

 

 

 

 

    

 

(g)Specificity 

Figure 5.5: U-Net with Auto-Encoder weights and data augmentations experiment evaluation metrics. 
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(a) Accuracy                                                                                  (b) IoU 

 

(c) Loss                                                                                      (d) Precision 

 
                                                 (e) Recall                                                                                     (f) Sensitivity 

 

 

 

 

     

 

 

        (g)Specificity 

Figure 5.6: U-Net backbone with data augmentations experiment evaluation metrics. 
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(a) Accuracy                                                                                    (b) IoU 

 

(c) Loss                                                                                                (d) Precision 

 
                                                 (e) Recall                                                                                    (f) Sensitivity 

 

 

 

 

     

 

 

        (g)Specificity 

Figure 5.7: U-Net backbone without data augmentations experiment evaluation metrics. 
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(a) Accuracy                                                                                                 (b) IoU 

 

(c) Loss                                                                                    (d) Precision 

  

                                     (e) Recall                                                                                          (f) Sensitivity 

 

 

 

     

 

 

      

   (g)Specificity 

Figure 5.8: Resnet backbone with imagenet pretrained weights experiment evaluation metrics. 
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Fold Number Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 

Experiment 1 (U-Net with Auto-Encoder weights and without Data Augmentations) 
Accuracy% 84.40 88.67 91.20 91.49 91.99 

Loss% 90.90 88.88 87.65 87.48 87.32 

Experiment 2(U-Net with Auto-Encoder weights Data Augmentations) 
Accuracy% 82.73 87.51 87.62 89.17 89.10 

Loss% 91.51 89.22 89.31 88.62 88.53                                                                                                                                 

Experiment 3 (U-Net backbone with Data Augmentations) 
Accuracy% 83.48 86.46 87.68 88.57 89.34 
Loss% 90.95 89.84 89.45 88.84 88.53 

Experiment 4 (U-Net Backbone without Data Augmentations) 
Accuracy% 83.41 88.66 89.39 91.86 91.69 

Loss% 91.05 88.75 88.47 87.28 87.35 

Experiment 5 (Resnet backbone with imagenet pretrained weights) 
Accuracy% 85.78 92.39 94.42 96.79 97.67 
Loss% 89.97 38.88 26.77 12.97 9.52 

 
 

Experiment accuracy
% 

IoU
% 

loss
% 

precision
% 

recall
% 

sensitivity
% 

specificity
% 

mean 
IoU% 

hausdorff 
distance 

U-Net with 
Auto-Encoder 
weights and 
without Data 
Augmentations 

92 83 87 93.9 87 99.95 99.99 74.65 28 

U-Net with 
Auto-Encoder 
weights and 
Data 
Augmentations 

91 

 
78 92 87 91 99.5 99.95 74.23 29.274563 

U-Net 
backbone with 
Data 
Augmentations 

90 77 88 91 84 99.5 99.99 73.71 27 

U-Net 
Backbone 
without Data 
Augmentations 

90.5 81 87 93 85 99.5 99.99 
71.27 

 
31.764761 

Resnet 
backbone with 
imagenet 
pretrained 
weights 

95 93 9 97 96.5 99.99 99.99 

 

80.87 

 

15.779734 

›› 

Table 1.2: A summary of all experiments Quantitative Results. 

 

Table 1.3: Quantitative results of performance assessment procedures for the proposed approach for 
all folds. 
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Figure 5.9: A qualitative comparison for all experiments, each row displays the original tested image of size of 
256x256, combined with its ground truth annotated image, and each experiment segmentation prediction result, 
and its calculated Hausdorff Distance. 

 

Experiment (1) 
Hausdorff 

Distance 

51.0 

 

Experiment (2) 
Hausdorff 

Distance 

43.0 

Experiment (3) 
Hausdorff 

Distance 

51.62364 

Experiment (4) 
Hausdorff 

Distance 

42.201897 

Experiment (5) 
Hausdorff 

Distance 

30.0 
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RESULTS AND DISCUSSION 
 

This chapter will discuss the proposed model results illustrated earlier in the previous 

chapter. These results are accepted for publication in the Journal Surgical Endoscopy [127]. 

This work uses deep learning neural networks that combine Auto-Encoder with U-Net to 

segment cystic duct and cystic artery anatomy, which are very important in the prediction of 

CVS criteria achievement in Laparoscopic Cholecystectomy.  

 

6.1 Quantitative and Qualitative Results 
 

Based on the results listed in Tables 1.2-1.3, the proposed model that uses Auto-

Encoder weights as pretrained weights for U-Net encoder layers without augmentation gave 

the highest accuracy, mean IoU, and loss, compared to all other scenarios, except Resnet 

backbone with imagenet [120] pretrained weights, which is expected, as imagenet weights are 

very large compared to the limited prepared Auto-Encoder weights used in the model. It should 

be noted that imagenet contains more than 14 million images that belong to more than 20,000 

classes. This leads us to work on preparing more data that can help create larger weights and 

produce better results. This was also approved through 5-fold cross validation results bolded 

in Table 1.3. 

 

Figures 5.4 through 5.8 demonstrate the smoothness and the continuity of the model 

evaluation metrics curves through the training and validation compared to the other scenarios, 

except for the validation sensitivity curve that has some fluctuations and decreases due to 

classes imbalance as shown in Figure 5.4 (f), where it gave better results when the data was 

augmented as in Figure 5.5 (f). In case of the Resnet backbone with imagenet pretrained 

weights, the training and validation curves have strong fluctuations, which indicates random 

classification.  

 

From the qualitative comparison illustrated in Figure 5.9, the proposed model 

produces a smooth, accurate, and sometimes even better prediction of the tested image 

compared to the ground truth annotated image. This is obvious in the first, second, and last 

rows, where some liver parts were not labeled in the ground truth image and are still predicted 

correctly in the results. In addition to that, the third and fourth experiments failed to predict 
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cystic duct as illustrated in the third and fourth rows. This approves the important role of using 

Auto-Encoder weights in the proposed model compared to training the model without any 

weights, where pretrained weights help in better feature extraction and fast convergence time. 

 

6.2 Video Segmentation 
 

Based on the results we had gained from testing the proposed model on different 

images, we deployed our model to segmented LC videos. The processing time for each 

segmented frame was around 24 milliseconds, the segmented video view was clear, and it 

had a flexible frame per second (fps) rate. 

 

In addition to that, the model can generate two views of the segmented videos, with 

the first view showing only the segmented parts, and the second view adding the original 

image as the background which is converted to grayscale. Figure 6.1 presents three selected 

frames from each generated video view.  

 

This work can analyze dynamic videos with the assumption that it would facilitate 

CVS identification. These dynamic views can provide richer information than flat still images, 

and can be particularly important in improving the performance of deep learning models when 

assessing the clearance of the intended landmarks, i.e., (cystic duct and cystic artery). 

 
6.3 Comparison with Related Approaches in Literature 
 

Five approaches reported in the literature to try to identify hepatocytic anatomy 

reliably and assess the availability of CVS in laparoscopic cholecystectomy videos using deep 

learning neural networks. Table 1.4 includes a comparison summary between these approaches 

and the proposed model. Included in the summary are the dataset volume, the number of 

extracted images, the surgeon’s confirmation, the annotation tools used, the model built, and 

the results. 

 

Compared to previously reported approaches and models, the efficiency of the 

proposed approach in our study performed well for autonomous hepatocytic landmarks 

identification with an accuracy of 92%, and 74.65% for mean IoU, despite the limited number 
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of videos. The difference could be explained by the way the models were constructed in these 

studies. 

Furthermore, not all approaches can segment the intended landmarks, only Mascagni 

et al. [57], Madani et al. [19] and Namazi et al. [64] did that with no details of the segmentation 

model structure they used, and with limited results compared to the proposed model’s results. 

 

However, the authors in [60] only defined safe or non-safe zones without segmenting 

the hepatocytic landmarks. The authors in [62] used object detection with bounding boxes to 

detect the anatomical landmarks with low precision results. This is expected, as we mentioned 

earlier, that semantic segmentation is more appropriate than bounding boxes, where structures 

have more complex geometric configurations and blend with their background.  

 

     
 

      
 

      
 

Figure 6.1: Video segmentation views, the first column represents the first view, and the second column represents 
the second view of the selected frames. 
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Table 1.4: A comparison summary of the proposed model with the related reported approaches in the literature. 

Criteria Dataset 
Model 

Results 

Approach Size Extracted 
Images  

Surgeons 
Confirmation 

Annotation 
Tool Accuracy% Mean 

IoU% 

The 
proposed 

model 

200 
LC 

videos 

1550 images were 
extracted from the 
moment of a clear 

view of cystic 
structures until 

just prior to 
clipping of it 

Two expert 
surgeons and 
three 5th- year 

residents 

A Fiji 
plugin 

(annotator) 
[119] 

U-Net with 
Auto-

Encoder 
92 74.65414 

Madani et 
al. [20] 

308 
LC 

videos 

 
2627 frames were 
randomly-selected 
from the moment 
the gallbladder 

was grasped until 
just before 

clipping of the 
cystic structures 

 
Three acute 

care and 
minimally-

invasive 
surgeons, and 

one high-
volume 

hepatobiliary 
surgeon 

 
Think Like 
A Surgeon 
software 

[121] 

 
 
 

ResNet50 
with multi-

scale 
pyramid 
pooling. 

90.0 50.0 

Mascagni 
et al. [58] 

201 
LC 

videos 

402 images were 
selected from 
2854 extracted 
frames starting 
just 60 seconds 

precedes the first 
clipping of cystic 

structures 
(ie, 1 frame per 

second) 

Two Surgeons 
Pixel 

Annotation 
Tool [122] 

DeepCVS 
combines a 
Segmentatio

n model 
with 

multi-label 
classificatio
n network 

71.9 66.6 

Namazi et 

al. [65] 

120 
LC 

videos 

Frames were 
extracted from 
two minutes 

snippet just before 
clipping of cystic 

structures (one 
per second) 

Trained 
medical 
students 

Not reported 

A 
Convolution

al 
Neural 

Network 
(CNN) with 
a Recurrent 

Neural 
Network 
(RNN) 

81 Not 
reported 

Altieri et al. 

[61] 
63 LC 
videos 264 frames 

Two high-
volume 

surgeons 
and reviewed 
for accuracy 

by a 
hepatobiliary 

surgeon 

Free-hand 
annotations Not reported 89 Not 

reported 

Tokuyasu 

et al. [63] 
99 LC 
videos 

2339 frames were 
extracted, 

Where images 
with a certain 

degree of 
similarity were 

selected for 
landmark labeling 

Two expert 
surgeons Not reported 

YOLOv3 
Object 

detection 
with 

bounding 
boxes 

Average 
precision = 

20.225 

Not 
reported 
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In this study, we showed that the proposed approach allows when and how to select 

the extracted frames from the LC videos. The proposed model dataset's images were not 

selected randomly or within a fixed window of time, unlike previous studies; they were 

carefully selected from the beginning of the video to allow the model to learn more features, 

and to handle different situations and times. 

 

This work illustrates how U-Net performance can be enhanced using a fine-tuning 

technique to initialize encoder weights in a segmentation network. Potentially, fine-tuning in 

image segmentation is very important, as collecting a large volume of the training dataset (in 

particular for medical images) and qualitatively labeling it is very difficult, tedious, expensive, 

and subjective to human error. Moreover, pre-trained networks reduce the training time and 

also prevent over-fitting, as was demonstrated by the model validation curve results. 

 

Additionally, the overall performance improved when using Resnet backbone with 

imagenet [120] pretrained weights. 

 

On these grounds, we believe that the proposed model of deep learning will have a 

potential role in surgical education and performance assessment. The model’s output (the 

segmented images and videos) may provide feedback on performance and facilitate deliberate 

practices (such as identifying hepatocytic landmarks).  
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CHALLENGING CASES SEGMENTATION 
 

As surgical videos are filled with visual disturbances, that makes anatomical structure 

identification very difficult. The following sections will discuss how the proposed model can 

successfully deal with different challenging cases during LC procedures.  

 
7.1 Blurry View 
 

Fogging and polluting the lens are the main reasons for the blurry view during 

surgeries. The proposed model can predict the intended landmarks despite a blurry view with 

the Hausdorff Distance equals to 17.03 as illustrated in Figure 7.1. 

 

7.2 Blood Bleeding Challenge 
 

One of the biggest challenges during surgery is blood bleeding, which covers the 

anatomical landmarks and makes it difficult to identify their structures. The proposed model 

can predict the intended landmarks successfully with blood bleeding as demonstrated in Figure 

7.2, with the Hausdorff Distance equals 41.79 for the first example and 26.25 for the second 

one. 

  

 

Figure 7.1: Blurry view challenge prediction. 
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Figure 7.2: Structures with blood bleeding challenge prediction. 

 
7.3 Diverse Structures’ Shapes, Sizes, and Being Covered by Other Tissues 
 

As abdominal organs differ between patients, and it’s not an easy task to identify the 

intended landmarks during surgery, where these structures have different shapes, sizes, colors, 

and sometimes lie hidden within other tissues such as fat or another structure. The proposed 

model confirms its efficiency in detecting different hidden landmarks with high accuracy as 

shown in Figure 6.3 below with Hausdorff Distance equals 22.63, 12.37, 22.36, and 12, 

respectively, for each row. In the first-row example, it’s very difficult to detect the cystic artery 

as it’s not clear and it’s also hidden by other tissues. In the second row, there is a lot of fat 

surrounding the structures. The third and fourth row examples demonstrate different shapes 

and sizes of the intended landmarks. The proposed model can succeed in most cases by 

segmenting the cystic duct and the cystic artery correctly.  
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        Figure 7.3: Diverse structures shapes, sizes and lie hidden within other tissues prediction. 
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7.4 Cystic Artery and Cystic Duct Cutting Identification 
 

Detecting Cystic Artery and Cystic Duct Cutting during surgery is very important, and 

can help surgeons, especially, when the view is not clear to identify that the structure is already 

cut. Figure 7.4 demonstrates how the proposed model can predict the cutting successfully, the 

first example shows the prediction of cystic duct cutting with the Hausdorff Distance of 17.72. 

The second example shows the prediction of the cystic artery even better than the ground truth 

mask, where it detects the two cut parts with the Hausdorff Distance equals 20.88.  

 
7.5 Accurate Extraction of the Surgical Tools 
 

Segmenting any unrelated objects from the intended landmarks as the background is 

very important, making the prediction clearer and more accurate as illustrated in Figure 7.5, 

where two surgical tools are extracted accurately in the proposed model with the Hausdorff 

Distance of 15. 

 
Figure 7.4: Cystic artery and cystic duct cutting prediction. 
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Figure 7.5: Segmenting unrelated objects as background. 

 
7.6 Segmenting Special Landmarks Structures 
 

As each patient has its unique abdominal with different organs shape and sometimes 

numbers, in a few cases they have duplicated organs, i.e., two gallbladders, two cystic arteries, 

two cystic ducts, etc. Figure 7.6 below shows different cases; the first case has two gallbladders 

with two cystic ducts and two cystic arteries. The second case has two cystic ducts illustrated 

in the second row, while the third row shows a case containing two cystic arteries 

segmentations. It is important to note that the trained dataset doesn’t include any cases with 

duplicate organs. Based on these results, the proposed model proves its efficiency in 

segmenting new cases with duplicate organs and other challenges. 
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Figure 7.6: Segmenting special landmarks structures with two gallbladders, two cystic ducts and two cystic arteries. 
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CONCLUSION AND FUTURE WORK 
 
 
8.1 Summary of Work 
 

In this dissertation, a deep artificial neural network model was proposed for the CVS 

criteria. It combines the effectiveness of the Auto-Encoder weights with U-Net, where these 

weights are used as starting weights to automatically segment the hepatocytic anatomy in 

laparoscopic images. The model can provide reliable guidance and minimize the risk of adverse 

events and offline for objective performance assessment in LC.  

  

A dataset that combines 1550 images was prepared by extracting selected frames from 

Laparoscopic Cholecystectomy videos and was annotated by the Fiji annotator to feed the 

proposed segmentation model. An Auto-Encoder model was built and trained on part of the 

prepared dataset to produce the desired weights that were used as initial weights for the U-Net 

encoder layers.  

 

Five experiments were developed to prove the efficiency of the proposed model, 

where each experiment was trained with different weights and data preprocessing approaches 

and was tested on part of the dataset. Five cross validation techniques were deployed for each 

experiment to estimate the performance of unseen data, and to ensure that the model can be 

generalized. A hybrid loss function was used to calculate the loss of the output results from 

different levels, and different evaluation metrics were calculated to evaluate the model 

performance as a segmentation model.  

 

A very powerful Google Cloud Platform runtime was used to build the model, where 

a Tesla P100-PCIE-16GB GPU with up to 56 multiprocessors and 16280MB of memory was 

deployed. The trained model was tested using part of the dataset kept for the prediction, in 

addition to new images that contain challenging cases to check the model efficiency in 

segmenting the intended hepatocytic landmarks. The proposed model was used to segment LC 

videos, where the processing time for each frame equals 24ms with a flexible frame per second 

rate and it can generate two views of the segmented video. 
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8.2 Contributions 
 

• Contributions of this dissertation include building a deep neural network that combines 

Auto-Encoder as weight initialization with a U-Net segmentation model to 

automatically highlight cystic duct and cystic artery anatomy that are very important in 

the prediction of CVS criteria achievement. Autoencoders of U-Net can efficiently 

predict hepatocytic landmarks when applied to LC images. The proposed model was 

tested and showed promising results with smooth and accurate predictions on tested 

images and videos. 

 

• Another contribution of this work is preparing a precisely confirmed dataset for 

Laparoscopic Cholecystectomy. The dataset compromising 1550 images with its 

related labeled masks was prepared and confirmed by expert surgeons. 

 

8.3 Limitations 
 

• Memory usage, where image segmentation task needs large memory. The system fails 

when the images were cropped into patches instead of resizing, which limits extracting 

more features.  

• The sample size of videos (i.e., 200 videos) could be viewed as a relatively small sample 

size, although this study has the second largest sample size among the reported studies. 

• The proposed model’s timing performance applies on prerecorded videos only. 

 
8.4 Future Work 
 
       Recommendations for future research projects are as follows: 

 

• Obtaining more Laparoscopic Cholecystectomy videos from different sources can 

improve and generalize the proposed model results. 

• Working with a more powerful machine with more RAM can help in utilizing the 

image’s resolution without the need of resizing, by cropping each image into patches, 

which will help in extracting more features. 

• Deploying different segmentation models with different modifications. 

• Working towards real time segmentation during LC procedures. 
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