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ON PHISHING: PROPOSING A HOST-BASED MULTI-LAYER PASSIVE/ACTIVE
ANTI-PHISHING APPROACH COMBATING COUNTERFEIT WEBSITES

Wesam Harbi Fadheel, Ph.D.

Western Michigan University , 2023

Phishing is the starting point of most cyberattacks, mainly categorized as Email, Websites,

Social Networks, Phone calls (Vishing), and SMS messaging (Smishing). Phishing refers to an

attempt to collect sensitive data, typically in the form of usernames, passwords, credit card num-

bers, bank account information, etc., or other crucial facts, intending to use or sell the information

obtained. Similar to how a fisherman uses bait to catch a fish, an attacker will pose as a trustworthy

source to attract and deceive the victim.

This study explores the efficacy of host-side APT (Anti-Phishing Techniques) based on Website

features like Lexical, Host-Based, or Content-Based features to identify a cloned Website, whether

Malicious or Benign, to combat Website Phishing attacks. Unfortunately, host-side APT based on

signature statistical methods are passive and have limitations; as a result, a well-crafted Website

can bypass them. These passive APT rely on loose ends, like misspellings or strange fonts, etc.,

to detect a malicious and benign Website which is ineffective because attackers can use advanced

tools, such as Website cloning software, to create counterfeit Websites that are virtually indistin-

guishable from legitimate sites. Furthermore, exclusively relying on aggregators’ information can

be problematic as they may quickly become outdated. Finally, using too many attack indicators or

features can lead to more false positives and be resource-intensive, as managing numerous feeds



can be challenging.

Despite recent advancements in Host-Based APT based on Website features to combat counter-

feit Websites, significant challenges regarding the passive nature of APT based on Website features

still need to be addressed for this technology to mature. In order to address these challenges, we

propose a Host-Based multi-layer Anti-Phishing-Website solution.

The first layer in our proposed multi-layer solution is a passive APT as L1 model, which mainly

focuses on detecting (D) and classifying (C)Webpages (W) as Benign (B) or Malicious (M) based

on their Lexical (L), Host-Based (H), Content (C), or a combination of (LHC) features - (DC model

based on W – LHC).

The second layer in our proposed multi-layer solution to address the limitations regarding the

passive nature of L1 model is an active APT as L2 model – Detection (D), Prevention (P), and

Classification (C) (DPC) model based on Benign (B) Webpage (W) Traffic Behavior (TB) – (DPC

model based on B – WTB). L2 model classifies L1 model Benign Webpages as either Benign-

Benign (BB), Benign-Suspicious (BS), or Benign-Malicious (BM) Webpages based on their traffic

behavior to access restricted resources.

L2 model is an active network detection and response approach deployed to detect suspicious

Website activities on networks, using a combination of machine learning (ML), advanced analytic

and rule-based detection. L2 model solution is able to provide anomaly/threat detection, by con-

tinuously analyzing raw traffic and/or flow records to build models that reflect normal Website

network behavior.

L2 model achieves 90.07%, 91.85%, and 92.62% accuracy, using KNN, LR, and SVM machine



learning algorithms. In addition, the implementation of the proposed L2 model shows a significant

observation regarding classified Webpages’ attempt to access restricted resources based on their

maximum number of access violation attempts for each of the restricted resources and an accu-

mulative number of access attempts over time for each violation access attempts on the restricted

resources.

In summary, the proposed Host-Based multi-layer Anti-Phishing-Website solution addresses

the limitations of passive APT models by incorporating an active APT approach based on real-

time Website interaction and behavior analysis. The combination of both models provides a more

comprehensive approach to combating counterfeit Websites.
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CHAPTER1

INTRODUCTION AND BACKGROUND

1.1 Introduction

Cyber threats have experienced an alarming surge, particularly in the form of Phishing attacks

that dominated the threat landscape. Phishing is the term used to describe an attempt to get sen-

sitive information with the intent to use or sell it, generally in the form of usernames, passwords,

credit card numbers, bank account information, etc. An attacker will pretend to be as a trustworthy

source to entice and deceive the victim, much like a fisherman uses bait to catch prey. Attack-

ers are utilizing credential Phishing as their primary method of attack and are employing various

tactics including using multiple channels such as Email, Websites, Social Networks, Phone calls

(Vishing), and SMS messaging (Smishing) to increase the volume of attacks. They are also using

AI and social engineering tactics to avoid detection [1].

Menace beneath trusted services and technologies [2] [3] — there is a growing trend among

hackers to hide Phishing and malware threats behind trusted services and technologies. This evo-

lution is seen in the use of trusted domains to host attacks, with 32% of all threats detected in

2022 being hosted on reliable services like Microsoft, AWS, Google, ipfs.io, Cloudflare-ipfs.com,

and others. The advantage of using these trusted domains is that they are difficult to detect using

reputation-based threat detection and are not immediately flagged by security vendors. This gives

hackers more time to carry out their attacks. Therefore, attackers often choose to use trusted ipsf

1



gateways to perpetrate their attacks.

A noticeable trend from the previous year is the major rise in location-masking, an evasive

technique that hides the location of URLs hosting malware and phishing sites. In comparison

to 2021, there were 36% more malicious URLs that were hidden behind a proxy or geolocation-

masking service. In contrast to 70% in 2022, only 49% of high-risk URLs were obscured in that

year. This increase suggests that concealing the location of a malicious URL is now simpler than

ever, and that more attackers may have discovered this technique.

Location-masking is very common among high risk URLs containing malware. Compared to

two-thirds of Phishing Websites, 82.1% of the high-risk URLs that were hosting malware were

hiding their geolocation. Particularly if they are situated in a ”known-good” nation like the U.S., it

is possible that at least some Phishing Websites deliberately disclose their location in order to avoid

being blacklisted by geolocation-based filtering. Almost 72% of all malware URLs for which the

country of origin was identified were hosted by these five nations jointly. The U.S. stands out when

it comes to hosting Phishing Websites (as shown in Figure 1.1).

Figure 1.1: Most hosted Phishing Websites by countries [3].

2



HTTP and HTTPS many users mistakenly believe that Websites with HTTPS are secure and

that the padlock icon displayed in the browser signifies the site’s legitimacy. Unfortunately, attack-

ers are cognizant of this misconception and exploit it by registering domains, obtaining certificates,

and using them to create malicious Websites.

The number of Phishing Websites using HTTPS grew significantly in 2022, indicating that

domain registrars and certificate-issuing authorities are becoming less effective at preventing crim-

inals from obtaining these credentials. On average, in 2021, only 32% of Phishing Websites de-

tected used HTTPS, but in 2022, this percentage grew to 49.3%, representing a 55.5% year-over-

year increase.

Malicious IP Addresses Bubble – in 2022, the average count of active threat IPs was around

7.9 million, showing growth from the previous year. In addition, there was a rise in bubble, with

roughly 1.3 million malevolent IPs emerging and vanishing monthly. This pattern is due to attack-

ers frequently shifting between IPs to dodge block lists. They briefly use an IP, halt its activity,

move to another, and eventually return to the initial IP. The idea behind this is that during each

pause, the absence of malicious behavior may lead cybersecurity services to consider the IP safe,

thus removing it from block lists—resulting in a bubble.

In 2022, 50,000 highly active malicious IP addresses came from 164 countries. However, 90%

of these addresses were hosted in just 24 countries. Out of the 50,000 addresses, 66% were hosted

in only five countries, with the United States being the most significant contributor at 31.5%,

followed by China, the Netherlands, Vietnam, and Germany (as shown in Figure 1.2).

In summary, to avoid detection, attackers use trusted servers and businesses, employ AI, social-

engineering tactics, and change their approach to attacks. Consequently, organizations must shift

3



Figure 1.2: Most hosted malicious IP address by Countries [3].

away from traditional security practices and outdated tools and adopt a modern security strategy

that includes robust AI-based Phishing controls. These controls should be able to tackle all types

of Phishing attacks and offer a comprehensive multi-layered protection measure.

1.2 Definitions and Background

The section goal is to define key terms and provide background information on topics like

Phishing and Web concepts that will be covered in this dissertation. Understanding these concepts

is important for developing and securing web-based applications, as well as for identifying and

mitigating web-based threats like Phishing attacks.

1.2.1 Phishing — Related Concepts

This section aims to clarify various Phishing-related concepts such as the definition of Phishing,

Phishing types, and Website Phishing attacks, the particular reason for that is individuals who are

new to the Phishing or are used inaccurately commonly misuse or misinterpret such terms.
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1.2.1.1 Phishing — Definitions and Background

Phishing is an attempt to get sensitive information such as usernames, passwords, credit card

numbers, bank and cryptocurrency account information, or other critical data to use or sell the

information. Phishing, which poses a risk to both customers and organizations, is currently the

Internet crime with the quickest growth rate. An attacker lures the victim in to trick them, much

like a fisherman uses bait to catch a fish, by pretending to be a reliable source, sometimes with an

alluring request and other times with a harsh consequence. These efforts typically take the shape

of an email, text message, or incorrectly spelled website Link that appears to be from a reputable

company but is actually from an evil entity.

A phishing example is the “Corona Update,” which shows how scammers use deceit and instill

a sense of urgency to succeed [4]. For instance, a screenshot (as shown in Figure 1.3) depicts as a

Phishing attempt that aims to obtain the victim’s Microsoft OneDrive account login details. With

more people working from home, the attacker utilized the pervasiveness of document sharing via

OneDrive.

Figure 1.3: Corona Update: Phishing example.
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Phishing can be broadly categorized into five main types (as shown in Figure 1.4): Email,

Website, Social Networking, Phone Calls (Vishing), and SMS messages (Smishing). Here is a

brief description of each [5]:

Figure 1.4: Phishing types.

(1) Phishing Email — Phishing via email is a common form of this crime. Attackers will cre-

ate counterfeit domains that impersonate legitimate businesses and send thousands of un-

specific requests (as shown in Figure 1.5). In most cases, links take users to fraudulent

websites that steal login information or download malware onto their devices. Alterna-

tively, they might send emails with the sender’s name only showing as ”Amazon” in the

recipient’s inbox by using the sender’s name as the local email address (for example, ama-

zon@domainregistrar.com).

(2) Phishing Website — a phishing attack involving creating counterfeit websites resembling

legitimate websites’ look and feel to trick victims into divulging sensitive information. These

counterfeit websites may be designed to look like the login page for a bank, social media site,

or online retailer, for example. Phishing websites aim to convince victims to enter their login

credentials or other sensitive information into the fake website, which the attacker can use

for malicious purposes.
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Figure 1.5: Email Phishing.

Phishing Website attacks can be very effective because they rely on people’s trust in famil-

iar websites. Attackers use various tactics to make fake websites look legitimate, such as

copying the design and layout of the real website, using a similar domain name or URL, and

even using HTTPS encryption to make it appear that the connection is secure. Victims may

be less likely to question the legitimacy of a website that looks similar to the one they use

regularly.

(3) Social Networks Phishing — are most frequently used to provide links to Phishing Websites

and Web applications or instructions to download and install software, including a malicious

script on users’ devices.

(4) Phone Calls (Vishing) Phishing — is Phishing conducted over voice technology. Voice-

over-IP technology enables criminals to fake calls from legitimate sources such as a bank or

government agency (as shown in Figure 1.6). Victims could also get a recorded message that

seems to be from a legitimate source. These con artists often employ social engineering to
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trick their victims into downloading malware in the form of an app and installing it on their

devices.

Figure 1.6: Phone Calls (Vishing) Phishing.

(5) SMS messages (Smishing) Phishing — a portmanteau of the words ”SMS” and ”Phishing”—

is the practice of sending text messages that appear to have been sent by a trusted brand, such

as FedEx or Amazon (as shown in Figure 1.7). In an effort to win the victim’s trust, criminals

pose as trustworthy sources. For instance, a Smishing attack can send the target a link to a

website that, when clicked, malware is downloaded into the victim’s mobile device.

Figure 1.7: SMS messages (Smishing) Phishing.

1.2.1.2 Website Phishing — Some Common Attacks

This section aims to introduce some common Website Phishing attacks such as Cross-Site

Scripting (XSS), Distributed Denial of Service (DDoS), and SQL (Structured Query Language)

Injection (SQLi) attacks. Here is a brief description of each:
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(1) Cross-Site Scripting (XSS) — A web application’s Cross-Site Scripting (XSS) vulnerability

enables an outsider to run a script in the user’s browser on the web application’s behalf. One

of the most pervasive security flaws on the internet today is cross-site scripting [6]. Using

XSS against a user can result in several adverse outcomes, including malware infection,

account compromise, account termination, privilege cancellation, etc.

There are two types of XSS attack. Here is a brief description of each:

(a) The Reflected XSS Attack — is a type of XSS attack where the input provided by

the attacker needs to be executed every time the attack is carried out. In this type of

attack, the attacker delivers a payload directly to the victim, which appears as a script

in the response after the victim requests a page with a request containing the payload

(as shown in Figure 1.8). Reflected XSS attacks are often delivered through a search

field or other inputs that reflect user input back to the page.

Figure 1.8: The Reflected XSS attack.
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(b) Stored XSS — is an XSS attack where the payload is stored on the server and executed

every time the victim accesses the page (as shwon in Figure 1.9). In Stored XSS, the

attacker injects a malicious script into the web application, which is then stored on the

server. Then, the script is executed whenever a user accesses the page containing the

injected script.

In contrast to Reflected XSS, the payload in Stored XSS is not delivered directly to the

victim; instead, it is stored on the server to make the script run on each visit without

the payload being submitted again.

Figure 1.9: The Store XSS attack.

(2) Distributed Denial of Service (DDoS) Attack — Websites may be offline for a long time

as a result of DDoS attacks, also known as distributed denial of service attacks [7]. This

results in lost sales and a bad user experience. A central hub, which manages numerous

bots on a ”botnet” dispersed over hundreds of computers globally, is frequently used to
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coordinate these attacks. Attackers employ these bots to overwhelm the functionality of

websites by flooding them with requests or by abusing the login process (as shown in Figure

1.10). DDoS assaults can be launched in a variety of ways, such as through eavesdropping

on hosting service protocols, IP spoofing, or starting HTTP floods that target the POST or

GET commands in HTTP instructions.

Figure 1.10: The DDoS attack.

(3) SQL (Structured Query Language) Injection (SQLi) Attack — SQL is the most popular

programming language for coding structured databases for websites, mainly for managing

product information and payment portals [7]. Unfortunately, SQL has a serious weakness:

SQL injection (SQLi) attacks. SQLi attacks are a significant vulnerability that can target

a company’s SQL database by fooling it into accepting illegitimate queries. If successful,

SQLi attacks allow attackers to bypass authentication stages and access sensitive data, in-

cluding financial and payment details, which can result in significant financial losses and

damage to a company’s reputation.
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1.2.2 Web — Related Concepts

This section aims to clarify various web-related concepts such as web pages, websites, web

servers, search engines, static and dynamic Webpage and Webpage features, as such terms are

commonly misused or misinterpreted, especially by individuals who are new to the web.

1.2.2.1 Web — Definitions and Background

A Webpage — often called a ”page.” is an HTML document that can be accessed using a web

browser and provided by a website [8]. A website often called a ”site.”, typically includes a group

of interlinked web pages that contain a variety of multimedia content such as text, images, videos,

audio files, and interactive elements like forms or buttons. The pages are designed to be navigated

using hyperlinks, which connect one page to another and enable users to explore the site’s structure

and content. Websites can be created for a wide range of purposes, such as sharing information,

promoting products or services, providing educational resources, or enabling online transactions.

The design and layout of a website are typically determined by the website’s purpose and the

preferences of its target audience.

A web browser — is a software application that allows users to access and view web pages on

the internet. It retrieves web content using the HTTP protocol and displays text, images, videos,

and multimedia elements. Web browsers also provide features such as hyperlinks, bookmarks, and

search capabilities to interact with web content and can also support various extensions, add-ons,

and plugins to provide additional functionality such as ad-blocking, password management, and

social media integration. They can also implement security measures such as anti-phishing and

anti-malware features to protect users from malicious web content.
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Web browsers can run on various operating systems such as Windows, macOS, Linux, and mo-

bile operating systems such as Android and iOS. Popular web browsers include Google Chrome,

Mozilla Firefox, Apple Safari, Microsoft Edge, and Opera.

Overall, web browsers are crucial tools for accessing and interacting with web content, and

their features, performance, and security are essential for providing a high-quality web browsing

experience.

A web server — is a computer that hosts a website and serves web pages to users over the

internet. It is responsible for storing the web content, such as HTML pages, images, videos, and

other multimedia files, and delivering it to clients when requested.

When a user enters a website’s URL into their web browser, the browser sends a request to the

web server hosting the website. The web server processes the request, retrieves the requested web

content from its storage, and sends it back to the client’s web browser for display.

A web server typically uses the HTTP (Hypertext Transfer Protocol) or HTTPS (HTTP Secure)

protocol to communicate with clients and can also be configured to support various security proto-

cols such as SSL/TLS encryption, which helps to secure data transmission between clients and the

server.

The server can host multiple websites, each with its own domain name or IP address. Web

servers can run on various operating systems such as Windows, Linux, or macOS and can use

different web server software, such as Apache, Nginx, or Microsoft IIS. Web servers can also

be used for various tasks such as hosting web applications, running databases, or handling email

traffic. They can be configured and managed using various tools and techniques to optimize their

performance, security, and reliability.
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Overall, web servers play a crucial role in serving web content to users over the internet, and

their performance, security, and reliability are essential for delivering a high-quality web experi-

ence.

A search engine — is a web service that helps users find information on the internet by indexing

and ranking web pages based on their relevance to specific search queries. Popular search engines

include Google, Bing, Yahoo, and DuckDuckGo.

Search engines use complex algorithms and techniques to crawl and index web pages, analyze

their content, and determine their relevance to specific search queries. They can also support

advanced search features such as filtering, sorting, and language options to help users refine their

search results.

To use a search engine, users can enter keywords or phrases related to the information they are

looking for, and the search engine will return a list of web pages that match the query. The search

results are ranked based on various factors such as the relevance and popularity of the web pages.

Overall, search engines play a vital role in helping users find relevant information on the in-

ternet, and their accuracy, relevance, and usability are essential for providing a high-quality search

experience.

Static web pages — are web pages that have fixed content that remains the same every time the

page is loaded [9]. They are created using HTML and may include images and other media, but

the content is typically fixed and does not change based on user input or other variables. Static web

pages are often used for websites that have content that does not need to be updated frequently,

such as personal websites or small business sites (as shown in Figure 1.11).

Dynamic web pages — on the other hand, are web pages that have content that can change
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Figure 1.11: Architecture of Static Website.

based on user input, user behavior, or other variables [9]. Dynamic web pages are created using

programming languages such as PHP, Python, or JavaScript, and typically use databases to store

and retrieve information (as shown in figure 1.12). Dynamic web pages can be used for a variety

of purposes, such as e-commerce sites, social media platforms, or online news websites. They are

often more complex to build and maintain than static web pages but can provide a more interactive

and engaging user experience.

Figure 1.12: Architecture of Dynamic Website.

Overall, both static and dynamic web pages are important in web development, and the choice

of which to use depends on the specific needs of the website or application being developed.
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Client-side — refers to the part of the web development process that involves creating code

that runs on the client’s computer or device, typically within a web browser [10]. This includes

languages like HTML, CSS, and JavaScript. Client-side code is responsible for creating the user

interface and enabling user interaction with the web page. It is executed on the client-side, meaning

on the user’s device or browser.

Server-side — on the other hand, refers to the part of web development that involves creating

code that runs on a server [10]. Server-side code typically includes programming languages such

as PHP, Python, Ruby, and Java, among others. Server-side code is responsible for processing user

requests, interacting with databases, and generating dynamic web pages that are then sent to the

client’s browser for display.

In summary, client-side is responsible for creating the user interface and enabling user interac-

tion, while server-side is responsible for processing user requests and generating dynamic content.

Both are important components of web development and work together to create the user experi-

ence.

Client-side scripting — refers to the process of writing code that runs on the client’s browser or

device (as shown in Figure 1.13), typically using languages such as JavaScript, HTML, and CSS

[10]. Client-side scripts are executed on the user’s device and can be used to create interactive web

pages that respond to user input without requiring a round-trip to the server. Examples of client-

side scripting include form validation, dynamic image galleries, and interactive games. Client-side

scripting can be a powerful tool for creating engaging user experiences but can also be vulnerable

to security threats such as cross-site scripting (XSS) attacks.
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Figure 1.13: Client-side scripting.

Server-side scripting — on the other hand, refers to the process of writing code that runs on the

server (as shown in Figure 1.14), typically using languages such as PHP, Python, Ruby, and others

[10]. Server-side scripts are executed on the server and generate dynamic web pages that are sent

to the client’s browser for display. Examples of server-side scripting include generating web pages

from databases, processing user input, and performing server-side validation. Server-side scripting

can be more secure than client-side scripting because it does not require exposing the source code

to the client’s browser, but can also be more resource-intensive and require more server resources.

Figure 1.14: Server-side scripting.

In summary, client-side scripting and server-side scripting are two approaches to scripting in

web development. Client-side scripting runs on the client’s browser and can be used to create

interactive web pages. Server-side scripting runs on the server and generates dynamic web pages

sent to the client’s browser for display. Client-side scripting is vulnerable to security threats, while

server-side scripting can be more secure but resource-intensive. Both approaches are important and

often used together. The choice of approach depends on the specific requirements of the website

or application being developed.
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1.2.2.2 Webpage Features — Related Concepts

Webpage features can be broadly categorized into three main types: lexical, content-based, and

host-based features [11]. Here is a brief description of each:

(1) Webpage Lexical (L) features — in the context of Webpages are statistical characteristics

derived from the literal URL (Uniform Resource Locator) string (as shown in the Table

1.1). These features may include factors such as the URL’s length, the quantity of digits

within the URL, the number of parameters in its query component, and whether the URL

is encoded using special characters or percent-encoding etc. The Webpage Lexical features

count approximately more than 30 features.

Table 1.1: Some of the Webpage Lexical (L) features.

Webpage Lexical (L) Features
No. Feature Name Description
1. URL Length Total number of characters in URL.

2. URL Schema

The URL’s schema or protocol represents
the set of the rules that decide how files
would be display and formatted and how data
would be transported across the web

3. Number of Periods Number of ’.’ in URL string.
4. Has Keyword ’server’ URL string contains a keyword ’server’.
5. Number of Sub-directories Number of sub-directories in URL path.

6. URL Host Length
The total number of characters in the domain
or host name. For example: ’google.com’
will have character length of 10.

...
The Webpage Content-based features count more than 24 features.

(2) Host-based (H) features — in the context of Webpages are obtained characteristics of the

host-name properties of a URL. They provide information about the website’s hosting provider

(as shown in Table 1.2), including the country of registration, domain name properties, open
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ports, named servers, connection speed, and time to live from registration etc.The Webpage

Host-based features count approximately more than 21 features.

Table 1.2: Some of the Webpage Host-based (H) features.

Webpage Host-based (H) Features
No. Feature Name Description
1. Number of subdomain Total number of registered sub domain associated with host.
2. Registered date Domain registration date from whois data.
3. Open ports Ports open on host (from shodan data).
4. Host is live If the host is online.
5. ISP Internet service provider of host.
6. Hosting Country Country of registration (from whois data).

...
The Webpage Host-based features count more than 21 features.

(3) Content-based (C) features — in the context of Webpages are obtained from the HTML code

of the Webpage (as shown in Table 1.3). These features capture the structure of the Webpage

and the content embedded in it, including information on script tags, embedded objects,

executables, hidden elements, etc. These features are important because they can reveal the

presence of malicious elements such as hidden iframes or embedded executables, which are

often used by attackers to deliver malware to the victim’s computer.

Table 1.3: Some of the Webpage content-based (C) features.

Webpage Content-based (C) Features
No. Feature Name Description
1. Number of Script Tags Total number of scripts included in the page.
2. Number of HTML tags Total number of the HTML tags on page.
3. Number of the Iframe Total number of iframe tags on page.
4. Number of embeds Total number of embed tags on page.
5. Average Script length Average length of all scripts tag contents.
6. Length of HTML Total number of characters in the HTML page excluding tags.

...
The Webpage Content-based features count more than 24 features.

Webpage Content-based features can also provide information about the layout and structure
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Figure 5.4):

Figure 5.4: The L2SB environment.

The Minimalistic Secure Resources List (MSrL) – is a list of secure resources that NT SA

has assigned to a Webpage following the conditions necessary for the Webpage to function in the

Sandbox environment.

The Dummy Resources List – Honeypot [75] (DrL) is a secure network attached system con-

sisting of a list of fictitious resources used as a decoy to reveal the attacker’s intended objectives.

The Control Unit (CU) – is a unit that handles Webpage resource access requests for MSrL and

DrL and reports Webpage access requests to the DPC environment.

The proposed L2 model classifies the Webpage based on its TB attempts to access the restricted

resources in the NT .

Let’s assume:

• A host in NT can request Webpage, Wi, where i = {1, 2, 3, . . . n}.

• ri is a resource in NT , where i = {1, 2, 3, . . . n}.
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• DrL is a list {1, 2, 3, . . .K} of N resources that Wi cannot access in NT , and DrL initial list

values are {0, 0, 0, . . .K}.

• MSrL is a list {1, 2, 3, . . .M} of N resources that Wi can access NT .

5.2.2 Detection Component

In the detection component, the Webpage TB is monitored and recorded based on two factors:

The Webpage’s total number of attempts to access resources in the DrL list and the accumulative

number of Webpage attempts to access each resource in the DrL list during its execution time.

When Wi accesses DrLj , where j is the jth resource of K in the DrL list, DrLj will be set to 1

as an indication that Wi attempts to access one of the restricted resources in the DrL list, as shown

in Equation 5.1.

(5.1)

Where i in W is the ith Webpage that Host requests in NT , while j in DrL is the jth of K

resources Wi attempts to access.

For example, let K be the size of DrL, where K = 10, W1 attempts to access the 1st, and 3rd

resources in DrL of resources over time T . Time T is W1’s execution time in NT from the start

until termination.

According to Equation 5.1, the 1st and 3rh resources in DrL for W1 will be set to 1, and the rest

of the resources in the DrL will remain 0.
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Total access attempt factor – A Wi will attempt to access one or more resources in DrL over

Time T [76] and [77]. Time T is Wi execution time in NT from the start until termination. It is

essential to record the total number of resources in the DrL that Wi attempts to access because it

shows how sparse Wi attempts access over the DrL, which reflects Wi TB, either Benign, Suspi-

cious, or Malicious in NT .

Using Equation 5.1, TrA (Total restricted Access) is calculated, the total number of Wi attempts

to access restricted resources j in the DrL, as shown in Equation 5.2.

TrAWi =
∑

DrLWi
j (5.2)

For example, let the K be the size of the DrL, where K = 10, W1 attempted to access the 1st,

5th, and 7th resources in DrL of resources over time T . According to Equation 5.1, the 1st, 5th,

and 7th resources in DrL for W1 are set to 1, and the rest remain 0. Using Equation 5.2, W1 made

3 restricted attempts to access W1 DrL. Therefore, the TrAW1 = 3.

Accumulative access over time factor – A Wi will attempt to access one or more resources in

DrL over and over during its execution Time T . The total number of Wi’s restricted attempts to

access each resource in the DrL over and over will reflect Wi TB, which is either Benign, Suspi-

cious, or Malicious, during its execution time in NT . It is essential to show how Wi consistently

violates DrL resources over and over during its execution time.

To calculate ArT (Accumulative restricted access over Time T ), the total number of times Wi

attempts to access each resource in DrL over and over during its execution Time T , as shown in

Equation 5.3.
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ArTWi =
∑
K

∑
T

DrLWi
j (5.3)

For example, let the K be the size of DrL, where K = 10, W1 attempted to access the 1st,

5th, and 7th resources in DrL of resources over time T . Let time T = 100, which is the execution

time of W1 in NT . Let’s assume W1 attempts to access the 1st resource in DrL 30 times during its

execution time T , W1 attempt to access the 5th resource in DrL 15 times, and the 7th resource in

DrL 20 times.

According to Equation 5.3, the total number of W1 attempts to access the 1st, 5th, and 7th

resources in DrL during its execution time over and over is the summation of the total attempts

during T . Therefore, the ArTW1 =
∑

30 + 15 + 20 = 65 in total.

5.2.3 Classification Component

The classification component in the L2 model will reflect L1 Wi TB if it’s either Benign (B),

Suspicious (S), or Malicious (M) during its execution time T in L2SB. The classification of L1 Wi

will be achieved by associating TrAWi in Equation 5.2 and ArTWi in Equation 5.3 outcome.

Using Equation 5.2 – TrAWi constraint, let us partition DrL into three thresholds: Benign,

Suspicious, and Malicious (as shown in Figure 5.5) based on Wi maximum number of access

violations to K in DrL.

Where {1, 2, ...α} of K in DrL – reflects the maximum number of Wi violation attempts to

be labeled as Benign. {1, 2, ...β} of K in DrL – reflects the maximum number of Wi violation

attempts to be labeled as Suspicious. {1, 2, ...K} of K in DrL – reflects the maximum number of

Wi violation attempts to be labeled as Malicious.
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Figure 5.5: Partitioning DrL to three thresholds: Benign, Suspicious and Malicious
based on Wi maximum number of access violation to K in DrL.

Suppose Wi made from 1 to 2 recourse violation attempts to access DrL. In that case, it will be

labeled as Benign because we will give the benefit of the doubt if there is an NT issue or system

incompatibility of some soured causing such a violation. For this study, if Wi made 0 resource

violation attempts to access DrL, it will be labeled as a Benign Webpage. If Wi made 3 to 5

resource violation attempts to access DrL, it would be labeled as a Suspicious Webpage. If Wi

made from 6 to K resources violation attempts to access DrL, it would be marked as a Malicious

Webpage.

Using Figure 5.5 constraint, TrAWi can be labeled as Benign (B), Suspicious (S), or Malicious

(M), as shown in Equation 5.4.

(5.4)

Using Equation 5.3 – ArTWi constraint, let us partition DrL to three thresholds: Benign, Suspi-

cious, and Malicious (as shown in Figure 5.6) based on Wi accumulative number of access attempts

over time T (T is Wi execution time from the start until termination) for each accessed resource in

DrL.
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Figure 5.6: Partitioning DrL to three thresholds: Benign, Suspicious and Malicious
based on Wi accumulative number of access attempts over time T

for each accessed resource in DrL.

Where {1, 2, ...X} of T in DrL – reflects the accumulative number of Wi violation attempts for

each resource in DrL to be labelled as Benign. {1, 2, ...Y } of T in DrL – reflects the accumulative

number of Wi violation attempts for each resource in DrL to be labeled as Suspicious. {1, 2, ...T}

of T in DrL – reflects the accumulative number of Wi violation attempts for each resource in DrL

to be labelled as Malicious.

Using Figure 5.6 constraint, ArTWi can be labeled as Benign (B), Suspicious (S), or Malicious

(M), as shown in Equation 5.5.

(5.5)

To reflect Wi TB - W TB
i (Label) to either Benign, Suspicious, or Malicious, as shown in Equa-

tion 5.6, Equation 5.4 and 5.5 are used as follow:
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(5.6)

For example, let K = 10, so DrL is {1, 2, 3, ...10} of resources. Let α = 2 and β = 5. Let

Time T = 100, and X = 20, and Y = 59, then plug in all the given numbers in Figures 5.6 and

5.5 and Equations 5.4 and 5.5.

• If W1 attempted to access only the 7th resource of the K resources in DrL over time T , so

DrLW1
7 be labeled 1, and the rest in DrL are 0. W1 repeatedly attempted to access the 7th

resource in DrL 15 times during its execution time T in NT . Then TrAW1 = 1 is Benign

according to Equation 5.4, and ArTW1 = 15 is Benign according to Equation 5.5. Therefore,

using Equation 5.6, W TB
1 (label) = Benign.

• If W2 attempted to access the 2ed, 7th, and 8th resources of the K resources in DrL over

time T , so DrLW2
2 , DrLW2

7 , and DrLW2
8 be labeled 1, and the rest in DrL are 0. W2

repeatedly attempted to access 2ed, 7th, and 8th resources in DrL 30, 40, and 25 times during

its execution time T in NT . Then TrAW2 = 3, and ArTW2 = 95. Therefore, using Equation

5.6, W TB
2 (label) = Malicious.

Looking at the previous example, W1 and W2 were classified based on the L2 model. This

means W1 and W2 pass the L1 model classification as Benign Webpages. Therefore, it need to

classify Wi according to L1 and L2 models, as shown in Figure 5.3.
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Let WLHC
i (Label) represents the L1 classification model and W TB

i (Label) represents the L2

classification model as shown in Equation 5.6.

To conduct the final classification according to Figure 5.3 for W1 and W2 labels, Equation 5.7 is

used. W1 was labeled Benign because it passes the L1 model. Also, according to the L2 model clas-

sification using Equation 5.6 result, W1 was labelled as Benign. Therefore, Webpage1(Label) =

Benign Benign. While W2 was labeled as Benign because it passes the L1 model, according to

the L2 model using Equation 5.7 result, W2 was labeled Malicious. Therefore, Webpage2(Label) =

Benign Suspicious.

(5.7)

5.2.4 Proactive Prevention Component

A security concern raises a question: When a Webpage passes L1 model classification as a

Benign to L2 model and shows signs of Suspicious or Malicious TB activity during its execution

that compromises the host device or network? What is the deterrent security measure to avoid

system failure and stop assaults from propagating?

To avoid such a security risk, the study proposes an Inversely Authorized Resources Access

Privileges Proportional Variable (IrA), reflecting the proportionally increased attempts to access

unauthorized resources on the DrL by Webpage (as shown in Equation 5.8). In other words, if the
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number of attempts to access DrL resources increases, the number of privileged to access MSrL

resources will decrease.

IrAWi = ((TrAWi/10 ∗ K

M
) ∗ (M)) (5.8)

For example, let N = 100 resources in NT . Let the K be the size of the DrL, where K = 10

of N . So, W1 is unauthorized to access 10 resources out of 100. W1 is authorized to access 90

resources only.

W1 attempted to access the 1st, 5th, and 7th resources in DrL of resources over time T . Using

Equation 5.1, the 1st, 5th, and 7th resources in the DrL set are labeled 1, and the rest of the DrL

of resources are labeled 0. Using equation 2, W1 made 3 unauthorized attempts to access the DrL.

Therefore, the TrAW1 = 3, which is Suspicious TB. To deter W1 Suspicious TB, we reduce W1

accessed resources in MSrL using Equation 5.8.

IrAW1 = ((TrAW1/10 ∗ 0.11) ∗ 90)

IrAW1 = ((3/10 ∗ 0.11 ∗ 90)

IrAW1 = 36.90%

W1 will lose 36.90% of accessed resources in MSrL, reflecting the proportional increase for

W1 accessing resources in DrL.

5.3 Materials, Implementation, and Results

Used Martial’s – in this study, the URL dataset (ISCX - URL2016) [78] [17] LHC – features

based (ISCX), includes 10369 records of 14 LHC features, split to 5595 Malicious Webpages, and
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4774 Benign Webpages, is used as an input to L1 model. Machine Learning Algorithms (MLA): K-

nearest neighbors (KNN) [79], Logistic Regression (LR) [80] and Support Vector Machine (SVM)

[81] are used to build an L2 classification model. The confusion matrix [82]: (Precision, Recall,

F1 – Score, and Accuracy) is used as an assessment measures for MLAs models.

Implementation – ISCX dataset was fed into the L1 model, as shown in Figure 5.1, to classify

Webpages into Malicious or Benign. Then L1 Benign Webpages were fed into the L2 model, as

shown in Figure 5.2, to classify the Benign Webpages to either BB, BS, or BM. For the L2 model

to achieve its objective, all of its components (as shown in Figures 5.2 and 5.4) must operate simul-

taneously. The CU will flag Wi attempts to access any ri in DrL as a violation when Wi make an

attempt. Additionally, the CU will keep track of any repeated violation attempts to access ri in DrL

that are made during Wi execution time. To achieve their objective, the CU will simultaneously

distribute Wi TB to the L2 components – DCP. In this study, the proposed L2 model Webpages TB

values were randomly generated using Normal Random Distribution [83], matching the proposed

L2 model methodology criteria in section II to generate MM, BB, BS, and BM classes. The DrL

was set to K = 10 resources, and the MSrL was set to M = 90. The final dataset resulted from

L1 and L2 models’ implementations, as shown in Figure 5.2, 3233 MM Webpages, 2178 BB Web-

pages, 2595 BS Webpages, and 2362 BM Webpages. The DrL was set to K = 10 resources, and

the MSrL was set to M = 90.

Implementation Results – the proposed L2 model implementation results are divided into MLA

models (KNN, LR, and SVM) assessment measures and Webpages TB observation in L2 access

unauthorized resources.
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The overall accuracy results for all classes regarding MLA using ISCX dataset (as shown in

Table 5.1): the KNN model attains 90.07% accuracy, the LR model attains 91.85% accuracy, and

the SVM model achieves 92.62% accuracy. Using various MLAs and settings might result in a

different accuracy.

Table 5.1: Overall MLA L2 classification accuracy scores.

The L2 model implementation obtains an essential observation on Webpages TB. The per-

centile representation for each class is shown in Figure 5.7: 31.18% MM, 22.78% BM, 25.03%

BS, and 21.01% BB Webpages were found in 10368 records.
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Figure 5.7: L2 model classes percentile representation
for all Webpages TB.

Figure 5.8 shows the accumulative number ri in DrL been violated by Webpages labelled either

BB, BS, BM, or MM during their execution time T . For example, 5047 Webpages labeled either

BB, BS, BM, or MM attempt to access r3 in DrL.

Figure 5.8: Frequent unauthorized access attempted by Webpages
for each resource ri in the DrL.

Figures 5.9, 5.10, 5.11, and 5.12 show the frequent unauthorized access attempted by Webpages

classified as either BB, BS, BM, or MM for each resource ri in the DrL during their execution time

T . For example, in Figure 5.9, 309 Webpages classified as BB made unauthorized attempts to
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access resource r1 in the DrL. In Figure 5.10, 1063 Webpages classified as BS made unauthorized

attempts to access resource r2 in the DrL. In Figure 5.11, 1887 Webpages classified as BM made

unauthorized attempts to access resource r3 in the DrL. In Figure 5.12, 1770 Webpages classified

as MM made unauthorized attempts to access resource r4 in the DrL.

Figure 5.9: Frequent unauthorized access attempted by Webpages classified
as BB for each resource ri in the DrL.

Figure 5.10: Frequent unauthorized access attempted by Webpages classified
as BS for each resource ri in the DrL.
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Figure 5.11: Frequent unauthorized access attempted by Webpages classified
as BM for each resource ri in the DrL.

Figure 5.12: Frequent unauthorized access attempted by Webpages classified
as MM for each resource ri in the DrL.

Figure 5.13 shows the total number of Webpages made unauthorized attempts to access ri in

the DrL. For example, 1453 of 10368 Webpages made unauthorized attempts to access only r1 in

the DrL.
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Figure 5.13: Frequent unauthorized access attempted by Webpages
in ISCX for each resource ri in the DrL.

5.4 Conclusion and Future Work

The study proposes a second line of defence L2 model, that classifies Benign Webpages passed

from the L1 model that might contain unseen security threats and stealthy attacks to either Benign,

Suspicious, or Malicious based on their TB. The L2 model implementation accuracy, using KNN,

LR, and SVM MLA, attains 90.07%, 91.85%, and 92.62% accuracy, respectively. In addition, L2

implementation shows a significant observation regarding classified Webpages toward each ri in

the DrL and reviled their real intention. For example, 5011 Webpages labelled either BB, BS, BM,

or MM attempt to access r7 in DrL (as shown in Figure 5.8), which reflects the accumulative vio-

lation made by these Webpages. In Figures 5.9, 5.10, 5.11, and 5.12, 347 BB classified Webpages

attempted to access r7 in the DrL, 985 BS Webpages attempted to access r6 in the DrL, 1885 BM
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Webpages attempted to access r8 in the DrL, and 1767 MM Webpages attempted to access r9 in

the DrL, respectively. Furthermore, in Figure 5.13, 787 Webpages of 10368 attempted to access r7

in the DrL.

In the future, the plan is to design a detailed L2SB and implement a universal L2 model appli-

cable to all platforms that detect fraudulent Webpages to provide a realistic viewpoint as a future

improvement.
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CHAPTER6

CONCLUSIONS AND FUTURE WORKS

The promise of security experts is to develop an advanced Host-Based APT that utilizes web-

site features to combat counterfeit websites. However, despite security experts’ attempts, attackers

use trusted servers and businesses like Cloudflare, Google, AWS services, etc., employ AI, social-

engineering tactics, and rapidly changing attack approaches to bypass security experts’ APT. Con-

sequently, to tackle all types of Phishing attacks and offer a comprehensive multi-layered protec-

tion measure, security experts proposed APT must shift away from traditional security practices

and outdated tools and adopt a modern security strategy that includes robust AI-based Phishing

controls.

In this dissertation, the main goal is to explore the efficacy of host-side multiplayer Anti-

Phishing techniques to combat malicious Websites. Successful host–side APT based on Web-

site features like Lexical, Host–Based, or Content–Based features is a passive statistical signature

method but has limitations. Using too many attack indicators or features can lead to an increase

in false positives and can be resource-intensive, as managing numerous feeds can be challenging.

Relying on loose ends, like misspellings or strange fonts, etc., to detect a malicious and benign

Website is ineffective because attackers can use advanced tools, such as Website cloning software,

to create counterfeit Websites that are virtually indistinguishable from legitimate sites. Exclusively

relying on aggregators’ information can be problematic as they may quickly become outdated. In

order to address these challenges, we propose a multi-layer solution. First, we investigate in a pas-
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sive APT approach that employs the KMO test as a feature selection method on a Lexical dataset

to identify and classify suspicious and malicious Websites using minimum Website features. The

implementation results show that using a percentage features of the original dataset features can

significantly reduce Dimensionality while only slightly decreasing accuracy. Thus, the study opens

the door for further work on increasing performance and accuracy through the use of a wider range

of feature selection methods. Second, we investigate in a passive APT approach aims to improve

malicious Websites detection and classification based on Website Lexical and Network Traffics

features. Since relying solely on Website Lexical features are no longer enough to detect Phishing

attempts due to the obfuscation techniques used by attackers. The approach shows that combining

Website Lexical and Network features improves detecting and categorizing malicious Websites

results. Note that limitations regarding the passive nature of APT based on Website features rep-

resent a potentially serious threat in this paradigm. Thud proposing a secure real-time second

layer Host-based active APT approach based on Website interaction and behavior analysis. The

approach overcomes passive APT approaches limitations by monitoring a Website’s engagement

and behavior to detect abnormal behavior and flag it as a potential Phishing attack.

In the future, we will primarily focus on the following:

Implement a lightweight Host-Side system, the proposed multi-layer active/passive APT (as

shown in Figure 5.2) using Web development technologies such as HTML, CSS, JavaScript, etc.,

and measure its performance. Therefore, it is essential to thoroughly test the system to ensure that it

meets the required accuracy and maintains the multi-layer hierarchy. To measure the performance

of the APT system, we will conduct a series of tests using a dataset of known fraudulent websites

and measure the accuracy of the APT in identifying and classifying them. In-addition, measure the
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system speed and resource usage to ensure that it is lightweight and does not negatively impact the

users’ browsing experience.

Design and develop a self-regulated APT system by including input from L2 to L1 in order

to guarantee a fine-tuned multi-layered APT system (as shown in Figure 6.1). This will involve

defining the inputs and outputs of each layer and creating a communication mechanism for the

layers to interact with each other. Additionally, we think implementing a cutting-edge security

strategy that offers strong AI-based Phishing controls will enhance APT performance and accuracy.

This will involve using reinforcement learning algorithms to analyze Website content and behavior,

and other relevant data to detect and prevent phishing attacks.

Figure 6.1: Self-Regulated multi-layer APT.
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