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The formation of fatigue cracks and their propagation due to cyclic loading in metals have been a concern for more than hundred years. Since fatigue failure were first reported by the railroad industry in 1840s, tremendous progress has been achieved in understanding fatigue behavior of metals. But fatigue damage is still a concern due to its complex dependency on various environmental variable like humidity, temperature, time and corrosive environment. Although numerous theories and models have been proposed in the past, the effects of environment on fatigue crack growth (FCG) is not completely understood. This dissertation aims to shed light on the effect of environment on the FCG behavior in metals through experimental techniques (Part-I) and modeling (Part-II). Using the available concepts in literature and the generated experimental data, a new fatigue model is proposed which accounts for thickness, stress ratio and environmental effects on FCG behavior.

The slow-strain-rate tests revealed that the effect of liquid-air interface on tensile behavior of Al 7075-T651 can be explained by a concept of chemical notch at the liquid-air interface. The FCG behavior of Al 7075-T651 alloy in air and in vacuum were investigated by using an earlier developed custom matrix method based on $\Delta K$ and $K_{max}$. The FCG data generated revealed the influence of stress ratio,(R), thickness and environment (air and vacuum) on FCG behavior. A new FCG model presented in Part-II includes
the environmental effect through change in crack tip angle. In this model the mechanical fatigue damage is based on the two parameter approach, $\Delta K$ and $K_{max}$. The model predictions of R-ratio, thickness and environment effects on FCG behavior in metals is compared with available data published in the literature and fairly good agreement was found.
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Chapter 1

Introduction

Mechanical components are designed to endure external applied loads during their service life. The goal of any component design is to achieve the purpose without mechanical failures. Metals tend to fail under excessive deformation or yielding. With the development of new alloys, the magnitude of deformation varies widely among metals. Materials that show large deformation before failure are said to be ductile in nature, while brittle materials show relatively low deformation as it is illustrated in, Figure 1.1 by neck formation respectively.

Figure 1.1: Schematic showing a cylindrical specimen with (a) Ductile behavior (b) Brittle behavior.

To design a component as part of an engineering structure that will be subjected to loads, it is very important to know how the material responds to these loads. Is it strong enough? Is it rigid enough to withstand the loads that will be experienced in
service? What is the maximum level of load the material can withstand before it shows unacceptable deformation?. These are some of the questions that need to be answered before a material is chosen to design the component. To answer these questions, engineers have developed a number of experimental techniques for mechanical testing of engineering materials. Among them, a tensile test is the simplest technique that would reveal the load-displacement behavior of the material.

1.1 Standard Tensile Testing

The tensile test is the most commonly used material testing technique due to its simplicity and ability to determine the most fundamental mechanical properties used in engineering design. The specimen used for such a test has usually cylindrical or rectangular cross section, which is approximately uniform over a gage length. Gage length is the region within which the elongation is measured. Figure 1.2 shows a schematic of cylindrical tension specimen, with gage length \( L_g \). The standard dimension for the specimen can be found in ASTM E8/ E8M-13a standard [1] and is dependent on the capabilities of the tension testing machine being used.

The tensile testing is carried out by subjecting the specimen to a gradually increasing uniaxial load until failure. This is accomplished by gripping the ends of the specimen in a tension testing machine, which gradually stretching the specimen until failure. A load cell which is attached to the test machine records the resultant load that is built-up in the material as the test machine elongates the specimen. An extensiometer is attached to the specimen in the gage length region which records the elongation at the mid-section of
the gage length. Figure 1.3 shows a schematic of tension test setup of a tension specimen with an extensiometer, mounted in a testing machine.

![Figure 1.3: Schematic of a tension test setup.](image)

The test specimen geometry and dimensions can vary for different laboratories resulting in different load levels and elongation measurement. To establish a standard data reporting practice, the results are reported in terms of engineering stress, $\sigma$ and strain, $\varepsilon$. From the recorded load, stress is calculated as the ratio of load and initial cross-sectional area of the specimen, Eq. 1.1. And strain is calculated as the ratio of change in gage length over the initial gage length, Eq. 1.2. The calculated stresses are plotted versus strains, which produces the well know stress-strain curve, Figure 1.4.

$$\sigma = \frac{P}{A_i} \quad (1.1)$$

where $\sigma$ is stress, $P$ is load and $A_i$ is initial cross-sectional area.

$$\varepsilon = \frac{\Delta L}{L_i} \quad (1.2)$$

where $\varepsilon$ is strain, $\Delta L$ is change in gage length and $L_i$ is initial gage length. From the stress-strain curve, the fundamental material properties can be evaluated. The
maximum stress a material can withstand before failure is termed as ultimate strength, $\sigma_u$. The strain at fracture is termed as fracture strain, $\varepsilon_f$. The initial part of the stress-strain curve is considered to be elastic deformation or is said to undergo elastic strain, $\varepsilon_e$. A material subjected to stresses in the elastic region regains its original form when the applied stress is unloaded to zero. The slope of this linear part of the curve is termed as Young’s modulus, which gives a relationship between stress and strain in elastic region, Eq. 1.3. The stress level at which the curve deviates from the linear part is termed as yielding or inelastic deformation. After the stress level crosses the yield strength, the material deforms permanently and is said to undergo plastic deformation. As a standard practice, the yield stress $\sigma_0$ is determined by drawing a line parallel to elastic slope, E, using offset by 0.2% of strain as shown in Figure 1.4.

$$\sigma = E \varepsilon$$  \hspace{1cm} (1.3)

where $\sigma$ is stress, $\varepsilon$ is strain and E is Young’s modulus

![Stress vs Strain Graph](image)

**Figure 1.4:** Schematic of stress vs strain graph showing ultimate strength and yield strength obtained from a tension test.

In general, when the a component is subjected to stresses below the yield strength, the material is said to deform elastically. That is, the material would regain its shape when
the applied stress level is returned to zero, in this process the material is said to have not changed its mechanical or physical characteristics. Usually it is assumed that no damage occurs when the applied stress is in the elastic region. But if a material is subjected to repeated stress below $\sigma_o$ over a long period of time, would result in microscopic damage and finally failure of the component. The repeated stresses is called as cyclic stresses, Fig 1.5 and the microscopic damage is termed as fatigue of metals. Due to cyclic stresses which may be well below the yield strength of the material, microscopic cracks develop causing permanent damage to components. Fatigue in metals is considered dangerous in the design point of view due to its possible failure which may vary from few cycles to few million cycles.

$$\sigma \uparrow$$

$\sigma_{max}$

$\sigma_{min}$

time

Figure 1.5: Schematic showing cyclic stresses profile.

1.2 Introduction to Fatigue

Fatigue is the structural damage that occurs in a material when subjected to cyclic stresses that are below the ultimate tensile strength, or even yield strength of the material [2–4]. Fatigue failures were first experienced by the railroad industry in the 1840s, where railroad axes failed regularly at shoulders [5]. Wohler [6] in 1860s performed laboratory fatigue tests under cyclic stresses and introduced the concept of S-N diagram with fatigue limit. He established that fatigue life decreased with higher stress amplitudes, $\sigma_a$ given by Eq. 1.4 and below a certain stress amplitude termed as fatigue endurance limit,
the test specimens did not fracture.

\[ \sigma_a = \frac{\sigma_{\text{max}} - \sigma_{\text{min}}}{2} \]  \hspace{1cm} (1.4)

A S-N curve is generated by subjecting specimens to constant cyclic stresses and the cycles to failure, \( N_f \), are recorded. A series of such tests are performed for a range of stress amplitude levels and the results are plotted as stress amplitude, \( \sigma_a \), versus cycles to failure, \( N_f \). This plot is called as S-N diagram. Figure 1.6 shows a schematic of S-N diagram with inserts showing two levels of stress amplitude. The stress amplitude, \( \sigma_{a1} \), is higher than \( \sigma_{a2} \) resulting in lower cycles to failure, \( N_{f1} \) compared to \( N_{f2} \). In general, stress amplitude level at which a specimen does not fail for \( 10^7 \) cycles is accepted as fatigue endurance limit, Fig. 1.6.

![S-N diagram](image)

**Figure 1.6**: Schematic showing cyclic stresses profile.

Since the discovery of fatigue damage, its analysis has been incorporated into component design and has currently become quite complex. The damage mechanisms have been studied extensively and a general fatigue process has been established [6–9].
1.2.1 Fatigue process

The fatigue process can be put in three stages. 1) crack initiation 2) crack propagation and 3) failure. The process starts with dislocation movement, eventually forming persistent slip bands that nucleate short cracks. The short cracks propagate (grow) and coalescence forming a long crack, which reduces the material's load bearing capacity. When the cracks reach a critical length (depending on the stress applied and geometry of the component), it results in fracture of the component [2–4]. Thus it was established that the fatigue analysis should include the effect of crack size. For this purpose, stress intensity factor (SIF), K, has been introduced, which takes into account the crack length while evaluating failure stress. SIF, K, would be further discussed in the later sections.

1.2.2 Fatigue life

Pre-existing flaws or sharp design features or notches may nearly eliminate the crack initiation stage of the fatigue process. For such components, the crack growth life might be a dominant portion of the total life of the component and this useful life is termed as fatigue life. An estimation of fatigue life helps in scheduling inspections in order to avoid an unexpected failure. Fatigue life can be estimated by knowing how fast a crack would grow per cycle, which is termed as the fatigue crack growth (FCG) rate, \( \frac{da}{dN} \). The higher the crack growth rate, the shorter the life of the component and vice versa. The FCG rate is affected by the loading conditions, geometry and environment.

1.2.3 Loading conditions

Loading conditions describe the load or stress or stress intensity factor to which a component is subjected. Usually, the stress intensity factor, K, is defined by Eq. (1.5), as a crack driving force.

\[
K = F\sigma\sqrt{\pi a}
\]  

(1.5)
where $F$ is a geometry factor, $\sigma$ is the applied stress and $a$ is the crack length. Here we describe loading conditions in terms of loading variables such as maximum stress intensity factor, $K_{max}$, minimum stress intensity factor, $K_{min}$, stress intensity range, $\Delta K = K_{max} - K_{min}$, and stress ratio, $R = K_{min}/K_{max}$ as shown in Figure 1.7. These variables are inter-related according to Eq. (1.6). Specifying any two variables is sufficient to define the loading conditions.

$$\Delta K = K_{max}(1 - R)$$

Figure 1.7: Schematic showing loading cycles in terms of $K$.

In order to utilize the FCG approach in design, experimental tests need to be conducted to obtain material specific FCG data. The obtained FCG data are dependent on environment as engineering materials are subjected to different environmental conditions. This raises the question how does environment effect the material? How does the applied stress and environment combination contribute to material integrity? To understand the environment effect on crack growth behavior, researchers have investigated the effect of environment under constant load and under cyclic load conditions. These topics are further discussed in the next section.
1.3 Effect of Environment

Apart from loading conditions, environment plays a significant role in the fatigue behavior of metals. In general, most engineering components interact with air, humidity, water and salt water or a combination of very aggressive conditions like high temperature and acidic conditions. This results in degradation of materials due to corrosion and stress. The combination of applied load and exposure to corrosive environment leads to accelerated degradation in the strength of metals causing premature failure. The environment may influence the ductile properties of the metals, which can cause the metal to fail in a brittle manner, thus changing the material behavior to cracking [10]. Fracture of metals due to combination of constant stress and environment is termed as 'Stress Corrosion Cracking', SCC, or 'Environmentally Assisted Cracking', EAC. If the applied stress is cyclic, it is referred as 'Corrosion Fatigue', CF. The main difference between SCC and CF is the way loading conditions dominate in each case. In the presence of constant load, environment is known to play determinantal effect. While in CF, the cyclic stresses and corrosive environment accelerate the cracking process and the mechanical fatigue damage [11].

1.3.1 Corrosion cracking under constant load

To evaluate a materials SCC behavior, identically pre-cracked specimens are and subjected to different constant loads while exposed to corrosive environment. Though the initial crack size is the same, depending on the magnitude of applied constant load, each specimen is subjected to different stress intensity factor, K. Since the load varies per specimen, the resulting at different time to failure among the specimens. The constant load is applied until fracture or until $10^4$ hours if no failure is observed, as suggested by ASTM standard E1681 [12]. If the specimen is not fractured between $10^3$ to $10^4$ hours of exposure to corrosive environment, the corresponding SIF is considered as the stress corrosion cracking threshold SIF, $K_{ISCC}$. This indicates that under constant load, if the
SIF is below $K_{ISCC}$ cracks do not grow. Figure 1.8 shows a schematic of SCC test results, where the plateau indicates $K_{ISCC}$. The fracture toughness, $K_{IC}$, in the figure implies that under constant applied load, the specimen does not fracture below this level in the absence of corrosive environment. Thus Fig. 1.8 indicates the behavior of metals under corrosive environment as this curve does not exist in its absence. Figure 1.8 shows that even under constant loads cracks do not extend if SIF is higher than $K_{ISCC}$. But if cyclic loads are considered, corrosion fatigue cracks tend to grow even if SIF is below $K_{ISCC}$.

![Figure 1.8: Schematic showing effect of environment on SIF below $K_{IC}$.](image)

### 1.3.2 Corrosion fatigue

Fatigue data in laboratory air are often used as a reference for comparing other environmental conditions. But laboratory air can also be considered as corrosive due to the presence of humidity and oxygen. To understand the relative fatigue behavior in corrosive environments, S-N diagram is generated for the respective environments and compared. Figure 1.9 shows a schematic of typical S-N diagrams obtained under three different environments. The S-N diagram for air shows only a small deviation from that of vacuum, even at long life. But this deviation may be substantial if the temperature
and humidity levels are high. However, for corrosive environment the S-N diagram shows large deviation from air or vacuum environments specifically at long fatigue life. Also, the S-N diagram for corrosion fatigue shows absence of the fatigue endurance limit, plateau at high fatigue life, which is present in air and vacuum. This suggests that, the combination of simultaneous environment and cyclic stresses causes the fatigue life to decrease continuously.

![Schematic showing comparison of S-N diagram for vacuum, air and corrosive environment.](image)

Figure 1.9: Schematic showing comparison of S-N diagram for vacuum, air and corrosive environment.

By generating the S-N diagram it is assuming that the material is free of cracks or internal flaws. But internal flaws are always present at microscopic level, thus the total life can be considered as FCG behavior influenced by environment. Even today the effects of cyclic stresses and electromechanical nature of corrosion on metals is not fully understood. The practical way to determine a material’s susceptibility to corrosion assisted cracking is through experimental testing. In the last two decades, extensive investigation of test procedure resulted in the development of standard procedures and advanced techniques. The procedures are frequently reexamined for further improvement. The next chapter discusses the experimental techniques to evaluate environmental effect
on a material under monotonic (slow strain rate) and cyclic loading. A detailed review of recent developments and experimental results obtained in laboratory are also discussed.
Experimental testing of metals in laboratories at controlled conditions is the first step in understanding a material’s behavior under stress. The reason for controlled conditions is to isolate the material’s behavior under specific conditions, so that materials properties and susceptibilities may be determined. Engineering materials may be exposed to a combination of various environments. Understanding the material’s behavior would help in design and maintenance of the components. For this purpose extensive experimental techniques have been developed in the last 70 years [13]. Most procedures have been standardized mainly for exchange of data among laboratories. The most common and well established test procedure to evaluate the fundamental properties of metals, the tension test procedure has been widely used. The basic details of the procedure have been outlined in Chapter 1. The test procedure is relatively quick and simple, due to which it does not consider environmental effect. That is the material is not sufficiently exposed to environment. To understand the effect of environment on the fundamental properties of a material, slow strain rate (SSR) technique has been developed [14]. The idea behind a SSR test is to provide sufficient time for the environment to effect the material during tests, while the fundamental properties are evaluated. Similarly to understand the
materials FCG behavior due to fatigue, FCG data with environmental effect also needs to be experimentally determined. In this chapter, first the SSR test is considered to evaluate effect of environment on the stress-strain curve of a material, followed by evaluation of FCG behavior. Both SSR and FCG testing have been carried out in laboratory to evaluate material properties. The tests were carried out in accordance to standard procedure [13,14] and were designed to answer questions that were unanswered or were found to be ambiguous in the literature. The chapter may be considered as two sections, the first section deals with monotonically increasing SSR testing while the second section deals with FCG testing. Each section contains the corresponding standard test procedure, review of results from literature followed by tests carried out in laboratory and results obtained. Based on the finding from literature and tests results obtained in laboratory, phenomenological models were proposed and a final satisfactory model is presented in Chapter 3.

After careful consideration, aluminum 7075-T651 alloy was selected for experimental testing. Al 7075-T651 is a material that is used widely in engineering applications but showed high susceptibility to corrosion fatigue. Testing such a material in corrosive environment would mean faster material degradation. From the test data obtained the physical response of the material may be evaluated to understand the effect of environment. Al 7075-T651 is popularly used in the aircraft industry due to its high strength to weight ratio, which in-turn gives design flexibility and economic advantage over steel alloys. Test specimens were machined in WMU and the material was obtained from Schu-pan & Sons as one inch strip cut from 6 inch thick plate. The chemical composition of Al 7075-T651 is presented in Table 2.1 and the tensile mechanical properties in air are presented in Table 2.2.
Table 2.1: Chemical composition of Al 7075-T651 (max Wt. %).

<table>
<thead>
<tr>
<th>Element</th>
<th>Max Wt. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>0.40</td>
</tr>
<tr>
<td>Fe</td>
<td>0.50</td>
</tr>
<tr>
<td>Cu</td>
<td>1.2-2.0</td>
</tr>
<tr>
<td>Mn</td>
<td>0.3</td>
</tr>
<tr>
<td>Mg</td>
<td>2.1-2.9</td>
</tr>
<tr>
<td>Others, total</td>
<td>0.15</td>
</tr>
<tr>
<td>Zn</td>
<td>5.1-6.1</td>
</tr>
<tr>
<td>Others, each</td>
<td>0.5</td>
</tr>
<tr>
<td>Ti</td>
<td>0.20</td>
</tr>
<tr>
<td>Cr</td>
<td>0.18-0.28</td>
</tr>
</tbody>
</table>

Table 2.2: Tensile mechanical properties of Al 7075-T651.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength, $\sigma_u$</td>
<td>420 MPa</td>
</tr>
<tr>
<td>Yield Strength, $\sigma_y$</td>
<td>320 MPa</td>
</tr>
<tr>
<td>Young’s Modulus, $E$</td>
<td>75 MPa</td>
</tr>
<tr>
<td>Elongation, $\varepsilon_f$</td>
<td>9 %</td>
</tr>
</tbody>
</table>

2.1 Literature Review of SSR Testing Technique

To determine a material’s susceptibility to environmentally assisted degradation, ASTM standard suggests using SSR testing procedure. A uniaxial tension specimen is subjected to a slow constant rate elongation in the presence of aggressive environment until failure, while load and displacement are measured. The slow constant extension rate results in almost constant slow strain rate in the gage length of the specimen, while the tests are carried out under displacement control. A schematic of SSR test setup is shown in Figure 2.1.
Due to application of constant strain rate, the stress in the material increases monotonically throughout the test, while the presence of the environment influences the magnitude of resulting stress and strain to failure. By comparing the failure stress and strain levels in corrosive environment to that in laboratory air or vacuum, relative susceptibility of the environment on the material may be evaluated. A schematic of test results obtained from a SSR test procedure is shown in Fig. 2.2, where the stress-strain curve for standard tensile test in air shows higher, ultimate strength and elongation to failure ($\varepsilon_f$) compared to SSR testing in air or in corrosive environment.
in ductility of the material. Under laboratory air, the percentage reduction in area of the fractured surface characterize the ductility of the material. A higher reduction in area indicate ductile behavior, while a lower reduction in area imply a brittle behavior. Figure 2.3 shows a schematic of reduction in area for various strain rates for mild steel in air and in $1\text{M}\text{NaH}_2\text{PO}_4$ [15], as strain rate decreases the percentage reduction in area decreases suggesting the material tends to show brittle behavior. Similar results were reported for aluminum alloys 7179 tested in tap water [16]. The SSR testing is influenced by the strain rate at which the tests are carried out and is dependent on the material/environment system. Too high strain rate would fail to capture the environmental effects on the material since the reaction of the material/environment system may proceed at a rate slower than the ductile cracking mechanism, while too low strain rates would result in impractically long test duration. Literature review of such SSR testing results strongly suggests that a wide variety of strain rates must be evaluated to determine the effect of strain rate on EAC behavior. The strain rate that captures the influence of environment within a reasonable testing time is usually found experimentally by trial and error and is called critical strain rate. This critical strain rate is material/environment dependent and specifically evaluated for each material/environment system. For most common materials like steel, aluminum and other alloys the critical strain rate falls in the range of $10^{-4}$ to $10^{-7}/s^{-1}$, which is about from two to three orders of magnitude slower than a standard tensile test [10].

Lee et. al [17] carried out a series of SSR experiments to determine the effect of testing parameters and specimen orientation on Al 2024-T351 in 3.5% NaCl. Four strain rates were evaluated, $1 \times 10^{-5}, 1 \times 10^{-6}, 5 \times 10^{-7}$ and $8 \times 10^{-8}$ for the aluminum alloy for two loading orientations, short-transverse (ST) and longitudinal (L) directions. While both ST and L specimens showed susceptibility to NaCl, ST specimens showed the highest reduction in ductility compared to air. Comparing different strain rates, the test performed at a strain rate of $8 \times 10^{-8}/s^{-1}$ showed noticeable influence of environment on the material properties for ST specimen with approximately 70% reduction in tensile
Figure 2.3: Schematic of showing influence of Strain Rate in SSR test [15].

elongation compared to air, while only 10% reduction in area was reported for a strain rate of $1 \times 10^{-5}/s$. These results indicate the existence of a critical strain rate for a given material/environment system. The fractographic examination shows the presence of corrosion pits which indicate intergranular corrosion (IGC) mechanism. Corrosion pits are specific sites on the material where the material's microstructure is first affected by environment. The formation of these sites is attributed to the presence of dislocations or dissolution of material impurities present due to alloying. These corrosion pits act like stress raisers resulting in crack formation and leading to further stress corrosion, which is termed as IGC. In general, aluminum alloys are reported to be sensitive to IGC, especially when small amounts of iron segregate to the grain boundary [10]. Under corrosive environment, the iron around the grain boundary degrades resulting in formation of voids which leads to cracks along the grain boundary. As the cracks propagate, the bulk of the material is exposed to the environment. In the absence of stress, an oxide layer formed due to initial corrosion might protect the bulk material from further corrosion, but most engineering materials are always under some form of stress which would lead to rupture in the oxide layer. Thus, in laboratory investigations, a slow strain rate is applied to induce monotonically increasing stresses in the material and to rupture the oxide layer for aggressive environmental effect. Usually, the oxide layer is brittle so increasing strain...
will continuously fracture the brittle oxide layer. ST orientation specimens shows the most effect of corrosion on the material. Thus specimen with the ST orientation have been chosen for testing.

2.2 Experimental Testing of Smooth Specimen in Corrosive Environment

To investigate the environmental effect on engineering fracture strain, 7075-T651 Al samples were subjected to SSR testing. The tests were carried out in accordance with the procedure specified in the ASTM standard G129 [14]. A strain rate of $8 \times 10^{-7} \text{sec}^{-1}$ was chosen from literature [17,18]. Specimens were monotonically loaded in air and corrosive environment at a constant elongation rate until failure. The corrosive environment used was a solution of 3.5% NaCl with pH of 2.5. The acidity of the solution was achieved by adding concentrated HCl to 3.5% NaCl solution. During the test, due to chemical reaction between 7075-T651 Al alloy and solution an oxide layer is formed on the specimen surface. The acidity of the solution helps to dissolve the oxide layer resulting in exposing a fresh metal surface to the corrosive solution during the test.

2.2.1 Specimen

Cylindrical dog-bone shaped specimens with a gage diameter of 12.5 mm were machined from a 6” × 1’ × 1” blanks cut from plate in the short transverse (ST) direction. The machining was carried out in-house. First the material was machined to a dimensions of 6” × 1” × 1” using a bandsaw machine, followed by turning of the bar into a cylindrical shape. This is further machined into a standard test specimen with 1” gage length and approximately 3” gripping length. Figure 2.4 shows schematic of the plate of material procured from Schupan & Sons and machined into cylindrical ST oriented specimens.
2.2.2 Corrosion chamber

A corrosion chamber was designed to hold the corrosion solution around the gage length of the specimen. The chamber was designed using plexi-glass so that it is transparent, leak proof and corrosion resistant. The schematic of the corrosion chamber is shown in Fig 2.5, with a center through hole to hold the specimen using O-rings.
The top part of the chamber is open to air, which creates a liquid-air interface. The idea is to have the specimen exposed to both corrosive liquid and air simultaneously. Consider this as laboratory simulation of a ship in ocean where part of the ship is submerged in water while the upper part is above water interacting with air. This creates a liquid-air interface for the metal. The setup also simulates a hypothetical field situation when separate drops form on metal surface that creates a liquid-air interface. So the design of the chamber is such that part of the specimen gage length would be immersed in corrosion solution and a part of it is exposed to air, Fig. 2.6.

![Figure 2.6: SSR test specimen along with corrosion chamber.](image)

### 2.2.3 Test procedure

The specimen was first tested in air to create a bench mark for the material properties without the influence of corrosive environment. Next, the test was repeated with the half of the specimen gage length exposed to corrosive environment, Fig. 2.6. The corrosion solution is maintained such that the liquid-air interface is at the center of the gage length. Since the extensiometer could not be mounted on the gage length of the specimen, the test was performed in displacement control such that the strain rate is maintained at \(8 \times 10^{-7}\). This was achieved by utilizing the displacement vs time data recorded from strain controlled tests in air. Load, displacement and strain values were recorded using automated computer program. A uniaxial servo hydraulic MTS machine with a maximum load capacity of 80 KN and maximum actuator displacement of 100 mm was used for testing, Fig. 2.7.
Figure 2.7: Experimental setup of specimen in test machine with corrosive chamber at Fatigue and Fracture Laboratory, WMU.

2.2.4 SSR test results and discussion

From the test in air, the mechanical material properties are obtained and presented in Table 2.3.

Table 2.3: Mechanical Properties of Al 7075-T651 from laboratory testing in air

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength, $\sigma_u$</td>
<td>420 MPa</td>
</tr>
<tr>
<td>Yield Strength, $\sigma_o$</td>
<td>315 MPa</td>
</tr>
<tr>
<td>Young’s Modulus, E</td>
<td>75 GPa</td>
</tr>
<tr>
<td>Fracture Strain, $\varepsilon_f$</td>
<td>17.5%</td>
</tr>
</tbody>
</table>

Figure 2.8 shows comparison of material response for SSR test in laboratory air and corrosive solution. The yield strength and Young’s modulus remain unaffected while the strain to fracture has reduced from 17.5% to about 2%. The reduction in strain values indicates that the material tends to show brittle behavior in the presence of corrosive environment.
Examination of the specimen gage length showed that the specimen failed at the center of the gage length. This is expected as the center of the gage length is said to experience the uniform stress and strain. The specimen tested in NaCl solution failed at the center, which corresponds to the liquid-air interface. To confirm that the specimen failure was due to presence of liquid-air interface, two additional specimens were tested. For these two specimens the liquid-air interface was maintained such that, for one specimen the liquid-air interface was 0.25" below the center of the gage length, while the other above the center of the gage length. Figure 2.9 shows the three positions of the liquid-air interface tested. All the specimen failed at the liquid-air interface. Further microscopic observations of fracture surface, Fig. 2.10 showed two regions with contrasting surface colors and roughness. Observation of the regions indicated the outer region showed ductile like fracture (at 45°) while the inner region shows brittle fracture. The two distinctive regions indicate material failure under two different processes. Since no visible corrosion was found in the inner region, it is assumed that, only the circumferential material and
outer region were influenced by the corrosive environment.

![Figure 2.9: Schematic of test setup (a) smooth specimen, (b) notch in air and (c) notch in solution.](image)

Although the inner region does not show any corrosion, the material could have been influenced such that its ductility is reduced. The corrosive solution could have influenced the circumferential material causing microscopic corrosion pits. These corrosion pits would act as notches that could act as stress risers or concentrators. Due to the

![Figure 2.10: Microscopic observation of fracture surface of Al 7075-T651 specimen tested in 3.5% NaCl & pH 2.5.](image)
developed notches, stresses are redistributed along the gage length. And the notch-tip experiences higher stresses than any other part of the gage length. So now the question arises, can we estimate the stress concentration factor, $k_t$, for the chemically formed notch? Stress concentration factor is a dimensionless quantity that describes the stress magnification in the presence of a notch when compared to unnotched specimens. The stress concentration factor, $k_t$, is geometry dependent and is evaluated based on combination of notch dimensions along with specimen dimensions. A $k_t$ of 1 is said to be for unnotched smooth specimen, higher $k_t$ value means greater influence of notch resulting in greater stress concentration around the notch tip. To further analyze the 'chemical notch' assumption, SSR tests were repeated on specimens with machined notches with different stress concentration factors (SCF). In the presence of a machined notch, the environmental effect can be considered to be dominating if the specimen fails at the liquid-air interface.

2.3 Experimental Testing of Notched Specimen in Corrosive Environment

Notches with different stress concentration factors (SCF) were machined on the gage section of smooth specimens. Stress concentration factor, $k_t$, was varied by changing the notch-tip radius ($\rho$). A sharp notch-tip indicates higher $k_t$, which implies the specimen would fail at much lower nominal stress level. Two specimens per each $k_t$ were machined. The position of the notch was about 0.25” from the center of gage length. The test setup was such that, one set of specimens were tested with the notches immersed in liquid while the second set of specimens were tested with the notch exposed to air. The idea behind this setup, is to investigate the specimen’s fracture location. If the specimen fractured at the liquid air interface that would mean that the chemical notch is sharper than the machined notch. If the specimen fractured at the notch, the $k_t$ of the machined notch is higher than the 'chemical notch' of the interface. The test setup with three variants
is shown in Fig. 2.11, where only half of the gage length is immersed in liquid solution. The first setup shown in Fig. 2.11(a) is a smooth specimen with half the gage length immersed in the solution. The second setup depicted in Fig. 2.11(b) is a specimen with the circumferential notch in air and the lower half of the gage length immersed in the solution. The third setup in Figure 2.11(c) shows the circumferential notch in the lower half of the gage length immersed in the solution.

![Figure 2.11: Schematic of test setup (a) smooth specimen, (b) notch in air and (c) notch in solution.](image)

For the smooth specimen setup shown in Fig. 2.11(a), the failure location was always at the liquid-air interface with the failure strain, $\varepsilon_f$, ranging from 2% to 3%. It can be noted, that the failure strain $\varepsilon_f$ of 17.5% was recorded for the SSRT on a smooth specimen conducted in air. Test results for specimens with notches are summarized in Figure 2.12 in terms of failure location with respect to a notch position and corresponding $k_t$ values. The cross in Figure 2.12 indicate the notch is immersed in the liquid solution, while the circle indicates the notch is in air. All tests on notched specimen in air resulted in the failure strain $\varepsilon_f$ between 2% and 3%, approximately the same as for liquid-air interface failures in smooth specimen. For the notched specimens with $k_t$ less than 2, irrespective of the location of the notch in air or in solution, the failure location was at the liquid-air interface. That is, the liquid-air interface acted as a ‘chemical notch’ with an apparent
stress concentration factor higher than that created by the machined notch. On the other hand, for the notched specimens with \( k_t \) greater than 2.3, the specimens failed always at the notch location. This indicates that for \( k_t \) greater than 2.3, the effect of machined notch, located either in solution or air, was greater than the liquid-air interface effect.

![Figure 2.12: Schematic of failure location with respect to \( k_t \).](image)

From these results it can be reasoned that the liquid-air interface acts as a ‘chemical notch’ with an apparent stress concentration factor associated presumably with a jump in surface energy of a solid at the liquid-air interface, Fig 2.13. If the stress concentration of the ‘chemical notch’ is higher than the stress concentration, \( k_t \), of the physical notch in the specimen, the specimen would fail at the liquid-air interface and vice-versa.

![Figure 2.13: Schematic of machined notch and chemical notch.](image)

For a given notch root radius, \( \rho \) and notch depth, \( d \), the actual \( k_t \) depends on the
notch-tip angle, $2\theta$. If the notch is exposed to liquid-air interface, the apparent angle $2\theta$ changes. This is due to the fact that a small chemical notch would be introduced at the notch tip and changes the effective notch angle, Fig 2.14. With decrease in $2\theta$ the value of $k_t$ is increasing. Thus, the effect of aggressive environment may be considered as a notch effect with a specific stress concentration $k_t$, which would result in a significant reduction of failure strain in comparison to that of smooth specimen in an inert environment.

![Figure 2.14: Schematic of a notch-tip exposed to liquid-air interface with chemical notch.](image)

### 2.3.1 Conclusions from SSR test results

The effect of corrosive environment on the material behavior under stress can be analyzed as a formation of notch. The 'chemical notch' would result in weakening the material strength around the liquid-air interface leading to fracture of the specimen with lower strain values compared to specimens in air. The environmental effect may be considered into analytical models as formation of chemical notch. The notch geometry and its $k_t$ value depends on the environment and material of the specimen. Therefore for more aggressive material/environment system, cracks would grow faster due to fatigue. Combining the assumption of chemical notch and fatigue crack growth, a model to predict crack growth in different environments may be developed. But again as discussed in section 1.2, fatigue crack growth is influenced by various parameters and is evaluated through laboratory testing. The next section describes the standard practices to evaluate FCG behavior in different environments and also describes the experimental testing.
2.4 Literature Review of FCG Testing Techniques

2.4.1 ASTM standard procedure to evaluate FCG rate behavior: R-constant procedure

ASTM standard E647-05 [13] describes test procedures to generate fatigue crack growth rate data. The procedure starts with pre-cracking a specimen, that is the specimen in loading with a cyclic constant amplitude load until a desired crack extension from a notch is achieved, this part of the test is illustrated as 1 to 2 in Figure 2.15. ASTM standard describes the criteria for selecting the maximum load for pre-cracking. Pre-cracking is followed by load shedding procedure wherein the cyclic load is decreased continuously with increase in crack length such that an ASTM specified gradient is followed. Load shedding procedure, 2 to 3 in Figure 2.15 is carried out until threshold is achieved (da/dN<10^{-10} m/cycle). After threshold is attained, the cyclic loading range and R-ratio are maintained constant till the specimen fractures, 3 to 4 in Figure 2.15. When the cyclic load is maintained constant, $K_{\text{max}}$ and $K_{\text{min}}$ changes as crack length increases, this part of the test generates the FGC rate data. Since the ratio of minimum and maximum load (or minimum stress over maximum stress) is maintained constant, the procedure is termed as R-constant procedure, where R=min. load/max. load (or = min stress/max. stress).
2.4.1.1 Representing obtained data

In general, FCG rate, \( \frac{da}{dN} \), may be expressed as a function of crack tip stress intensity factor range, \( \Delta K \), for a given stress ratio, R. Expressing \( \frac{da}{dN} \) as a function of \( \Delta K \) provides results that are independent of specimen geometry, thus enabling exchange and comparison of data obtained from a variety of specimens and loading conditions [2]. This relationship is represented as a curve on a \( \frac{da}{dN} \) versus \( \Delta K \) plot and is called fatigue crack growth rate curve. In Figure 2.16 the curve 2-3 illustrates data obtained from load shedding and the curve 3-4 illustrates data obtained from the constant R-ratio cyclic loading. The fatigue crack growth rate curve as shown in Figure 2.16 from 3-4 can be divided into three regions: near threshold (low crack growth rate), the linear region (Paris region) and the fracture region (high crack growth rate) [2–4].

It is a common practice to express the middle region (see Figure 2.16 blue line) of the fatigue crack growth curve using the Paris equation, Eq. (2.1) [19].

\[
\frac{da}{dN} = C(\Delta K)^m
\]  

(2.1)

where C and m are fitting parameters determined experimentally.
The FCG curve for a specific stress ratio characterizes a material’s resistance to stable crack extension under cyclic loading. Knowing the loading condition, these curves can be used to predict the life of the component. During an R-constant test the threshold, $\Delta K_{th}$, is achieved when $da/dN$ reaches a per-determined threshold value. In general, this value is chosen to be below $10^{-10}$ m/cycle as shown in Figure 2.16.

2.4.1.2 Shortcomings of R-constant test

The R-constant test requires one specimen for each stress ratio, resulting in testing multiple specimens at different stress ratios. As each specimen has to follow the above tedious procedure (tension pre-cracking, load shedding and constant load range procedure) these tests are rather long and can result in additional scatter due to multiple specimens used. While performing load shedding procedure, the load shall be decreased in small steps to avoid a load history effect on FCG in the threshold region. In addition, the threshold obtained from load shedding is affected by the rate at which load shedding is performed. In order to avoid these shortcoming associated with load shedding procedure a compression-compression pre-cracking method was adopted [20] and a testing matrix in terms of $\Delta K - K_{max}$ was used, which is discussed in the next section.
2.4.2 FCG rate testing using a single specimen

Researchers have been trying to develop new test procedures to generate \( da/dN \) vs \( \Delta K \) data for different stress ratios using a single specimen and reduce the testing time. Tesch, Pippan and Doker [21] proposed a new testing procedure to determine \( da/dN \) vs \( \Delta K \) curves for a wide range of stress ratios using a single specimen. In this procedure, \( K_{\text{max}} \) is maintained constant while \( \Delta K \) is decreased continuously by gradually increasing \( K_{\text{min}} \). As a result, the stress ratio is not constant but increases during the test while crack growth rate decreases. They reported that, by using successive \( K_{\text{max}} \) constant tests with stepwise increasing \( K_{\text{max}} \), FCG rate data for a wide range of R-ratio conditions can be generated. Since the R-ratio is not maintained constant, the experimental data needs to be transformed and interpolated to obtain the FCG rate curves at constant R-ratios.

As part of the master’s thesis, a custom matrix method to generate FCG rate data was developed, which does not need any transformation or interpolation [22]. The developed method is based on a two-parameter driving force approach [23–27], which utilizes a testing matrix in terms of \( K_{\text{max}} \) and \( \Delta K \) values corresponding to predetermined R-ratios for which FCG data, \( da/dN \), are recorded. In addition, the developed procedure took its idea of stepwise increasing \( K_{\text{max}} \) constant test from Ref. [21]. The testing matrix procedure and associated advantages are described and discussed in the following section.

2.4.2.1 Advantage of using single testing method

The custom matrix method gives the advantage of choosing specific \( K_{\text{max}} \) and \( \Delta K \) values that would produce FCG curves of desired R-ratios with minimum testing time. In contrast to the R-constant test where \( K_{\text{max}} \) is changed continuously, the advantage of keeping \( K_{\text{max}} \) constant is that, the magnitude of the monotonic plastic zone in-front of the crack tip is maintained constant [28]. Hence, this method gives the flexibility of changing \( \Delta K \) in large steps. As only one specimen is used to generate FCG data for different R-ratios, the scatter associated with multiple specimens is reduced. In addition, the test time is reduced significantly, since the most consuming threshold testing for
different R-ratios is conducted on one but not multiple specimens.

2.4.2.2 Custom matrix testing method

The custom matrix testing method (developed in Fatigue and Fracture Laboratory) involves a series of $K_{\text{max}}$ constant tests where $\Delta K$ is changed according to the testing matrix while $K_{\text{max}}$ is maintained constant. The specimen is pre-cracked under compressive cyclic loading. The advantage of using compression pre-cracking is that the crack would self-arrest [3,29] due to a decreasing crack-tip driving force, which cannot sustain crack propagation. Compressive pre-cracking results in formation of a tensile residual stress in-front of the crack tip [20,29] and an initial crack extension of $\Delta a_i$ is needed to grow a crack beyond this residual tensile stress field [29]. This crack extension is performed with an initial $K_{\text{max}i}$ less than the first $K_{\text{max}}$ of the testing matrix. Data recorded for this initial crack extension may show “grow and stop” behavior. After the crack grows $\Delta a_i$ beyond the region affected by residual tensile stress field as shown in the insert of Figure 2.17 the FCG is continuous using predetermined $K_{\text{max}}$ and $\Delta K$. A series of $K_{\text{max}}$ constant tests are performed where $\Delta K$ is increased in steps. Each $\Delta K$ in the matrix is applied for a predetermined crack extension of $\Delta a$. Data is recorded and the next $\Delta K$ is applied. The same procedure is repeated for all the $K_{\text{max}}$ values in the matrix.
2.4.2.3 Determination of $K_{\max} - \Delta K$ testing matrix

The testing matrix consists of $\Delta K$ values of predetermined R-ratios for the desired/ -chosen $K_{\max}$. Hence, in order to construct the testing matrix, limits are set on $K_{\max}$, $\Delta K$ and $R$ to confine the testing matrix to a minimum number of $\Delta K$ values needed to generate the FCG data for predetermined R-ratios. The limits for $\Delta K$ and $K_{\max}$ are chosen based on approximate values for $K_{IC}$ and $\Delta K_{TH}$ as illustrated in Figure 2.18.

Fracture toughness, $K_{IC}$, can be used as an upper limit for $K_{max}$. As most of the loading conditions for engineering applications have $R > -1$, $2K_{IC}$ was set as the upper
limit for $\Delta K$. Subsequently, an area of interest in terms of $\Delta K$ and $K_{max}$ is shown in Figure 2.18, which corresponds to any $R > -1$. Similarly to include a lower load ratio such as $R = -3$ a corresponding stress ratio line is introduced in the $\Delta K - K_{max}$ plot thus creating the desired area of interest. From the area of interest, $K_{max}$ and $\Delta K$ values are selected for the predetermined stress ratios. Thus, obtained values can be represented on a $\Delta K - K_{max}$ plot as vertical lines corresponding to constant $K_{max}$ values and each vertical line is called a bin (Figure 2.19).

![Figure 2.19: Graph showing $K_{max}$ constant lines (vertical lines) called Bins generated from area of interest shown in Figure 2.18. Circles in the Figure 2.18 represent $\Delta K$ values for predetermined stress ratios.](image)

The obtained bins can be represented numerically as a $K_{max} - \Delta K$ test matrix for the predetermined R-ratios, where each column represents a $K_{max}$ constant test. Table 2.4 shows the testing matrix generated for stress ratios -1, -0.5, 0.1, upto 0.95.
Table 2.4: Test data for 3 mm thickness Al 7075-T651 ST in vacuum.

<table>
<thead>
<tr>
<th>$\Delta K [MPa m^{0.5}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kmax</td>
</tr>
<tr>
<td>R = -1</td>
</tr>
<tr>
<td>R = -0.5</td>
</tr>
<tr>
<td>R = 0</td>
</tr>
<tr>
<td>R = 0.1</td>
</tr>
<tr>
<td>R = 0.2</td>
</tr>
<tr>
<td>R = 0.3</td>
</tr>
<tr>
<td>R = 0.4</td>
</tr>
<tr>
<td>R = 0.5</td>
</tr>
<tr>
<td>R = 0.6</td>
</tr>
<tr>
<td>R = 0.7</td>
</tr>
<tr>
<td>R = 0.8</td>
</tr>
<tr>
<td>R = 0.9</td>
</tr>
<tr>
<td>R = 0.95</td>
</tr>
</tbody>
</table>

This testing matrix is also called as crack propagation table (CPT). Each bin starts with a highest value of $\Delta K$ and ends with lowest value of $\Delta K$. That is we move from the top of the bin to the bottom of the bin. At threshold, data is recorded and test moves to next test point when one of the following condition is achieved, FCG rate reaches threshold ($da/dN < 10^{-10} m/cycle$) or number of cycles per test point reaches 1 million or the required crack extension is achieved. When the current bin is completed the test is moved to the next bin with a higher $K_{max}$. Figure 2.20 shows flow chart for the test procedure.
2.4.3 Discussion on FCG rate test data

2.4.3.1 R-ratio effect on FCG behavior

Generally, it has been observed that FCG rate increases with increase in stress ratio, R. Figure 2.21 shows FCG rate data for Al 2324 for stress ratio varying from 0.9 to -1 [30]. At a given $\Delta K$ of $10MPa\sqrt{m}$, FCG rates increase with increasing in R-ratios. For FCG threshold of approximately $10^{-11}m/cycle$, $\Delta K_{th}$ (and $K_{max \ th} = \Delta K/(1 - R)$) values decreases with increase in stress ratio. Table 2.5, shows a comparison of $\Delta K$ and $K_{max}$ values required to achieve a FCG rate (da/dN) of $10^{-10}m/cycle$ for various R-ratios. With increase in R-ratios, the $K_{max}$ and $\Delta K$ values show a clear trend of decrease in stress intensity factor needed for fatigue crack propagation. Apart from R-ratio, FCG data is also affected thickness and environment.
Figure 2.21: FCG rate data for Al 2324 at various stress ratios, $R$ [30].

Table 2.5: $\Delta K$ and $K_{max}$ values for various stress ratios needed for FCG rate, $da/dN = 10^{-10}$ m/cycle [31].

<table>
<thead>
<tr>
<th>R</th>
<th>$K_{max}[MPa\sqrt{m}]$</th>
<th>$\Delta K[MPa\sqrt{m}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>6.47</td>
<td>5.82</td>
</tr>
<tr>
<td>0.3</td>
<td>6.77</td>
<td>4.74</td>
</tr>
<tr>
<td>0.5</td>
<td>8.66</td>
<td>4.33</td>
</tr>
<tr>
<td>0.8</td>
<td>18.6</td>
<td>3.72</td>
</tr>
<tr>
<td>0.85</td>
<td>26.5</td>
<td>3.85</td>
</tr>
<tr>
<td>0.90</td>
<td>36.5</td>
<td>3.6</td>
</tr>
</tbody>
</table>
2.4.3.2 Thickness effect on FCG behavior

The FCG rate dependence on the thickness of the specimen has been a topic with contradictory results reported in the literature. Some studies show that FCG rate is independent or shows very small dependency on the thickness. Thick specimens are considered to be under plane strain condition, that is the size of plastic zone in-front of the crack tip is small in comparison to the thickness of the specimen. For thin specimen plane stress condition prevails, that is the size of plastic zone in-front of the crack tip is comparable to thickness of the specimen [32]. Thus for thin specimen the normal stress in front of the crack tip through the thickness is approximated as zero, $\sigma_{zz} = 0$, while a non zero stress exist, through the thickness in thick specimen. The presence of additional stress in the thickness of thick specimen is considered to be one of the reasons for higher FCG rate compared to thin specimen. Also, it has been proposed that the effect of thickness on FCG rate is influenced by the size and shape of the plastic zone in-front of the crack tip. The plastic zone estimate by Irwin [33] shows that, the plastic zone size for plane stress is 3 times larger than for plane strain. Larger plastic zone in plane stress results in higher residual stresses after unloading, which is opposite for plane strain specimen. Many results on FCG published in the literature show inconsistent trends. For instance, FCG rate data for high-strength maraging steel [32] in laboratory air does not show any effect of thickness. But the FCG rate data presented ranged between $10^{-7}$ and $10^{-4}$ m/cycle, indicating that the presented FCG rate data could belong to the Paris region. Also results for mild steel [32] with various thickness (t=3.25, 7.62 and 25.4 mm) indicate no effect of thickness on the FCG rate. Park et.al. [34] reported a small variance in the threshold for FCG rate of 304 steel. They reported that a specimen with 25 mm thickness showed a slightly higher FCG rate compared to a 3 mm thick specimen. But again the data reported tend to fall in the Paris region. Matos et.al. [35] published experimental results for FCG rate on aluminum alloy 6082-T6. The FCG rate data for three different specimen thicknesses (3, 10 and 25 mm) were generated. The results indicate that, FCG rate for thick specimen is slightly higher compared to
the other two thinner specimen. Enough data were not reported below FCG rate of $10^{-7}$ m/cycle to understand the thickness effect in the near threshold region. In view of the above discussion we can conclude that thickness effect could be dominant in the threshold region that is FCG rate below $10^{-8}$ m/cycle, but more experimental data were needed to better understand the plane stress versus plane strain FCG behavior.

2.4.3.3 Environmental effects on FCG behavior: Macroscopic observations

The FCG behavior of aluminum alloys is well known to be influenced by environment. High humidity or corrosive environments show accelerated FCG compared to fatigue crack growth in laboratory air. Fatigue crack growth tests performed in vacuum, where very low or no humidity is present shows lower crack growth rate for the same $\Delta K$ and exhibit higher threshold stress intensity factor $\Delta K_{th}$ [4] compared to tests in air. Which means a fatigue crack may initiate and grow at relatively low load levels in humid conditions. This is demonstrated in Figure 2.22 where $\Delta K_{th1}$ for NaCl is lower than $\Delta K_{th2}$ for air which is lower than $\Delta K_{th3}$ for vacuum [36]. In particular, water vapor pressure is attributed to be the primary cause which influences the FCG [37].

![Fatigue crack growth rate data for aluminum 7075-T6 under different environments][1]

Figure 2.22: Fatigue crack growth rate data for aluminum 7075-T6 under different environments [38].
Hartman [39] concluded that hydrogen gas diffuses into the region ahead of crack tip which results in faster FCG rates. Several hypotheses have been proposed which support the idea of hydrogen embrittlement, where hydrogen gas is produced by the surface reaction between the metal and water vapor. The hydrogen gas diffuses into the crack tip grain boundaries and embrittles the material, thus reducing the number of cycles before a brittle crack extension. Although hydrogen embrittlement is widely accepted as the dominant mechanism for corrosive environments, other models have been suggested with the common agreement that the presence of water vapor is the primary cause for accelerated FCG. Ruiz and Elices [37] showed that by maintaining the same frequency while increasing the vapor pressure resulted in increasing the FCG for the same load levels [37,40]. Petit et al. [41] proposed a two stage mechanism model where hydrogen embrittlement is suggested to be the primary mechanism below a critical FCG rate, while adsorption of water vapor molecules is suggested to be the primary mechanism above the critical FCG rate region. Hirose et al. [42] published SCC data at 4340 steel in three environments, distilled water, 3% NaCl and 0.1N $H_2SO_4$. For all the environments, the stress level to produce a detectable crack is plotted against duration of exposure. The data in Fig. 2.23, indicate the material behavior to be identical in all three environments. But when their data are compared to SCC data for pure gaseous hydrogen environment, the material shows higher resistance to SCC in pure hydrogen environment. This indicates that hydrogen embrittlement is not the only process which effects the SCC behavior of the material.

Vehoff and Rothe [43] reported that hydrogen embrittlement in FeSi- and Ni-single crystals is effected by hydrogen pressure and temperature. They proposed that a crack extension process is due to formation of cleavage due to hydrogen embrittlement and ductile fracture due to plastic slip. At constant temperature, the crack tip angle decreased with increase in hydrogen pressure, that is the crack tip is sharper for higher hydrogen pressure compared to low hydrogen pressure. Sharper crack tip indicated faster crack propagation, that is crack propagation increases with increase in hydrogen pressure. Also
the surface roughness increased with decrease in hydrogen pressure, indicating change in fracture process with respect to hydrogen pressure. If pressure and temperature are varied such that the crack tip angle is maintained constant, the fracture surface was reported to have similar roughness. They concluded that crack tip angle is a useful local measure of the fracture process and is constant as long as the fracture process does not change. Also when small amounts of oxygen was introduced, the crack tip angle was reported to increase resulting in crack tip blunting. It is postulated that the introduced oxygen could have blocked the hydrogen from diffusing into the crack tip which results in shielding the crack tip from hydrogen embrittlement.

For the FCG rate reported in the literature, it has been observed that the difference in crack growth is mostly in the low crack growth region. Some researchers have reported FCG rate data in different environments, which converge at high FCG rates while showing distinct behavior in the low FCG rate region. Vasudevan and co-authors [36,44] published results for Ti-6Al-4V which shows this convergence for stress ratio 0.1. This
may be attributed to prolonged exposure of crack front to environment in the low crack growth region compared to exposure time in the high crack growth region. Also results have been published where FCG rate curves do not converge even at high FCGR region, rather they exhibit a parallel shift when plotted as a $da/dN$ vs $\Delta K$ curves [44]. The FCG behavior under cyclic loading is typically characterized into three types, Figure 2.24. In Type-A behavior, the effect of corrosion is time dependent process. Crack propagation is observed even below $K_{ISCC}$, where stress corrosion cracking is absent in static loading. The crack propagation mechanism is dominated by the duration of exposure to environment due to low cyclic loading. For this type of material/environment system, the FCG curves converge at higher FCG rates. In Type-B behavior, the effect of corrosion is stress dominated. Below $K_{ISCC}$, the FCG curve for corrosive environment follows the inert environment suggesting absence of corrosion effect. Above $K_{ISCC}$, stress corrosion cracking is observed with a sudden jump in FCG rate when the applied $K_{max}$ is equal to $K_{ISCC}$. Type-C behavior is a combination of Type-A and Type-B, where the fatigue process is both time and stress dependent.

Figure 2.24: Schematic representation of three types of FCG behavior in aggressive environment [38].
Under vacuum conditions, some studies have reported re-welding of the crack surfaces. Re-welding of the crack surfaces has been widely suggested to occur in the absence of water vapor \cite{45}. Scarlin further confirmed that oxidation of the crack tip prevents re-welding during unloading phases. Most tests performed in vacuum relied on the optical measurement of crack tip. This method only measures the surface crack length, which is usually different from the crack length in the interior of specimen \cite{46}. Microscopic pictures of the crack suggest re-welding process in the presence of a kink i.e if the crack surface exhibits high roughness, the fracture surfaces would come in contact during the unloading cycle \cite{45–47}. However in the presence of water vapor the surface is oxidized which prevents re-welding. While in air or corrosive environments, it is suggested that the presence of oxide layer can be explained by crack closure concept, the concept itself is widely debated. Vasudevan and Sadanandan \cite{38} proposed that FCG may be explained using two parameters $\Delta K$ and $K_{max}$. They concluded that, due to the lack of a comprehensive data set for different stress ratios and environmental conditions the FCG behavior is only partially understood.

### 2.5 Experimental Testing of Fracture Mechanics Specimen

Experiments were performed using 7075-T651 Al alloy in ST direction (yield strength 370 MPa, ultimate strength 475 MPa, and elongation at break 9\%). Compact tension specimens were machined according to ASTM standards with a notch machined through EDM, Figure 2.25. All the specimens were machined at WMU and EDM cut performed at KVCC. The dimensions of the specimen used are $T = 12.50$ mm and $3.00$ mm, $W = 55$ mm and an initial crack length of approximately $a_0 = 12.50$ mm.
A computer controlled MTS 810 testing machine with Automated Fatigue Crack Growth Testing software (AFCGT) - series 2001 was used. Tests in air are conducted at ambient temperature and in laboratory air. Tests in vacuum are conducted at a vacuum pressure of $< 10^{-9}$ Torr and the molecular composition of the chamber is monitored continuously using mass spectrometer. Automated crack length measurement is done using the DC Potential Drop technique (DCPD) for tests in air and vacuum. In addition, crack length is measured optically using a traveling light microscope at regular intervals of a crack extension ($<5$ mm) to calibrate the DCPD crack length measurements for test in air and vacuum.

From research analysis during master’s, it was found that previous loading condition influenced the FCGR due to the presence of plastic zone in-front of crack tip (detailed analysis of plastic zone and its influence on FCGR data is presented in [48]). To avoid the plastic zone effects, a crack extension (0.2 mm) criteria should be met for every change in loading condition before valid FCGR data is recorded. At threshold, if the required
crack increment of 0.2 mm was not achieved, data is recorded every $5 \times 10^5$ cycles. Initial testing showed that generating FCGR data while meeting the crack extension criteria for two stress ratios (R=0.1 and 0.5) required about two months of total testing time. Due to the time and geometric constraint testing has been restrained to two stress ratios, two thicknesses in two environments, air and vacuum.

2.5.1 FCG rate in ambient air

Figure 2.26 and Figure 2.27 shows FCG rate data obtained for stress ratio, R=0.1 and R=0.5 respectively. For both stress ratios, the FCG rate at threshold shows significant difference. As discussed in the literature review, most of the data reported in literature belonged to the Paris region where only a slight variance of FCG rate was reported. Current tests were carefully designed to generated FCG rate date near threshold and in Paris region. Figure. 2.26 and Fig. 2.27 show that thickness of the specimen plays a significant role in the threshold region, while the effects of thickness diminish as we enter the Paris region. The $\Delta K_{th}$ for the thin specimen is higher when compared to a thicker specimen.
Figure 2.26: Fatigue crack growth rate data generated for Al 7075-T6 for R=0.1 in laboratory air.

Figure 2.27: Fatigue crack growth rate data generated for Al 7075-T6 for R=0.5 in laboratory air.
2.5.2 FCG rate in high vacuum

Figure 2.28 and Fig. 2.29 show comparison of experimental data generated for a 12.5 mm thick specimen in ambient air and high vacuum for R=0.1 and R=0.5 respectively. For both the stress ratios, FCG rate in vacuum is lower than compared to air. Additionally, the FCG rate curves for vacuum show higher threshold $\Delta K$ compared to the results in air, but the FCG rate curves tend to merge in the Paris region ($da/dN > 10^{-7}$). This indicates that, the material exhibits higher resistance at the threshold to crack propagation in vacuum. When compared to air, FCG rate curves in vacuum show steeper slope between $10^{-9}$ to $10^{-7}$ mm/cycle. In case of thin specimen, FCG rate data for air and vacuum coincide indicating absence of environment effect, Fig. 2.30 and Fig. 2.31. The thickness effect is absent under vacuum conditions for R=0.5, Figure 2.33, both 12.5 mm and 3 mm specimen thickness data fall in a narrow scatter band. But for R=0.1, FCG rate data below $\Delta K = 10 \ [MPa\sqrt{m}]$ shows upto an order of magnitude difference in FCG rate, Figure 2.32.

![Figure 2.28: FCG rate data generated for 12.5 mm thickness Al 7075-T6 for R=0.1 in laboratory air and vacuum.](image-url)
Figure 2.29: FCG rate data generated for 12.5 mm thickness Al 7075-T6 for R=0.5 in laboratory air and vacuum.

Figure 2.30: FCG rate data generated for 3 mm thickness Al 7075-T6 for R=0.1 in laboratory air and vacuum.
Figure 2.31: FCG rate data generated for 3 mm thickness Al 7075-T6 for R=0.5 in laboratory air and vacuum.

Figure 2.32: FCG rate data generated for Al 7075-T6 for R=0.1 with 12.5 mm and 3 mm thickness in vacuum.
Figure 2.33: FCG rate data generated for Al 7075-T6 for R=0.5 with 12.5 mm and 3 mm thickness in vacuum.

2.5.2.1 Conclusions of FCG tests in air and vacuum

FCG rate tests in air and vacuum showed influence of stress ratio on FCG behavior. The general trend of increase in FCG rate with increase in stress ratio is verified for Al 7075 alloy. At constant stress ratio, FCG data in both air and vacuum show higher crack growth rate in thick specimen compared to thin specimens. The thickness effect is observed to be significant mostly in the near-threshold region, \( \frac{da}{dN} \) less than \( 10^{-9} \text{ m/cycle} \). In case of thin specimen, the FCG rate data show very minimal effect of environment.

2.6 Conclusion : Part-I : Experimental Results

SSR testing of aluminum 7075-T651 alloys in 3.5% NaCl solution resulted in the hypothesis that a 'chemical notch' is formed at the liquid-air interface. To estimate the SCF for the chemical notch, specimens with varying notch radii were machined and tested. Using the test results, the \( k_t \) of the 'chemical notch' is approximated as 2.1.
From the FCG rate test data, the effect of stress ratio, thickness and environment have been established. Thick specimens show higher FCG rate compared to thin specimens. The threshold SIF range for thick specimen is lower than that for thin specimen. Further, the FCG data in air show lower threshold values and higher crack growth rate when compared to vacuum. Thus, using the experimental findings we can conclude that environmental effect may be considered as an apparent notch effect while the stress ratio and thickness effect on FCG rate behavior is due to shifting of the threshold SIF range.
Chapter 3

Part-II: Modeling of FCG Rate Behavior with Environmental Effects

3.1 Literature Review on the Mechanical Aspect of FCG Models

Fatigue crack growth formulation has been an area of interest for researchers for the last 60 years. The main idea of formulation is to develop mathematical representation that depicts the FCG behavior of the material under consideration. In 1960s, Paris was the first to postulate the famous Paris Law that correlates FCG rate and SIF range. The correlation is presented as a power law as in Eq. 3.1.

\[
\frac{da}{dN} = C\Delta K^m \tag{3.1}
\]

where \(C\) and \(m\) are material dependent parameters fitted from the experimental results. The Paris equation represents FCG rate data for a specific stress ratio, \(R\), and shows a linear relationship on a log-log plot of \(da/dN\) versus \(\Delta K\) plot. With change in stress ratio the fitting parameter need to be adjusted to represent the corresponding FCG rate data. Dugdale in 1961 suggested the presence of plastic or process zone in-front of the
crack tip, which influences crack growth. He presented an expression, Eq 3.2, to calculate the extent of this process zone. Dugdale’s process zone is influenced by the max stress intensity factor (SIF) and is called a monotonic or forward plastic zone. The process zone was further investigated and in 1967, Rice proposed the existence of cyclic process zone due to SIF range, Eq. 3.3

\[ r_f = \frac{\pi}{8} \left( \frac{K}{\sigma_y} \right)^2 \]  

\[ \Delta r_p = \frac{1}{\pi} \left( \frac{\Delta K}{2\sigma_y} \right)^2 \]  

In 1970s, almost 10 years after Paris law was postulated, Walker [28], Elber [49], Willenborg et al. [50] and Wheeler [51] independently proposed different models that accounted for the load ratio effects. From this time in history three branches of FCG behavior philosophies have emerged. One in the line of the model proposed by Walker, the second in the line of Elber’s crack closure model and the third with residual stresses of Willenborg and Wheeler. Walker suggested that the fatigue damage is influenced by both the maximum stress and the cyclic stress given by Eq. (3.4) to correlate the effects of R-ratio on fatigue life for 7075-T6 and 2024-T3 Al alloys.

\[ \sigma_W = \sigma_{\text{max}} (1-m) \Delta \sigma^m \]  

where \( m \) was assumed to be a material fitting parameter. Eq. (3.4) can be modified as Eq. (3.5) for fatigue crack growth correlation as follows:

\[ K_W = K_{\text{max}} (1-m) \Delta K^m \]  

where \( K_W \) is the effective SIF proposed by Walker. However, experimental results indicate
that Eq. (3.5) correlates the data only for positive R-ratios.

Elber [49] in 1970, introduced the concept of crack closure to FCG analysis. He proposed an effective SIF range $\Delta K_{eff}$ (Eq. 3.6) instead of $\Delta K$ applied to account for the crack closure concept. Following this concept a number of semi-empirical models [52–55] and strip yield models [56,57] have been developed, mainly for variable amplitude loading.

$$K_{eff} = K_{max} - K_{op}$$  \hspace{1cm} (3.6)

where $K_{op}$ is the stress intensity value for the crack opening load. The above equation implies that FCG driving force is affected only by the load range between the maximum load and crack tip opening load. Crack closure is the physical contact of the crack flanks during unloading part of the cycle when $P>0$. During reloading, crack opens only after crossing a certain load level during the loading part of the cycle. The model suggests that fatigue damage of the material in the immediate vicinity of the crack tip is generated only after the crack is fully opened. The reduction in driving force is accounted by $K_{op}$ in Eq. 3.6, which is associated with the load required to fully open a crack. However, McClung [58] and Donald [59] showed that fatigue crack growth rate is not determined solely by $K_{max}$ and $K_{op}$. Various semi-empirical crack closure models were evaluated by comparing the experimental results with the predictions from the models. Each model shows limitations with respect to crack advance size and maximum compressive load. While $K_{op}$ in Elber’s model is measured experimentally, the material constant 'm' in Walker’s model is a fitting parameter. Paris law, Walker model and crack closure were developed based on constant amplitude loading, where the maximum load and load range are constant. To account for variable amplitude loading where the maximum load (or $K_{max}$) and load range (or $\Delta K$) may change for each loading cycle, fatigue community developed numerous models. These models derive their fundamentals from either Walker model or Elber model. Elber model received wide attention which may be due to its physical aspect of measuring reduction in driving force.
Willenborg et. al. [50] and Wheeler [51] proposed FCG models based on residual stresses created in the plastic zone in order to reproduce the effects of overload on FCG rate. Both models propose a retardation in FCG rate if current plastic zone size is within the previously created plastic zone size due to overload and associated compressive residual stresses. The Wheeler model achieves this by the introduction of a retardation factor that must be derived empirically for a given material and loading conditions. Willenborg model proposed that the retardation in the FCG rate is due to the presence of residual compressive stresses in the plastic zone due to the previous overload. Thus, the applied SIF of the current cycle is reduced, Galagher [60] proposed Eq. (3.7) to calculate the retardation SIF ($K_{\text{red}}$)

$$K_{\text{red}} = K_{\text{OL}}^{\text{max}} \left(1 - \frac{a - a_{\text{OL}}}{r_p\text{OL}}\right)^{\frac{1}{2}} - K_{\text{max}}$$ (3.7)

where $K_{\text{max}}^{\text{OL}}$ is the maximum SIF corresponding to the overload cycle.

Three different versions of the Willenborg model exist, the generalized model proposed by Gallagher and Hughes [61], the modified generalized model proposed by Brussat [52] and the Walker-Chang-Willenborg model by Walker and Chang [62]. Each model was specifically developed to address overload or underload effects. The Willenborg and the generalized Willenborg models both produce satisfactory results for overload effects [63]. The modified generalized model and Walker-Chang model provides improved accuracy for loading conditions with large compressive loads [64].

In 1995, Sadanandan and Vasudevan [25] developed a two parameter approach which suggests that any FCG rate behavior may be explained as the interplay of maximum SIF and SIF range. They suggested the representation of L-shaped curves developed when constant da/dN lines are plotted on a $\Delta K$ versus $K_{\text{max}}$ plot, Fig. 3.1. They recognized that a crack propagates only after the applied loads cross both threshold values corresponding to max. SIF and SIF range, which are represented as $K_{\text{max}}^{\ast \text{th}}$ and $\Delta K_{\text{th}}^{\ast}$ respectively. These threshold values are the limiting values for $da/dN \leq 10^{-10} \text{ m/cycle}$
line on a $\Delta K$ versus $K_{max}$ plot.

![Diagram](image)

Figure 3.1: Schematic of $\Delta K - K_{max}$ curves defining the limiting values at various crack growth rates ($da/dN$) [38].

In 2001, Kujawski [65] proposed a two parameter driving force parameter which is similar to Walker. He proposed that the FCG driving force depends on the interplay of two damage processes, monotonic damage due to $K_{max}$ and cyclic damage due to $\Delta K$. Thus modified the effective K proposed by Walker as

$$K^* = K_{max} \alpha (\Delta K^+)^{1-\alpha}$$

(3.8)

where $\alpha$ is a parameter that characterizes the apparent sensitivity of the $K^*$ to the applied $K_{max}$ value and $\Delta K^+$ is the positive part of $\Delta K_{applied}$. It was stated that the $\alpha$ may depend on the material. The two-parameter approach was further investigated for a number of materials and reported in [66]. The values of $\alpha$ for different material were reported and a good correlation for R-ratio was demonstrated. In 2012, Jones et. al. [67] proposed a crack driving force ($\Delta \kappa$) given by Eq. (3.9). The proposed equation was built on the Hartman-Schijve concept, i.e FCG rate depends on the amount by which $\Delta K$ exceeds the $\Delta K_{th}$. 

\[
\Delta \kappa = (\Delta K - \Delta K_{th})/\sqrt{(1 - K_{max}/A)}
\]  

(3.9)

where \(\Delta K_{th}\) and the constant A are determined from the experimental data. The effectiveness of Eq. (3.9) was demonstrated by studying 22 materials and results were reported in [6].

In 2010, Zizi et al. [68] proposed a FCG model based on small time scale (STS) crack increment instead of reversal-based approach. The small time scale model defines FCG in terms of time increment within a loading cycle. In this method, the FCG rate is calculated by direct time integration of crack extension. The detailed derivation of the crack growth behavior can be found in [68]. The model is based on crack tip opening displacement and Willenborg model. The underlying idea is that, the crack would advance only during the loading part of the cycle and after the stress level crosses a reference stress level. The reference stress level is calculated for each loading cycle and depends on the previous unloading cycle. The validity of the proposed methodology was verified by comparing model prediction with experimental data [68]. A comparative study of the STS model and the two parameter driving force approach showed good correlation with experimental data for both models [69].

Each model outlined in this section has its limitation and constraints, Walker model works only for positive R-ratios, Crack closure model needs \(K_{op}\) to be measured throughout the test for all the R-ratios. Although crack closure model is widely used as it effectively correlates R-ratio effect, it is still a widely debated topic. Willenborg and Wheeler models were developed to explain overload, while the modified versions work for either overload or underload. Jones et. al. Eq. (3.9) needs constants, \(\Delta K_{th}\) and A to be calculated for each material. Of all the models available in the literature the FCG rate behavior modeling can be put into two categories, one which considers that FCG rate behavior is influenced by the process in-front of the crack tip like Willenborg and Walker models and the other initially proposed by Elber that considers process behind
the crack tip as suggested by crack closure model. In any case, all these models do not take into account the environmental effects on FCG rate behavior. Sadanandan and Vasudevan [38] suggested that a pure fatigue behavior is represented by \( \Delta K^* = K_{max}^* \) line and any deviation from this line indicate effect of environment, but it has not been formulated to include in simulations of FCG rate behavior. Also all the above models are reversal-based approaches, that is the FCG rate is determined as the crack growth averaged over a period of loading cycles. While the STS model shows good agreement with the experimental data, it does not include the environmental effect. Thus, there is a practical need to develop a simplified universal approach that is applicable for different environments and loading conditions. In the next section a FCG correlation for R-ratio effects developed in this dissertation is presented. This correlation is an extension of Kujawski’s two parameters model including environmental effects but is independent of material fitting parameter. In the later sections of the chapter, a new generalized model for the FCG behavior in various environments is presented.

### 3.2 R-Ratio Effect on FCG Behavior: Two Parameters Approach.

This section presents a correlation of FCG curves for different R-ratios. The proposed method of correlation is explained using FCG data for 2524 Al alloy and the consistency of the proposed method has been verified using FCG data for 10 different materials including aluminum, steel, titanium and other alloys.

#### 3.2.1 Model derivation

It has been well established in [70] that FCG behavior is an interplay between \( K_{max} \) and \( \Delta K \). Also it is well known that for ductile materials the crack driving force is mostly effected by \( \Delta K \) whereas for brittle materials by \( K_{max} \). Thus Kujawski’s [65] two-parameter driving force model is further investigated in this section and generalized for
R-ratio effects on FCG behavior.

3.2.1.1 Influence of $K_{\text{max}}$ and $\Delta K$ parameters on FCG behavior

FCG rate data of Al 2524-T351 [21] for wide range of stress ratio (Fig. 3.2a) is transferred on to $\Delta K - K_{\text{max}}$ plot. This is done by drawing $\frac{da}{dN}$ constant lines and the corresponding $\Delta K$ values are used to calculate $K_{\text{max}}$ using Eq. (1.6). Thus obtained $\Delta K - K_{\text{max}}$ set for four $\frac{da}{dN}$ values are plotted in Figure 3.2(b). The solid line indicates trend lines for one $\frac{da}{dN}$ constant value. From the trend line we can say that there exist two slopes for $\frac{da}{dN}$ constant line. Thus the data are replotted with two sets of best fit lines as shown in Figure 3.3. The circles represent data points while the solid lines represent best-fit lines. The intersection of the best-fit lines represents a transition boundary corresponding to stress ratio $R_t$. The data points above the transition boundary are represented by filled circles, while the data points below the transitions boundary are represented by open circles.

Figure 3.2: Plot of (a) $\frac{da}{dN}$-$\Delta K$ with constant $\frac{da}{dN}$ lines transferred on to $\Delta K$-$K_{\text{max}}$ plot for Al 2524-T351.
3.2.1.2 Crack driving force

Consider the region below the transition $R_t$ first. To increase $da/dN$ to next higher rate one has to either increase $\Delta K$ or $K_{max}$. The schematic in Figure 3.4 shows that FCG rate can be increased from $(da/dN)_1$ to $(da/dN)_2$ by increasing $\Delta K$ or $K_{max}$. Inspection of Fig. 3.4 indicates that the increment of $\Delta K$ needed is much less than that for $K_{max}$. From this we can conclude that this region is more sensitive to $\Delta K$ than to $K_{max}$, thus this region is called as $\Delta K$ driving force region. Similarly the region above the transition $R_t$ is found to be more sensitive to $K_{max}$, thus it is called as $K_{max}$ driving force region. This is illustrated by the schematic in Figure 3.4.
Also the region below the transition boundary belongs to R-ratios greater than the $R_t$-ratio of the transition boundary and the region above corresponds to the stress ratios less than the $R_t$-ratio. The transition boundary, $R_t$ and the two regions corresponding to $\Delta K$ and $K_{max}$ driving forces are illustrated by the schematic in Figure 3.5.
3.2.1.3 R-ratio correlation

As the existence of two regions with a transition boundary between them is assumed, one can hypothesize that the FCG curve for $R_t$ is equally influenced by $\Delta K$ and $K_{max}$. Next attempt would be to see if both regions can be collapsed to this $R_t$-ratio, by doing so all three regions will be collapsed to $R_t$-curve.

Consider the $\Delta K_{driving}$ region and the transition boundary $R_t$. Using Eq. (3.8) one can write the $K^*$ for both regions respectively as

\[ K^* = \Delta K (1-\alpha) K_{max}^\alpha \]  (3.10)

\[ K^* = \Delta K_t (1-\alpha) K_{max}^\alpha \]  (3.11)

Since the $K^*$ is an equivalent SIF and for a constant $da/dN$ line it should be the same for both the regions. By equating Eq. (3.10) and Eq. (3.11), also using Eq. (1.6) one gets

\[ \Delta K_t (1-\alpha) K_{max}^\alpha = \Delta K (1-\alpha) K_{max}^\alpha \]  (3.12)

\[ \Delta K_t (1-\alpha) \frac{\Delta K_t^\alpha}{(1-R_t)^\alpha} = \Delta K (1-\alpha) \frac{\Delta K^\alpha}{(1-R)^\alpha} \]  (3.13)

\[ \Delta K_t = \Delta K \left(\frac{1-R_t}{1-R}\right)^\alpha \]  (3.14)

\[ \Delta K_{driving} = \Delta K \left(\frac{1-R_t}{1-R}\right)^\alpha \text{ for } R > R_c \]  (3.15)

Similarly for $K_{max \ driving}$ region by following the above procedure we can derive Eq. (3.16)
where $\alpha$ and $\beta$ are constants, which will be determined in the next section.

$$K_{\text{max driving}} = K_{\text{max}} \left( \frac{1 - R}{1 - R_t} \right)^{(1-\beta)} \text{ for } R < R_t$$ (3.16)

### 3.2.1.4 Determining constants $\alpha$ and $\beta$

The constants $\alpha$ and $\beta$ are determined from the slopes of the best fit lines in Figure 3.3. Using the best fit lines of the $da/dN$ constant lines in $\Delta K - K_{\text{max}}$ plot in Figure 3.3, the slopes are extracted and averaged. The averaged slope is represented by $p$ for region below the transition boundary and $q$ for region above the transition boundary. $\alpha$ and $\beta$ are determined by the following relations.

$$\alpha = \frac{p}{1 - p}; \quad \beta = \frac{q}{q - 1}$$ (3.17)

Using the experimental FCG rate data the constants $p, q$ and $R_t$ are determined. For all the materials studied the value of $p$ was found to be approximately $-0.33$ and $q$ was approximated as $-3.0303$. The L-shaped curves from the $\Delta K - K_{\text{max}}$ plots showed the transition boundary in terms of R-ratio to be around $R = 0.33$. Hence $R_t = 0.33$ is approximated as the transition stress ratio.

### 3.2.2 Model validation

The developed equations and the determined constant were applied to 12 sets of FCG rate data obtained from literature, which include aluminum [21, 36, 69], steel alloys [72], titanium alloys [73] and other alloys. For the purpose of illustration and explanation 2524 Al alloy [21] and 7075 Al [36] alloy are discussed in this section. The FCG data for Al 2524-T351 and Al 7075-T3 are plotted in Fig. 3.6(a) and Fig. 3.7(a) respectively. The FCG data collapse into two narrow scatter bands for both regions ($R > R_t$ and $R < R_t$), one is influenced by the $\Delta K_{\text{driving}}$ force while the other is influenced by $K_{\text{max driving}}$ force. The obtained scatter bands are depicted in Figure 3.6(b) and Figure 3.7(b).
Figure 3.6: FCG rate data for Al 2524-T351 [21].
Al 7075–T3 Constant R test data
Lab air and room temp.
Huston (1969)
Dubensky (1971)
Phillips (1988)

For $R > R^t$,
$$\Delta K_{driving} = \Delta K \left[ (1-R^t)/(1-R) \right]^\alpha$$

For $R < R^t$,
$$K_{max \ driving} = K_{max} \left[ (1-R)/(1-R^t) \right]^{(1-\beta)}$$

(a) FCG rate experimental data.

(b) Experimental data plotted using $\Delta K_{driving}$ and $K_{max \ driving}$ force equation.

Figure 3.7: FCG rate data for Al 7075-T3.
The process can be further extended to collapse the data to the transition stress ratio by applying Eq. (1.6) to Eq. (3.16) which collapses all the data to one single scatter band, Figure 3.8.

\[
\frac{\Delta K_{\text{driving}}}{(1 - R_t)} = \frac{\Delta K}{(1 - R)} \left( \frac{1 - R_t}{1 - R} \right)^{(1-\beta)} \quad \text{for } R < R_c
\]  
(3.18)

\[
\Delta K_{\text{driving}} = \Delta K \left( \frac{1 - R_t}{1 - R} \right)^\beta \quad \text{for } R < R_c
\]  
(3.19)

Eq. 3.15 and Eq. 3.19 may be combined and presented as Eq. 3.20.

\[
\Delta K^* = \Delta K \left( \frac{1 - R_t}{1 - R} \right)^\gamma
\]  
(3.20)

where \(\gamma = \alpha\) for \(R > R_t\) and \(\gamma = \beta\) for \(R < R_t\). It may be noted that the transition stress ratio \(R_t\) was found to be about \(R_t = 0.33\). This was found to be consistent for aluminum alloys, Fig. 3.9, steel alloys, Fig. 3.10 and titanium alloys, Fig. 3.11. Thus one may conclude that all the FCG rate data can be collapsed to R-ratio 0.33, which corresponds
to be the transition boundary ratio $R_t$. By having the FCG rate data for $R_t = 0.33$, one may also use the developed equations to predict the FCG data of any R-ratio. This would help to predict the FCG rate for any R-ratio needed where experimental data is unavailable. This is done by modifying Eq. 3.20 as below.

$$\Delta K = \Delta K^* \left( \frac{1 - R}{1 - R_t} \right) ^\gamma$$

(3.21)

where $\Delta K^*$ correspondences to the SIF range for $R_t$, $\gamma = \alpha$ for $R > R_t$ and $\gamma = \beta$ for $R < R_t$.

![Figure 3.9: Stress ratio correlation of FCG data for aluminum [71].](image)
Figure 3.10: Stress ratio correlation of FCG data for steel [72].

Figure 3.11: Stress ratio correlation of FCG data for titanium alloy [73].
3.2.3 Conclusions on correlation of R-ratio effect using two parameter approach

A correlation between FCG rates at different R-ratios has been presented. The proposed method of correlation revealed that, for all the materials studied the FCG rate curves for all R-ratios can be collapsed into two narrow scatter bands. Each band is influenced by either $\Delta K$ or $K_{\text{max}}$. A transition stress ratio ($R_t$) marks the transition boundary of the influence of $\Delta K$ or $K_{\text{max}}$ and this $R_t$ is found to be 0.33 for all the materials studied. Using the two parameters $\Delta K$ and $K_{\text{max}}$, two equations have been developed to represent FCG rate curves for various R-ratios. The two scatter bands were further collapsed into a single scatter band which corresponds to the transition stress ratio, $R_t$. The final correlation was represented to a single equation, which may be used to predict the FCG rate for any stress ratio. The next step of developing a more general FCG model to predict FCG per loading cycle under the influence of environment is presented in the next sections.

3.3 Literature Review: FCG Behavior with Environmental Effects

3.3.1 Microscopic observation of crack tip behavior

Laird [74] analyzed phenomenologically the FCG process through blunting-resharpening mechanism during loading and unloading, respectively. Pelloux [75], Meyen [76] and Bowles et al. [77] correlated FCG rate to formation of striations at each loading cycle. Oda et al. [78], reported microscopic FCG observations utilizing atomic force microscope (AFM) and scanning electron microscope (SEM) in Fe-Si single crystal specimens tested in vacuum and air. In these tests due to thickness of the specimen, plane stress conditions prevail. Striations with spacing $\Delta s$ were observed only in air when FCG rate, $da/dN$, was higher than $1 \times 10^{-7} \text{m/cycle}$. The above observations regarding formation of striations
are illustrated schematically in Figure 3.12. It was noticed that striations formed by a pair of concentrated slip alternately activated at the crack tip. For FCG rates between $10^{-7} - 10^{-6} \text{m/cycle}$ the observed striations spacing were approximately equal to $da/dN$. For $da/dN > 10^{-6} \text{m/cycles}$, $\Delta s$ spacing was smaller than $da/dN$ indicating some contribution from $K_{max}$, which results in an additional crack extension associated with a static fracture mode. On the other hand, a vacuum environment facilitates multi-pairs of alternating slip that results in a lack of distinct striations on the fracture surface. In addition, multi-pairs of alternating slip in vacuum generate a larger crack tip blunting angle ($CTBA, 2\theta$) than in air, as shown by Table 3.1.

Furthermore, even in air at higher FCG rates (corresponding to the upper part of the Paris region) multi-pairs of alternating slip are activated that results in a lack of distinct striations on the fracture surface. The concentrated and multi-pair slips resemble to localized plasticity in some favorably oriented surface grains versus a gross plasticity in a smooth specimen cycled just above the fatigue limit and at a high stress range, respectively.

![Figure 3.12: Schematic illustration regarding striations formation.](image)
Table 3.1: Crack tip deformation in vacuum and air [78].

<table>
<thead>
<tr>
<th>Environment</th>
<th>Crack tip at $P_{max}$</th>
<th>CTOD*</th>
<th>$2\theta$ (CTBA)</th>
<th>$da/dN$ (crack extension per cycle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vacuum</td>
<td>$5.7\mu m$</td>
<td>$\sim 90^\circ$</td>
<td>$0.4\mu m$</td>
<td></td>
</tr>
<tr>
<td>Air</td>
<td>$6.0\mu m$</td>
<td>$\sim 62^\circ$</td>
<td>$0.96\mu m$</td>
<td></td>
</tr>
</tbody>
</table>

* CTOD was measured $10\mu m$ behind a crack tip.

Oda et al. measured the crack tip deformation during a full loading cycle using an SEM microscope as it is illustrated in Figure 3.13. An examination of the crack-tip deformation during loading and unloading shows a significant asymmetry for a given load level. For example, the crack flanks stay widely open at load level 5 during unloading and they are almost closed at load level 9 during loading. Such asymmetry can be attributed to highly concentrated dislocations around the crack tip and the associated friction and back stresses that result in generation of compressive residual stresses. It is interesting to point out that plasticity induced crack closure would result in rather symmetric crack flanks deformation when crack is open.

More recently, Pippan et al. [79] carried out extensive experimental work to understand the effect of environment at low and intermittent crack propagation rate. They suggested that the crack propagation mechanism is the formation of new surface due to crack-tip blunting during loading and resharpening during unloading. This process of crack-tip blunting is affected by the material/environment system. They performed experiments on steel and aluminum alloy in 3.5% NaCl and in vacuum ($10^{-7}$ Torr) and compared results with tests in air. After the tests, the fracture surface was mapped to reproduce the shape of crack tip through stereophotogrammetric analyses using stereo scanning electron microscope. They reported precise measurements of crack tip opening...
displacement \((CTOD)\), crack extension per cycle \((da/dN)\) and crack tip blunting angle \((CTBA)\), \(2\theta\) (see Figure 3.14). Their measurements show that in corrosive environment the crack tip is sharper than in vacuum, this is evident from the measured \(CTBA\), which is highest in vacuum. The reported crack extension shows accelerated crack growth in corrosive environment compare to vacuum. The trend was reported to be similar for both austenitic 220 steel and 7020 aluminum alloy, as they are presented in Table 3.2, which indicates that at the same \(CTOD\) the actual crack growth rate, \(da/dN\), is a function of \(CTBA\), which in turn depends on environment.
Table 3.2: Shows crack-tip opening displacement (CTOD), crack tip blunting angle (CTBA) and crack growth rate (da/dN) in vacuum, air and 3.5% NaCl for (A) Austenitic 220 steel and (B) 7020 Al alloy [79].

<table>
<thead>
<tr>
<th>Material</th>
<th>Environment</th>
<th>CTOD*</th>
<th>CTBA</th>
<th>da/dN</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Austenitic 2020 steel</td>
<td>Vacuum</td>
<td>4.6</td>
<td>$\sim 105^\circ$</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Air</td>
<td>4.3</td>
<td>$\sim 90^\circ$</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>3.5% NaCl</td>
<td>4.7</td>
<td>$\sim 60^\circ$</td>
<td>1.2</td>
</tr>
<tr>
<td>(B) 7020 Al Alloy</td>
<td>Vacuum</td>
<td>5.0</td>
<td>$\sim 130^\circ$</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Air</td>
<td>4.3</td>
<td>$\sim 90^\circ$</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>3.5% NaCl</td>
<td>4.7</td>
<td>$\sim 25^\circ$</td>
<td>1.7</td>
</tr>
</tbody>
</table>

* CTOD was measured 7.5 µm behind a crack tip.

For ductile materials FCG per cycle, da/dN and the crack-tip blunting radius, $\rho$ (referred to as notch radius in case of notches), occur simultaneously. It has been shown in literature [75, 80] that there is a relationship between the striation spacing and the CTOD, where the crack-tip blunting radius is estimated to be approximately half the CTOD, $\rho = 1/2 \text{CTOD} = 1/2 \delta$, see Fig. 3.15. Other authors [81] even suggested that in the striation region FCG may be approximated as Eq. 3.22, where $\alpha$ is a fitting parameter.
\[ \frac{da}{dN} = \frac{\delta}{2} \]  \hspace{1cm} (3.22)

Based on the crack tip analysis from Oda and Pippan et al., the crack tip angle is an important parameter that can be used in modeling to include the environmental effect. Sharper angle is associated with aggressive environment and high crack growth. On the other hand, a blunt angle in vacuum would result in lower crack growth rate. From the experimental results presented in section 2.2.4, it was concluded that the environmental effect can be treated as formation of "chemical notch" which magnifies the stress concentration. Oda and Pippan et al. results clearly indicate that the angle of crack tip changes with environment/material system. Thus, there is an analogy between the notch and crack-tip angles which changes the apparent stress concentration at the blunt crack tip, Fig. 3.15b. Hence, in modeling of FCGR behavior, the environmental effect may be included as change in crack tip blunting angle, while the mechanical damage due to cyclic loading is associated with a two-parameter driving force as presented in section 3.1. In the next section a new FCG model is proposed by unifying the two-parameter approach, Willenberg model and the crack blunting angle. The new approach takes its idea from the STS model [68] where FCG is calculated by integrating the crack extension within a cycle. One fundamental difference from the STS model is consideration of crack tip angle which depends on loading conditions and environment/material system.

Figure 3.15: Schematic of crack showing crack tip opening displacement (CTOD) and crack tip radius (\( \rho \)) in (A) vacuum and (B) chemical notch in corrosive solution.
3.4 FCG Rate Model: Micro Observation Based Two Parameter Approach

3.4.1 Derivation of the model

Consider a crack of length ‘a’ at time instance ‘t’, say after a small time increment ‘dt’ the crack length extends by ‘da’ as shown in schematic (3.16), where ‘δ’ and ‘δ + dδ’ are the crack tip opening displacement (CTOD) at time ‘t’ and ‘t + dt’ respectively, ‘θ’ is the angle to the crack opening flanks at CTOD point.

Figure 3.16: Schematic of crack tip at times t and t+δt.

From the schematic in Figure 3.16, we can deduce a relationship between change in crack length and change in CTOD as follows

\[ da = \frac{\cot \theta}{2} d\delta \]  

(3.23)

Considering hardening effect [82] the crack tip opening displacement [3] can be ex-
pressed as Eq. (3.24) at time, \( t \)

\[
\delta_t = \frac{1}{2} \frac{K^2 n' - 1}{E\sigma_y n' + 1} = \frac{3}{8} \frac{K^2}{E\sigma_y} \quad \text{(for most metals)}
\]

(3.24)

where \( n' \) is the strain hardening exponent, \( E \) is the Young’s modulus of the material, \( \sigma_y \) is the yield strength of the material.

At time \( (t + dt) \), where \( dt \) is a small increment in time, the CTOD \( (\delta_{t+dt}) \) can be expressed as Eq. (3.25)

\[
\delta_{t+dt} = \frac{3}{8} \frac{(K + dK)^2}{E\sigma_y}
\]

(3.25)

The change in CTOD from time \( t \) to \( t + dt \), neglecting \( dK^2 \) term

\[
d\delta = \delta_{t+dt} - \delta_t = \frac{3}{4E\sigma_y} K dK
\]

(3.26)

Substituting Eq. (3.26) in Eq. (3.23) and integrating the crack extension for FCG rate

\[
\int_{a}^{a+da} da = \frac{\cot \theta}{2} \frac{3}{4E\sigma_y} \int_{K_{min}}^{K_{max}} K dK
\]

\[
= \frac{\cot \theta}{2} \frac{3}{4E\sigma_y} \left( \int_{K_{min}}^{K_{ref}} K dK + \int_{K_{ref}}^{K_{max}} K dK \right)
\]

(3.27)

Where \( K_{ref} \) is the SIF associated with the compressive stress due to unloading part of previous cycle. From Willenborg model we deduce that in the current loading cycle, a crack grows only after the current stress level overcomes the compressive stress level from previous unloading cycle. Thus the integral from \( K_{min} \) to \( K_{ref} \) can be neglected. Also, it has been well established that crack grows only during the loading part of the cycle, so the unloading part of the cycle is neglected in Eq. (3.27). Neglecting the integral from \( K_{min} \) to \( K_{ref} \) and integrating gives Eq. (3.28)

\[
da = C\lambda(K_{max}^2 - K_{ref}^2)
\]

(3.28)
where $C = (\cot \theta)/2$ and $\lambda = 3/(8E\sigma_y)$

To include the asymptotic behavior of FCG rate curves near threshold and high FCG regions, a non-dimensional correction factor is introduced into Eq. (3.28) leading to Eq. (3.29).

$$da = C\lambda(K_{\text{max}}^2 - K_{\text{ref}}^2) \left[1 - \frac{\Delta K_{th}}{\Delta K_{ref}} \right]$$

(3.29)

Where $\Delta K$ is the current SIF range, $\Delta K_{th}$ is the threshold SIF range at FCG rate $< 10^{-10} \text{ m/cycle}$ and $\Delta K_c$ is the SIF range calculated from the fracture toughness ($K_c$) of the material.

### 3.4.1.1 Evaluation of $K_{\text{ref}}$

Rice [83], in 1967 introduced the occurrence of reversed plastic zone due to unloading part of the cycle given by Eq. (3.30).

$$\Delta r_p = \frac{1}{\pi} \left( \frac{\Delta K}{2\sigma_y} \right)^2$$

(3.30)

According to strip yield plastic zone model, the forward plastic zone size due to loading part of the cycle was proposed by Dugdale [84] and Barenblatt [85] as Eq. (3.31).

$$r_f = \frac{\pi}{8} \left( \frac{K}{\sigma_y} \right)^2$$

(3.31)

Figure 3.17: Schematic of reverse plastic zone and forward plastic zone.
Then, we assume that the crack extends only after the current stress during loading crosses the compressive stress level, created from the previous unloading cycle. Thus we replace the $\Delta K$ in Eq. (3.30) with the previous unloading part of the cycle as $\Delta K_{(i-1)}$ and SIF, $K$ in Eq. (3.31) with $K_{ref}$. The idea being, at $K_{ref}$ the forward plastic zone must equal the reversed plastic zone from previous unloading part of the cycle.

Hence at $K_{ref}$, $\Delta r_p = r_f$, equating Eq. (3.30) and Eq. (3.31)

\[ \frac{1}{\pi} \left( \frac{\Delta K_{(i-1)}}{2\sigma_y} \right)^2 = \frac{\pi}{8} \left( \frac{K_{ref}}{\sigma_y} \right)^2 \]

\[ K_{ref} = \frac{\sqrt{2}}{\pi} \Delta K_{(i-1)} \] for $R = 0$

For $R \geq 0$, Eq.3.32 is modified as Eq. 3.33 which is further rearranged as Eq. 3.34

\[ K_{ref} = K_{min} + \frac{\sqrt{2}}{\pi} \Delta K_{(i-1)} \] for $R \geq 0$ (3.33)

\[ \frac{K_{ref}}{K_{max}} = R + \frac{\sqrt{2}}{\pi} (1 - R) \] (3.34)

The forward plastic zone and reversed plastic zone considered to develop Eq. 3.34 are only valid for stress ratios greater than or equal to zero. To include both positive and negative stress ratios, where negative R-ratio may involve crack flanks contact, a general form of Eq. 3.34 is adapted from Kujawski [86] as Eq. 3.35. The equation considers an asymptotic value for very large negative stress ratios, as suggested by Lang [87].

\[ \frac{K_{ref}}{K_{max}} = 0.25e^{1.15R} + 0.21 \] (3.35)

### 3.4.2 Model validation

In this section model predictions are compared with FCG experimental data. The model is evaluated for various conditions like thickness effect, stress ratio effect, environment frequency effects and FCG retardation due to a single overload. Using the analytical
solution, a Matlab program was created to predict FCG behavior. The MatLab program is presented in appendix D

3.4.2.1 Model predictions for thickness effect

FCG rate data generated in laboratory at WMU for stress ratio, R, of 0.1 and 0.5 in air and vacuum for specimens with thickness 12.5 and 3 mm have been presented in section 2.5. Figure 3.18 and Fig. 3.19 show model predictions for stress ratio, R=0.1 and 0.5, respectively. The model shows good correlation with experimental data. In air, both stress ratios shows similar trend in FCG behavior, with thick specimen having lower threshold $\Delta K_{th}$ and higher FCG rate.

![Figure 3.18: Comparison of model predictions with FCG rate data generated for Al 7075-T6 for R=0.1 in laboratory air.](image)
In case of tests conducted in vacuum, Fig. 3.20, FCG curve at R=0.1 for thin specimen shows lower threshold compared to thick specimen. But for R-ratio, 0.5 in vacuum very minimal effect of thickness is found as it is shown in Fig. 3.21.
In all the cases, the thickness effect is predominant for FCG rate below $10^{-8}$ m/cycle above which the effect of thickness is negligible. The model takes into account the effect of thickness by considering the variation of $\Delta K_{th}$ with thickness. Currently, there are no available models that predict the $\Delta K_{th}$ and is considered to be material property. The threshold SIF, $\Delta K_{th}$, values and crack tip angle, $\theta$, used in the model predictions are presented in Table 3.3. The threshold SIF and crack tip angle for vacuum is higher than for air, which is the general trend as discussed in section 2.4.3.3. Thus, by considering the threshold SIF as a material/environmental constant, the model shows good correlation to thickness effect in air and vacuum.
Table 3.3: Constants used in the model.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Stress ratio</th>
<th>Thickness [mm]</th>
<th>$\Delta K_{th}$ [MPa√m]</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>0.1</td>
<td>3</td>
<td>3.7</td>
<td>86°</td>
</tr>
<tr>
<td></td>
<td>12.5</td>
<td>1.6</td>
<td>86°</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>3</td>
<td>2</td>
<td>86°</td>
</tr>
<tr>
<td></td>
<td>12.5</td>
<td>1</td>
<td>86.5°</td>
<td></td>
</tr>
<tr>
<td>Vacuum</td>
<td>0.1</td>
<td>3</td>
<td>4.8</td>
<td>88.5°</td>
</tr>
<tr>
<td></td>
<td>12.5</td>
<td>6</td>
<td>89°</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>3</td>
<td>2.4</td>
<td>89°</td>
</tr>
<tr>
<td></td>
<td>12.5</td>
<td>2.9</td>
<td>89°</td>
<td></td>
</tr>
</tbody>
</table>

3.4.2.2 Model predictions for tests conducted in air

Using the analytical solution, a model was created in MatLab to predict crack growth curves. Figure 3.23 shows crack growth curves predicted by the model for Ti-6Al-4V [88] for stress ratios ranging from -5 to 0.8. The model shows fairly good correlation with experimental data. The CTBA, 2$\theta$, increases with increasing stress ratio, while the threshold stress intensity range decreases with increasing stress ratio. The fracture toughness range, $\Delta K_c$, was evaluated from fracture toughness of the material as $\Delta K_C = K_{IC}(1 - R)$. In this model the threshold intensity stress range, $\Delta K_{TH}$ and the fracture toughness values, $K_{IC}$, are determined from experimental data, while CTBA is a material/environmental parameter. The model predicted similar results for aluminum alloys, Fig. 3.22 and steel alloys, Fig 3.24.
Figure 3.22: Experimental fatigue crack growth data and model predictions for 2324 aluminum alloy [30].
Figure 3.23: Fatigue crack growth data of Ti-6Al-4V for stress ratio between -5 and 0.8. Open symbols indicate experimental data, while solid symbols represents model predictions [73].
Figure 3.24: Experimental fatigue crack growth data and model predictions for 0.5% Cr steel alloy [72].

3.4.2.3 Model predictions for tests in vacuum

Figure 3.25 shows experimental data for three stress ratios for Al 7075-T7531 (Kirby and Beervers, 1973) in air (closed symbols) and in vacuum (open symbols). Figure 3.26 shows the model predictions by solid lines, the results indicate that the model captures the influence of stress ratio in air, Figure 3.26 (a) and also the absence of its influence in vacuum, Figure 3.26(b). It can be noted that the CTBA/2, $\theta$ in air varies from $82^\circ$ to $87^\circ$ with stress ratio while the there is negligible variation in vacuum.
3.4.2.4 Model predictions for tests in 3.5% NaCl environment

It is widely agreed that FCG rate behavior at threshold region is predominantly influenced by corrosive environment in comparison to high crack growth rate region. This is due to the fact that at threshold, environment has ample time to weaken the material compared to damage caused due to mechanical loading. Thus, it is believed that two mechanisms influences the FCG curves, near threshold the damage is predominantly due to electro-chemical processes, while in Paris region mechanical damage is the dominating mechanism. This is reflected by the model predictions for FCG curve for AA2090-T81 [90] in 3.5% NaCl, Figure 3.27 (a). The model distinguishes the CTBA for both mechanisms.
along with the threshold stress intensity range, $\Delta K_{TH}$ and critical fracture toughness range, $\Delta K_C$. While this dual mechanism does not appear to operate in the model predictions for vacuum, Figure 3.27(b).

![Figure 3.27](image)

**Figure 3.27**: FCG rate experimental data [90] and model predictions for AA2090-T81 in (a) 3.5% NaCl and (b) vacuum.

### 3.4.2.5 Model predictions for tests in water vapor

FCG rate in particular for Al alloys is influenced by the level of humidity in air. Pao et al., [91] performed FCG experiments at different water vapor pressures. The results showed that as water vapor pressure increased, the threshold SIF decreased and the FCG rate increased for a given $\Delta K$. The model prediction shows a good agreement with the experimental data as it is indicated in Figure 3.28 (a). The model also predicts the decrease in CTBA as water vapor pressure increases, Figure 3.28(b). That is the model suggests that the crack-tip is sharper in high humid conditions compared to low humidity. On the other hand $\Delta K_C$ values are approximately independent on humidity, Figure 3.28(c).
Figure 3.28: FCG experimental data [91] and model predictions for Al 7075-T651 for R=0.1, (b) crack-tip blunting angle for various water vapor pressure, (c) fracture toughness for various vapor pressure.

### 3.4.2.6 Model predictions for frequency effect on FCG behavior

The influence of aggressive environment on the FCG rate is governed by test frequency. Lower test frequency results in higher exposure time, leading to higher CF. Gingell et al. [92] performed FCG experiments at different frequency while exposing the specimen to corrosive environment. The model predictions shows a good agreement with experimental data, Fig. 3.29, with higher frequency showing largest angle.
3.4.2.7 Model predictions for a single overload

In this section, the developed model is used to simulate FCG behavior when a single overload is applied. Data for aluminum 2325-T39 from literature [27] with overload ratio (OLR=\(\frac{K_{\text{maxOL}}}{K_{\text{maxBL}}}\)) 1.5 and 2 are compared with model predictions. A schematic of loading cycles is presented in Fig. 3.30, where \(K_{\text{maxOL}}\) is the overload cycle and \(K_{\text{maxBL}} = 10 \text{ MPa}\sqrt{m}\) is the baseload cycles. \(K_{\text{min}} = 1 \text{ MPa}\sqrt{m}\) is maintained constant.

Figure 3.30: Schematic of single overload cycle.
The flow chart of the procedure is provided in Fig. 3.30. Figure 3.32 shows model predictions for OLR=1.5, where the general trend of FCG behavior after a single overload is predicted. The model predictions for OLR=2, Fig. 3.33, shows good correlation with experimental data. At the instance of overload, FCG rate increases then decreases sharply until the overload cyclic plastic zone is crossed. After which, the FCG rate gradually increases and reaches the FCG rate corresponding to baseload when the crack tip overcomes the overload monotonic plastic. This indicates the model may be used to predict overload FCG behavior. The MatLab program developed for overload predictions can be found in Appendix E. First the FCG rate for baseload is evaluated, Eq. 3.29, with $K_{ref}$, Eq. 3.35 calculated based on $K_{maxBL}$. Followed by FCG rate for overload, where $K_{ref}$ is again calculated based on $K_{maxBL}$, the previous cycle. Only one overload cycle is considered, so the next cycle is again baseload. For this cycle the $K_{ref}$ is calculated based on $K_{maxOL}$, this gives the FCG retardation, Fig. 3.34. The FCG rate obtained for this cycle is the minimum FCG rate after the overload cycle and the crack jump for this cycle is set to the size of cyclic plastic zone, Eq. 3.30. From this point on the $K_{ref}$ is calculated based on the monotonic plastic zone, Eq. 3.31, in-front of the crack-tip, until the crack tip grows out of the monotonic plastic zone due to overload, Fig. 3.35. The $K_{ref}$ is evaluated by using effective SIF, Eq. 1.5, and stress ratio Eq. 1.6, which is calculated based on remaining size of monotonic plastic zone due to overload after the crack extension from previous cyclic.
Initialize model

Calculate $da/dN$, Eq. 3.29, for Baseload

Evaluate crack length and $K_{ref}$, Eq. 3.35 due to base load

Calculate $da/dN$ for Overload

Calculate size of monotonic and cyclic plastic zone due to overload, $r_{ol}$ and $r_{ol\,c}$, Eq. 3.31 and 3.30

Evaluate FCG retardation until, $r_{ol\,c}$

Update crack length based on $da/dN$, $a_i$

Evaluate effective stress and stress ratio based on $r_{ol} - a_i$

Calculate $K_{ref}$ based on effective $K_{max}$ and stress ratio

Calculate $da/dN$

Update $a_i$

If $a_i < r_{ol}$?

Yes

Evaluate effective stress and stress ratio based on $r_{ol} - a_i$

No

stop

Figure 3.31: Flow chart showing Matlab program procedure to evaluate overload effect on FCG behavior.
Figure 3.32: Comparison of FCG experimental data with model predictions for OLR 1.5.

Figure 3.33: Comparison of FCG experimental data with model predictions for OLR 2.
Figure 3.34: Schematic of forward and reverse plastic zone in-front of the crack-tip after application of single overload.

Figure 3.35: Schematic of crack-tip after it passes the cyclic plastic zone due to overload. Gradual increase in FCG rate in this region.
3.4.3 Conclusions for FCG model

An experimentally motivated fatigue crack growth model with environmental effects is proposed. The proposed model has three parameters, fracture toughness range, $\Delta K_C$, threshold stress intensity range, $\Delta K_{TH}$ and crack tip blunting angle, CTBA, $2\theta$. $\Delta K_{TH}$ shows dependence on stress ratio and environment, $\Delta K_C$ is independent of environment, while CTBA is associated with material/environment system. The model predictions in air showed the effect of stress ratio on FCG curves. FCG predictions for AA2090-T81 in 3.5% NaCl showed the presence of two mechanisms, which depend on the $\Delta K$ range applied. Under different water vapor pressures, the model successfully predicted the blunting of the crack tip with decreased humidity. In case of overload, the model predictions show reasonable correlation with experimental data. Thus, the proposed model predicts the FCG rate at different material/environment systems through CTBA parameter.
Chapter 4

Conclusions

• Experimental testing of Al 7075-T651 showed the influence 3.5% NaCl solution on the fundamental material properties. SSR tests with liquid-air interface lead to the understanding of a chemical notch effect at the liquid-air interface and the $k_t$ is approximated to be 2.1.

• The FCG testing in air and vacuum showed FCG rate to be higher in thick specimens compared to thin specimens. The threshold SIF range was found to be dependent on stress ratio, thickness and environment. Under vacuum conditions the threshold SIF was found to be higher than in air, indicating the effect of environment even in laboratory air condition.

• Using the two parameter approach, a new analytical correlation was proposed to correlate R-ratio effect on FCG behavior. In contrast to the available analytical correlations, the proposed correlation is independent of fitting parameters. A "master curve" for FCG was obtained for different R-ratios. All FCG curves collapsed to $R=0.33$.

• Literature review demonstrate the existence of sharper crack tips for corrosive environment compared to vacuum. Based on the chemical notch concept, two parameter approach and the crack-tip angle, a new fatigue model is proposed. The proposed
model shows reasonable correlation with experimental data for different environments.

- The developed model accounts for overload effect and frequency effect on FCG behavior. The model is validated with number of FCG rate data conducted in Fatigue and Fracture Laboratory and taken from literature.
Chapter 5

Future Work

- The current version of the model includes a constant frequency. Including frequency as a variable would broaden the model's application to service loading situations.

- The crack tip angle can be further investigated to develop an analytical solution which takes into account the loading conditions, frequency and the environment that influences the crack tip angle.

- To further validate the model, the crack tip angle for overloads in different environments and frequencies need be measured experimentally or simulated using molecular dynamics with a goal to apply for service loads.

Therefore, both experimental and analytical work in this area is highly recommended.
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Appendices
Appendix A

Aluminum Alloy and Temper Designation System

A.1 Aluminum Alloy Designation System

Aluminum alloys are categorized into number of groups based on the primary alloying element. The wrought aluminum uses 4-digit system, while the cast aluminum uses 3-digit system plus a decimal.

A.2 Wrought Aluminum Alloy Designation System

- The first digit of the 4-digits indicate the primary alloying element. It is also used to identify as the aluminum series. Table A.1

- The last two digits are arbitrary numbers simply used to distinguish between alloys of the same series. One exception to this system is the 1000 series where, the last two digits indicates the minimum percentage of aluminum above 99%.

- The second number indicates how many times the original alloy has been modified. So if the second number is ‘0’, it means it’s the originally developed alloy.
Table A.1: Primary alloying element for wrought aluminum alloy designation system

<table>
<thead>
<tr>
<th>Alloy Series</th>
<th>Primary Alloying Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>1xxx</td>
<td>99.000%Minimum Aluminum</td>
</tr>
<tr>
<td>2xxx</td>
<td>Copper</td>
</tr>
<tr>
<td>3xxx</td>
<td>Manganese</td>
</tr>
<tr>
<td>4xxx</td>
<td>Silicon</td>
</tr>
<tr>
<td>5xxx</td>
<td>Magnesium</td>
</tr>
<tr>
<td>6xxx</td>
<td>Magnesium and Silicon</td>
</tr>
<tr>
<td>7xxx</td>
<td>Zinc</td>
</tr>
<tr>
<td>8xxx</td>
<td>Other Elements</td>
</tr>
</tbody>
</table>

Table A.2: Primary alloying element for cast aluminum alloy designation system

<table>
<thead>
<tr>
<th>Alloy Series</th>
<th>Primary Alloying Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>1xx.x</td>
<td>99.000%Minimum Aluminum</td>
</tr>
<tr>
<td>2xx.x</td>
<td>Copper</td>
</tr>
<tr>
<td>3xx.x</td>
<td>Silicon Plus Copper and/or Magnesium</td>
</tr>
<tr>
<td>4xx.x</td>
<td>Silicon</td>
</tr>
<tr>
<td>5xx.x</td>
<td>Magnesium</td>
</tr>
<tr>
<td>6xx.x</td>
<td>Unused Series</td>
</tr>
<tr>
<td>7xx.x</td>
<td>Zinc</td>
</tr>
<tr>
<td>8xx.x</td>
<td>Tin</td>
</tr>
<tr>
<td>9xx.x</td>
<td>Other Elements</td>
</tr>
</tbody>
</table>

A.3 Cast Aluminum Alloy Designation System

- The first digit indicates the primary alloying element. Table ??

- The last two digits are arbitrary numbers used to distinguish between alloys of the same series.

- The number after the decimal point is either 0 or 1, indicating casting or ingot respectively.


The series numbering system gives the understanding of the properties of the aluminum alloys. Specially when considering welding on these materials. The 1xxx, 3xxx
Table A.3: Basic Temper Designation

<table>
<thead>
<tr>
<th>Letter</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>As fabricated, no thermal or strain hardening employed.</td>
</tr>
<tr>
<td>O</td>
<td>Annealed, heat treated to improve ductility.</td>
</tr>
<tr>
<td>H</td>
<td>Strain hardened through cold-working. The letter 'H' is always followed by two or more digits.</td>
</tr>
<tr>
<td>W</td>
<td>Heat treated followed by natural aging.</td>
</tr>
<tr>
<td>T</td>
<td>Combination of heat treatment, strain hardening, natural and artificial aging. The 'T' is always followed by on or more digits</td>
</tr>
</tbody>
</table>

and 5xxx series of wrought aluminum alloys are non-weldable and are considered to be non-heat treatable. The 2xxx, 6xxx and 7xxx series wrought aluminum alloys are heat treatable and can be weldable. In case of cast alloys, 2xx.x, 3xx.x, 4xx.x and 7xx.x series are heat treatable. Heat treatment gives the alloys their optimum mechanical properties. For non-heat treatable alloys, strain hardening is employed to attain the optimum properties. Heat treatment is the process of thermally heating the alloy to elevated temperature followed by quenching in water. Quenching in water produces a supersaturated solution at room temperature. If precipitates of alloying elements are formed at room temperature it is termed as natural aging. If the precipitates are formed by maintaining the alloy at elevated temperature for a long duration of time, it is termed as artificial aging. The heat treatment and aging process is used to alter the mechanical properties of the alloys. Thus the alloy designation system is followed by temper designation system which indicates the heat treatment and aging process of the alloy.

### A.4 Temper Designation System

The temper designation system is an extension of the alloy numbering system separated by a hyphen. The temper designation system consists of a series of letters and numbers. Table A.3 outlines the basic temper designations

In case of 'H' and 'T' tempers, the letters are followed by one or more digits which
indicate additional temper details. Table A.4 and Table A.6 gives addition temper details for 'H' and 'T' respectively.

Table A.4: Subdivision of H temper

<table>
<thead>
<tr>
<th>H temper</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1x</td>
<td>Strain hardened only.</td>
</tr>
<tr>
<td>H2x</td>
<td>Strain hardened and partially annealed.</td>
</tr>
<tr>
<td>H3x</td>
<td>Strain hardened and stabilized</td>
</tr>
<tr>
<td>H4x</td>
<td>Strain hardened and painted</td>
</tr>
</tbody>
</table>

'x'-indicates degree of strain hardening (see table A.5)

Table A.5: Degree of strain hardening in H temper

<table>
<thead>
<tr>
<th>x</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Quarter hardened.</td>
</tr>
<tr>
<td>4</td>
<td>Half hardened.</td>
</tr>
<tr>
<td>6</td>
<td>Three-quarters hardened</td>
</tr>
<tr>
<td>8</td>
<td>Fully hardened</td>
</tr>
<tr>
<td>9</td>
<td>Extra hardened</td>
</tr>
</tbody>
</table>

A.5 Example

*Al 7075-T651*

Al - indicates aluminum
7 - indicates a 7000 series alloy
0 - indicates its the originally developed alloy.
75 - indicates the specific alloy in the series.
T6 - indicates heat treated and artificially aged.
51 - indicates stress relieved by stretching.
### Table A.6: Subdivision of T temper

<table>
<thead>
<tr>
<th>T temper</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Naturally aged after shaping</td>
</tr>
<tr>
<td>T2</td>
<td>Cold worked after natural aging</td>
</tr>
<tr>
<td>T3</td>
<td>Heat treated, cold worked and naturally aged</td>
</tr>
<tr>
<td>T4</td>
<td>Heat treated and naturally aged</td>
</tr>
<tr>
<td>T5</td>
<td>Articially aged after shaping</td>
</tr>
<tr>
<td>T6</td>
<td>Heat treated and artificially aged.</td>
</tr>
<tr>
<td>T7</td>
<td>Heat treated and overaged</td>
</tr>
<tr>
<td>T8</td>
<td>Heat treated, cold worked and artificially aged</td>
</tr>
<tr>
<td>T9</td>
<td>Heat treated, artificially aged and cold worked’</td>
</tr>
<tr>
<td>T10</td>
<td>Cold worked and artificially aged.</td>
</tr>
<tr>
<td>Tx51</td>
<td>Stress relieved by stretching.</td>
</tr>
<tr>
<td>Tx52</td>
<td>Stress relieved by compressing.</td>
</tr>
</tbody>
</table>

‘X’-indicates temper subdivision
## Appendix B

### Fatigue Crack Growth Test Data

Table B.1: Test data for 3 mm thickness Al 7075-T651 ST in air

<table>
<thead>
<tr>
<th></th>
<th>R=0.1</th>
<th></th>
<th>R=0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔK[MPa m^{0.5}]</td>
<td>da/dN [m/cycle]</td>
<td>ΔK[MPa m^{0.5}]</td>
<td>da/dN [m/cycle]</td>
</tr>
<tr>
<td>3.8</td>
<td>6.00E-11</td>
<td>2.11</td>
<td>5.69E-11</td>
</tr>
<tr>
<td>4.35</td>
<td>1.77E-10</td>
<td>2.41</td>
<td>2.29E-10</td>
</tr>
<tr>
<td>4.83</td>
<td>6.87E-09</td>
<td>2.68</td>
<td>4.67E-09</td>
</tr>
<tr>
<td>5.36</td>
<td>1.08E-08</td>
<td>2.98</td>
<td>5.43E-09</td>
</tr>
<tr>
<td>5.96</td>
<td>1.60E-08</td>
<td>3.31</td>
<td>5.28E-09</td>
</tr>
<tr>
<td>6.61</td>
<td>2.33E-08</td>
<td>3.67</td>
<td>1.18E-08</td>
</tr>
<tr>
<td>7.35</td>
<td>1.40E-08</td>
<td>4.08</td>
<td>1.96E-08</td>
</tr>
<tr>
<td>8.16</td>
<td>2.21E-08</td>
<td>4.53</td>
<td>3.32E-08</td>
</tr>
<tr>
<td>9.06</td>
<td>3.90E-08</td>
<td>5.03</td>
<td>4.43E-08</td>
</tr>
<tr>
<td>10.06</td>
<td>5.80E-08</td>
<td>5.59</td>
<td>7.46E-08</td>
</tr>
<tr>
<td>11.17</td>
<td>8.21E-08</td>
<td>6.21</td>
<td>1.21E-07</td>
</tr>
<tr>
<td>12.97</td>
<td>1.48E-07</td>
<td>7.2</td>
<td>1.65E-07</td>
</tr>
<tr>
<td>15.05</td>
<td>2.35E-07</td>
<td>8.36</td>
<td>2.17E-07</td>
</tr>
<tr>
<td>17.47</td>
<td>1.00E-06</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table B.2: Test data for 12.5 mm thickness Al 7075-T651 ST in air

<table>
<thead>
<tr>
<th>R=0.1</th>
<th></th>
<th>R=0.5</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔK [MPa m⁰.⁵]</td>
<td>da/dN [m/cycle]</td>
<td>ΔK [MPa m⁰.⁵]</td>
<td>da/dN [m/cycle]</td>
</tr>
<tr>
<td>1.37</td>
<td>3.09E-12</td>
<td>1.04</td>
<td>3.64377E-11</td>
</tr>
<tr>
<td>1.69</td>
<td>6.61E-10</td>
<td>1.16</td>
<td>2.00E-10</td>
</tr>
<tr>
<td>1.88</td>
<td>1.29E-09</td>
<td>1.69</td>
<td>6.0E-11</td>
</tr>
<tr>
<td>2.09</td>
<td>1.97E-09</td>
<td>2.57</td>
<td>3.64E-09</td>
</tr>
<tr>
<td>2.32</td>
<td>2.07E-09</td>
<td>2.86</td>
<td>5.15E-09</td>
</tr>
<tr>
<td>3.17</td>
<td>4.77E-09</td>
<td>3.17</td>
<td>3.56E-09</td>
</tr>
<tr>
<td>3.52</td>
<td>1.73E-09</td>
<td>3.52</td>
<td>5.48E-09</td>
</tr>
<tr>
<td>3.91</td>
<td>1.26E-08</td>
<td>3.91</td>
<td>8.17E-09</td>
</tr>
<tr>
<td>4.34</td>
<td>1.29E-08</td>
<td>4.34</td>
<td>1.29E-08</td>
</tr>
<tr>
<td>4.82</td>
<td>9.24E-09</td>
<td>4.82</td>
<td>1.60E-08</td>
</tr>
<tr>
<td>5.95</td>
<td>2.42E-08</td>
<td>5.95</td>
<td>3.46E-08</td>
</tr>
<tr>
<td>7.33</td>
<td>3.50E-08</td>
<td>7.33</td>
<td>5.07E-08</td>
</tr>
<tr>
<td>8.14</td>
<td>3.25E-08</td>
<td>8.14</td>
<td>8.60E-08</td>
</tr>
<tr>
<td>9.04</td>
<td>8.55E-08</td>
<td>9.04</td>
<td>2.94E-07</td>
</tr>
<tr>
<td>10.04</td>
<td>9.34E-08</td>
<td>10.04</td>
<td></td>
</tr>
<tr>
<td>11.14</td>
<td>2.36E-07</td>
<td>11.14</td>
<td></td>
</tr>
<tr>
<td>12.94</td>
<td>1.78E-07</td>
<td>12.94</td>
<td></td>
</tr>
<tr>
<td>15.01</td>
<td>9.51E-07</td>
<td>15.01</td>
<td></td>
</tr>
<tr>
<td>17.43</td>
<td>2.25E-06</td>
<td>17.43</td>
<td></td>
</tr>
</tbody>
</table>

Table B.3: Test data for 12.5 mm thickness Al 7075-T651 ST in vacuum

<table>
<thead>
<tr>
<th>R=0.1</th>
<th></th>
<th>R=0.5</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔK [MPa m⁰.⁵]</td>
<td>da/dN [m/cycle]</td>
<td>ΔK [MPa m⁰.⁵]</td>
<td>da/dN [m/cycle]</td>
</tr>
<tr>
<td>5.56</td>
<td>7.03E-11</td>
<td>5.56</td>
<td>2.88E-10</td>
</tr>
<tr>
<td>6.17</td>
<td>9.20E-11</td>
<td>6.17</td>
<td>1.15E-09</td>
</tr>
<tr>
<td>6.85</td>
<td>6.13E-10</td>
<td>6.85</td>
<td>6.23E-10</td>
</tr>
<tr>
<td>8.46</td>
<td>2.78E-09</td>
<td>8.46</td>
<td>4.36E-09</td>
</tr>
<tr>
<td>9.39</td>
<td>6.46E-09</td>
<td>9.39</td>
<td>3.06E-09</td>
</tr>
<tr>
<td>10.43</td>
<td>2.58E-09</td>
<td>10.43</td>
<td>1.26E-08</td>
</tr>
<tr>
<td>11.58</td>
<td>2.90E-08</td>
<td>11.58</td>
<td>2.39E-08</td>
</tr>
<tr>
<td>15.61</td>
<td>1.71E-07</td>
<td>15.61</td>
<td>4.69E-08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.72E-08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8.67E-07</td>
</tr>
</tbody>
</table>
Table B.4: Test data for 3 mm thickness Al 7075-T651 ST in vacuum

<table>
<thead>
<tr>
<th>R=0.1</th>
<th>R=0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔK [MPa ( m^{0.5} )]</td>
<td>da/dN [m/cycle]</td>
</tr>
<tr>
<td>4.45</td>
<td>5.22E-10</td>
</tr>
<tr>
<td>4.45</td>
<td>5.22E-10</td>
</tr>
<tr>
<td>4.94</td>
<td>5.26E-10</td>
</tr>
<tr>
<td>5.49</td>
<td>1.29E-09</td>
</tr>
<tr>
<td>6.1</td>
<td>3.12E-09</td>
</tr>
<tr>
<td>6.78</td>
<td>4.09E-09</td>
</tr>
<tr>
<td>7.53</td>
<td>9.90E-09</td>
</tr>
<tr>
<td>8.36</td>
<td>1.43E-08</td>
</tr>
<tr>
<td>9.29</td>
<td>1.12E-08</td>
</tr>
<tr>
<td>10.32</td>
<td>3.38E-08</td>
</tr>
<tr>
<td>11.46</td>
<td>5.61E-08</td>
</tr>
<tr>
<td>13.31</td>
<td>1.58E-07</td>
</tr>
<tr>
<td>17.94</td>
<td>5.57E-07</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix C

Matlab Program for R-ratio Correlation

1 clear all
2 clc
3 clf
4
5 load('data.mat')
6 r0=TI6AL4V0; % r=0
7 r01=TI6AL4V01; % R=0.1
8 r03=TI6AL4V03; % R=0.3
9 r05=TI6AL4V05; % R=0.5
10 r07=TI6AL4V07; % R=0.7
11 r08=TI6AL4V08; % R=0.8
12 %r09=TI6AL4VR09; % R=0.9
13 r_1=TI6AL4V_1; % R=-1
14 r_3=TI6AL4V_3; % R=-1
15 r_5=TI6AL4V_5; % R=-2
16
\% calculate kmax and store in same variable .............

19  \( r_0(:,3) = r_0(:,1) / (1-0); \)
20  \( r_{01}(:,3) = r_{01}(:,1) / (1-0.1); \)
21  \( r_{03}(:,3) = r_{03}(:,1) / (1-0.3); \)
22  \( r_{05}(:,3) = r_{05}(:,1) / (1-0.5); \)
23  \( r_{07}(:,3) = r_{07}(:,1) / (1-0.7); \)
24  \( r_{08}(:,3) = r_{08}(:,1) / (1-0.8); \)
25  \%r09(:,3) = r08(:,1) / (1-0.9); \)
26  \( r_{-1}(:,3) = r_{-1}(:,1) / (1+1); \)
27  \( r_{-3}(:,3) = r_{-3}(:,1) / (1+3); \)
28  \( r_{-5}(:,3) = r_{-5}(:,1) / (1+5); \)
29
30
31
32 \% plot data
33
34 \textbf{figure}(1)
35 \textbf{loglog}(r0(:,1), r0(:,2), 'or', r01(:,1), r01(:,2), '^b', r03(:,1), r03
36  (:,2), 'sk', r05(:,1), r05(:,2), 'sg', r07(:,1), r07(:,2), 'vr', r08
37  (:,1), r08(:,2), '>g', r_{-1}(:,1), r_{-1}(:,2), 'sk', r_{-3}(:,1), r_{-3}(:,2),
38  'om', r_{-5}(:,1), r_{-5}(:,2), '<b')
39 \textbf{hold} on
40 \textbf{legend}(['R=0', 'R=0.1', 'R=0.3', 'R=0.5', 'R=0.7', 'R=0.8', 'R=-1', 'R
41  =-3', 'R=-5'])
42 \textbf{type}='nearest';
43 dk0=\textbf{interp1}(r0(:,2), r0(:,1), dadnc, \textbf{type});
44 dk01=\textbf{interp1}(r01(:,2), r01(:,1), dadnc, \textbf{type});
41  dk03=\texttt{interp1}(r03, r03(:,1), dadnc, \texttt{type});
42  dk05=\texttt{interp1}(r05, r05(:,1), dadnc, \texttt{type});
43  dk07=\texttt{interp1}(r07, r07(:,1), dadnc, \texttt{type});
44  dk08=\texttt{interp1}(r08, r08(:,1), dadnc, \texttt{type});
45  dk_1=\texttt{interp1}(r_1, r_1(:,1), dadnc, \texttt{type});
46  dk_3=\texttt{interp1}(r_3, r_3(:,1), dadnc, \texttt{type});
47  dk_5=\texttt{interp1}(r_5, r_5(:,1), dadnc, \texttt{type});
48  \texttt{loglog}(dk0, dadnc, 'sk')
49  \texttt{loglog}(dk01, dadnc, 'sk')
50  \texttt{loglog}(dk05, dadnc, 'sk')
51  \texttt{loglog}(dk07, dadnc, 'sk')
52  \texttt{loglog}(dk08, dadnc, 'sk')
53  \texttt{loglog}(dk_1, dadnc, 'sk')
54  \texttt{loglog}(dk_3, dadnc, 'sk')
55  \texttt{loglog}(dk_5, dadnc, 'sk')
56
57  \texttt{hold off}
58
59  dk(:,1)=dk_5;
60  dk(:,2)=dk_3;
61  dk(:,3)=dk_1;
62  dk(:,4)=dk0;
63  dk(:,5)=dk01;
64  dk(:,6)=dk03;
65  dk(:,7)=dk05;
66  dk(:,8)=dk07;
67  dk(:,9)=dk08;
70 kmax(:,2)=dk_3/(1+3);
71 kmax(:,1)=dk_5/(1+5);
72 kmax(:,3)=dk_1/(1+1);
73 kmax(:,4)=dk0/(1-0);
74 kmax(:,5)=dk01/(1-0.1);
75 kmax(:,6)=dk03/(1-0.3);
76 kmax(:,7)=dk05/(1-0.5);
77 kmax(:,8)=dk07/(1-0.7);
78 kmax(:,9)=dk08/(1-0.8);
79
80 // kmax dk plot with da/dn constant lines
81
82 kkmax=[4  25];
83 rc=0.33;
84 ddk=kkmax*(1-rc);
85
86 x=6;
87
88 i=find(dadnc==6e-9);
89 j=find(dadnc==9e-9);
90 k=find(dadnc==5e-8);
91 l=find(dadnc==2e-7);
92 figure(2)
93 set(gca,'fontname','times','fontsize',12)
94 loglog(kmax(i,1:x),dk(i,1:x),'Ok','markersize',6,'
       markerfacecolor','y')
95 hold on
\begin{verbatim}
96 loglog(kmax(i,x+1:end),dk(i,x+1:end),'Ok','markersize',6)
97 loglog(kmax(j,1:x),dk(j,1:x),'Ok','markersize',6, 'markerfacecolor','y')
98 loglog(kmax(j,x+1:end),dk(j,x+1:end),'Ok','markersize',6, 'markerfacecolor','y')
99 loglog(kmax(k,1:x),dk(k,1:x),'Ok','markersize',6, 'markerfacecolor','y')
100 loglog(kmax(k,x+1:end),dk(k,x+1:end),'Ok','markersize',6)
101 loglog(kmax(l,1:x),dk(l,1:x),'Ok','markersize',6, 'markerfacecolor','y')
102 loglog(kmax(l,x+1:end),dk(l,x+1:end),'Ok','markersize',6)
103 loglog(kkmax,ddk,'-.k','markersize',6)
104 hold off
105 axis([1 1000 1 1000])
106 xlabel('K_{max}[\text{MPam}^{0.5}]','fontname','times','fontsize',14);
107 ylabel('{\DeltaK}[\text{MPam}^{0.5}]','fontname','times','fontsize',14)
108 legend('R\text{\textendash}constant Data R < R_c','R\text{\textendash}constnat Data R > R_c','
location','northeast')
109 ctext(1.1,80,'Ti\textendash6Al\textendash4V Constant R')
110 ctext(1.1,65,'Lab air and room temp.')
111 ctext(1.1,50,'A.H Noroozi, G. Glinka')
112 ctext(1.1,40,'S. Lambert (2007)')
113 ctext(20,20,['R_c =',num2str(rc)],'backgroundcolor','y')
114 ctext(40,3,['da/dN =',num2str(dadnc(i))])
115 ctext(40,4,['da/dN =',num2str(dadnc(j))])
\end{verbatim}
```matlab
figure(3)

subplot(2,2,1)
loglog(r0(:,1),r0(:,2), 'or', r01(:,1), r01(:,2), '^b', r03(:,1), r03(:,2), 'sk', r05(:,1), r05(:,2), 'sg', r07(:,1), r07(:,2), 'vr', r08(:,1), r08(:,2), '>k', r_1(:,1), r_1(:,2), 'sk', r_3(:,1), r_3(:,2), 'om', r_5(:,1), r_5(:,2), '<b')
legend( 'R=0', 'R=0.1', 'R=0.3', 'R=0.5', 'R=0.7', 'R=0.8', 'R=-1', 'R=-3', 'R=-5', 'location', 'southeast')
title( 'Ti-6Al-4V-Glinka')
xlabel( 'DK[MPam^0.5]'); ylabel( 'da/dN [m/cycle]')

subplot(2,2,2)
loglog(r0(:,3),r0(:,2), 'or', r01(:,3), r01(:,2), '^b', r03(:,3), r03(:,2), 'sk', r05(:,3), r05(:,2), 'sg', r_1(:,3), r_1(:,2), 'sk', r_3(:,3), r_3(:,2), 'om', r_5(:,3), r_5(:,2), '<b')
legend( 'R=0', 'R=0.1', 'R=0.3', 'R=0.5', 'R=-1', 'R=-3', 'R=-5', 'location', 'southeast')
title( 'Ti-6Al-4V-Glinka')
xlabel( 'K_m_a_x[MPam^0.5]'); ylabel( 'da/dN [m/cycle]')

subplot(2,2,3)
loglog(r05(:,1),r05(:,2), 'sg', r07(:,1), r07(:,2), 'vr', r08(:,1), r08(:,2), '>k')
legend( 'R=0.5', 'R=0.7', 'R=0.8', 'location', 'southeast')
title( 'Ti-6Al-4V-Glinka')
xlabel( 'DK[MPam^0.5]'); ylabel( 'da/dN [m/cycle]')
```

```matlab
subplot(2,2,4)
loglog(r0(:,3),r0(:,2),'or',r01(:,3),r01(:,2),'^b',r03(:,3),r03(:,2), 'sk',r05(:,1),r05(:,2), 'sg',r07(:,1),r07(:,2), 'vr',r08(:,1),r08(:,2), '>k',r_1(:,3),r_1(:,2), 'sk',r_3(:,3),r_3(:,2), 'om',r_5(:,3),r_5(:,2), '<b')
legend('R=0', 'R=0.1', 'R=0.3', 'R=0.5', 'R=0.7', 'R=0.8', 'R=-1', 'R=-3', 'R=-5', 'location', 'southeast')
title('Ti−6Al−4V − Glinka')
xlabel('DK or K_m_a_x [MPam^-0.5]'); ylabel('da/dN [m/cycle]')

%%
limit=3;
%
%slopeu, interceptu, slopel, interceptl=calslope(limit,dk,kmax); %
%%
p=-0.33;
alpha=p/(-1+p);
rc=0.33;

r03fita(:,2)=r03(:,2);
r03fita(:,3)=r03(:,1)*((1−rc)/(1−0.3))^alpha;
r05fit(:,2)=r05(:,2);
r05fit(:,3)=r05(:,1)*((1−rc)/(1−0.5))^alpha;
r07fit(:,2)=r07(:,2);
r07fit(:,3)=r07(:,1)*((1−rc)/(1−0.7))^alpha;
r08fit(:,2)=r08(:,2);
r08fit(:,3)=r08(:,1)*((1−rc)/(1−0.8))^alpha;

q=1/p;
```
\( \beta = q / (-1 + q) \);

\( r_0 \text{fit} (: ,2) = r_0 (: ,2) \);

\( r_0 \text{fit} (: ,3) = r_0 (: ,3) \ast ((1 - 0) / (1 - rc)) \wedge (1 - \beta) \);

\( r_01 \text{fit} (: ,2) = r_01 (: ,2) \);

\( r_01 \text{fit} (: ,3) = r_01 (: ,3) \ast ((1 - 0.1) / (1 - rc)) \wedge (1 - \beta) \);

\( r_1 \text{fit} (: ,2) = r_1 (: ,2) \);

\( r_1 \text{fit} (: ,3) = r_1 (: ,3) \ast ((1 + 1) / (1 - rc)) \wedge (1 - \beta) \);

\( r_3 \text{fit} (: ,2) = r_3 (: ,2) \);

\( r_3 \text{fit} (: ,3) = r_3 (: ,3) \ast ((1 + 3) / (1 - rc)) \wedge (1 - \beta) \);

\( r_5 \text{fit} (: ,2) = r_5 (: ,2) \);

\( r_5 \text{fit} (: ,3) = r_5 (: ,3) \ast ((1 + 5) / (1 - rc)) \wedge (1 - \beta) \);

\( r_03 \text{fit} (: ,2) = r_03 (: ,2) \);

\( r_03 \text{fit} (: ,3) = r_03 (: ,3) \ast ((1 - 0.3) / (1 - rc)) \wedge (1 - \beta) \);

%to collapse into single curve

\( r_0 \text{fit} (: ,1) = r_0 (: ,1) \ast ((1 - rc) / (1 - 0)) \wedge (\beta) \);

\( r_1 \text{fit} (: ,1) = r_1 (: ,1) \ast ((1 - rc) / (1 + 1)) \wedge (\beta) \);

\( r_3 \text{fit} (: ,1) = r_3 (: ,1) \ast ((1 - rc) / (1 + 3)) \wedge (\beta) \);

\( r_5 \text{fit} (: ,1) = r_5 (: ,1) \ast ((1 - rc) / (1 + 5)) \wedge (\beta) \);

\( r_03 \text{fit} (: ,1) = r_03 (: ,1) \ast ((1 - rc) / (1 - 0.3)) \wedge (\beta) \);

figure(7)

set(gca, 'fontname', 'times', 'fontsize', 16)

loglog(r0 (: ,1), r0 (: ,2), 'b<', r01 (: ,1), r01 (: ,2), 'bd', r03 (: ,1), r03 (: ,2), 'ro', r_1 (: ,1), r_1 (: ,2), 'c^', r_3 (: ,1), r_3 (: ,2), 'bv', r_5
'( : , 1 ) , r_5 (: , 2 ) , 'b. ' , ...' markersize ' , 10 , ' markerfacecolor ' , [ 1 0.8 0.7 ] )

hold on

loglog ( r05 (: , 1 ) , r05 (: , 2 ) , 'ks ' , r07 (: , 1 ) , r07 (: , 2 ) , 'bp ' , r08 (: , 1 ) , r08fit (: , 2 ) , 'g>' , ...' markersize ' , 10 , ' markerfacecolor ' , [ 0.8 1 0.8 ] )

xlabel ( ' \DeltaK \ [MPam^0.5] ' , ' fontsize ' , 16 , ' fontname ' , 'times new roman ' ) ;

ylabel ( ' da/dN \ [m/cycle] ' , ' fontsize ' , 16 , ' fontname ' , 'times new roman ' ) ;

axis ( [ 1 1000 1e-11 1e-5 ] )

legend ( ' R=0 ' , ' R=0.1 ' , ' R=0.3 ' , ' R=1 ' , ' R=3 ' , ' R=5 ' , ' R=0.5 ' , ' R=0.7 ' , ' R=0.8 ' , ' location ' , ' southeast ' )

%text ( 1.2 , 6e-7 , ' S. Lambert (2007) ' )

%text ( 1.2 , 2.5e-6 , '(a) ' , ' fontname ' , ' times ' , ' fontsize ' , 14 )

hold off

% %

figure (8)

set ( gca , ' fontname ' , ' times ' , ' fontsize ' , 12 )
\text{loglog}(r0fit(:,3), r0fit(:,2), 'b<', r01fit(:,3), r01fit(:,2), 'bd',  
r03fit(:,3), r03fit(:,2), 'ro', r_1fit(:,3), r_1fit(:,2), 'c^',  
r_3fit(:,3), r_3fit(:,2), 'bv', r_5fit(:,3), r_5fit(:,2), 'b.',  
'markersize', 6, 'markerfacecolor', [1 0.8 0.7])

\text{xlabel}('K_{\text{max driving}} [\text{MPa}^0.5]', 'fontsize', 14, 'fontname', 'times new roman');

\text{ylabel}('da/dN [m/cycle]', 'fontsize', 14, 'fontname', 'times new roman');

\text{axis}([1 100 1e-10 1e-5])

\text{legend}('R=0', 'R=0.1', 'R=0.3', 'R=-1', 'R=-3', 'R=-5', 'location', 'southeast')

\text{%text}(1.2, 5e-6, 'Ti-6Al-4V Constant R Test Data')

\text{%text}(1.2, 2.5e-6, 'Lab air and room temp.')

\text{%text}(1.2, 1.2e-6, 'A.H Noroozi, G.Glinka')

\text{%text}(1.2, 6e-7, 'S.Lambert(2007)')

\text{%text}(1.3, 2e-7, '\{\it K_{\text{max driving}}\} = \{\it K_{\text{max}}\}((1-R)/(1-R_c)  
\}^{(1-\beta)})', 'backgroundcolor', [1 0.8 0.7])

\text{%text}(1.3, 7e-8, 'R < R_c')

\text{%text}(1.3, 3.5e-8, ['R_c = ', num2str(r_c)])

\text{%text}(1.3, 2e-8, ['q = ', num2str(q)])

\text{%}

\text{figure}(9)

\text{set}(gca, 'fontname', 'times', 'fontsize', 12)

\text{loglog}(r05fit(:,3), r05fit(:,2), 'ks', r07fit(:,3), r07fit(:,2), 'bp'  
, r08fit(:,3), r08fit(:,2), 'g>', r03fita(:,3), r03fita(:,2), 'ro'  
,

,...
'markersize', 6, 'markerfacecolor', [0.8 1 0.8])

xlabel('\Delta K_{driving} [MPa m^{0.5}]', 'fontsize', 14, 'fontname', 'times new roman');

ylabel('da/dN [m/cycle]', 'fontsize', 14, 'fontname', 'times new roman');

legend('R=0.5', 'R=0.7', 'R=0.8', 'R=0.3', 'location', 'southeast')

axis([1 100 1e-10 1e-5])

%text(1.2, 5e-6, 'Ti-6Al-4V Constant R Test Data')
%text(1.2, 2.5e-6, 'Lab air and room temp.')
%text(1.2, 1.2e-6, 'A.H Noroozi, G. Glinka')
%text(1.2, 6e-7, 'S. Lambert (2007)')

%text(1.3, 2e-7, '{\it \Delta K_{driving}} = {\it \Delta K[(1-R_c)/(1-R)]}^{\it \alpha}', 'backgroundcolor', [0.8 1 0.8])

%text(1.3, 7e-8, 'R < R_c')
%text(1.3, 3.5e-8, ['R_c = ', num2str(rc)])
%text(1.3, 2e-8, ['q = ', num2str(q)])

figure(10)

set(gca, 'fontname', 'times', 'fontsize', 12)

loglog(r0fit(:,3), r0fit(:,2), 'b<', r01fit(:,3), r01fit(:,2), 'bd',
       r03fit(:,3), r03fit(:,2), 'ro', r_1fit(:,3), r_1fit(:,2), 'c~',
       r_3fit(:,3), r_3fit(:,2), 'bv', r_5fit(:,3), r_5fit(:,2), 'b.', ...)

'markersize', 6, 'markerfacecolor', [1 0.8 0.7])

hold on
\text{(1.2, 5e-6, 'Ti-6Al-4V Constant R Test Data')}
\text{(1.2, 2.5e-6, 'Lab air and room temp. ')}
\text{(1.2, 1.2e-6, 'A.H Noroozi, G. Glinka ')}
\text{(1.2, 6e-7, 'S. Lambert (2007) ')}

%text (1.3, 2e-7, '{\it \DeltaK_{driving}} = {\it \DeltaK((1-R_c)/(1-R))}^{\it \alpha}' , 'backgroundcolor', [0.8 1 0.8])
%text (3.5, 2e-10, '{\it K_{max driving}} = {\it K_{max}(1-R)/(1-R_c)}^{\it (1-\beta)}' , 'backgroundcolor', [1 0.8 0.7])

hold off

figure(11)
set(gca,'fontsize',16)
loglog(r0fit(:,1), r0fit(:,2), 'b<', r01fit(:,1), r01fit(:,2), 'bd',
    r03fit(:,1), r03fit(:,2), 'ro', r_1fit(:,1), r_1fit(:,2), 'c^',
    r_3fit(:,1), r_3fit(:,2), 'bv', r_5fit(:,1), r_5fit(:,2), 'b.',
    ...
    'markersize',10,'markerfacecolor',[1 0.8 0.7])
hold on
loglog(r05fit(:,3), r05fit(:,2), 'ks', r07fit(:,3), r07fit(:,2), 'bp',
    r08fit(:,3), r08fit(:,2), 'g>', r03fit(:,3), r03fit(:,2), 'ro',
    ...
    'markersize',10,'markerfacecolor',[0.8 1 0.8])
xlabel(r'$\Delta K_t \ [\text{MPam}^{0.5}]$');
ylabel('da/dN \ [\text{m/cycle}]');
axis([1 100 1e-11 1e-5])
legend('R=0', 'R=0.1', 'R=0.3', 'R=1', 'R=3', 'R=5', 'R=0.5', 'R=0.7',
    'R=0.8', 'location','southeast')

%text(1.2,5e-6,'Ti-6Al-4V', 'fontname', 'times', 'fontsize',14)
%text(1.2,2.5e-6,'Lab air and room temp.', 'fontname', 'times',
    'fontsize',14)
%text(1.2,1.2e-6,'A.H Noroozi, G. Glinka')
%text(1.2,1.2e-6,'Glinka et. al. (2007)', 'fontname', 'times',
    'fontsize',14)
%text(1.2,6e-7,'S. Lambert(2007)')
%text(1.2,2.5e-6, '(b)', 'fontname', 'times', 'fontsize',14)
%text(1.3,2e-7, '{\it \Delta K_{\text{driving}}} = {\it \Delta K}/(1-R_c)/(1-R)^{\alpha}',
    'backgroundcolor',[0.8 1 0.8])
\[ K_{\text{max driving}} = K_{\text{max}} \left( \frac{1-R}{1-R_c} \right)^{\beta} \]

\[ R_t = \text{num2str}(rc) \]

\[ p = \text{num2str}(p) \]

\[ q = 1/p = \text{num2str}(q) \]

hold off
Appendix D

Matlab Program to Simulate FCG Model

1 clear all
2 clc
3
4 load 7075_T651_water_vapor.mat
5
6 expdata1=DI;
7 expdata2=Air;
8 expdata3=Pa2;
9 expdata4=Pa27;
10 expdata5=Pa47;
11 expdata6=Pa133;
12 expdata7=Pa67;
13 % Material Properties
14 E=70E3;
15 sy=520;
16 kc=56;
pressure = [101 100 2 2.7 4.7 13.3 67];

% Parameters
% \[ \theta_1 = 60; \theta_2 = 62; \theta_3 = 80; \theta_4 = 77; \theta_5 = 76; \theta_6 = 75; \theta_7 = 70; \]
tita = [52 60 79 77 75 74 71];
dkth = [4.99 4.99 6 6 5.5 5.4 5.2];
r = 0.1;
dkc = (1 - r) .* kc;

%---
dk = 3:1:dkc;
dk = dk';
kmax = dk ./ (1 - r);
kmin = kmax .* r;

x = 1;
tita = tita .* x;

dadn1 = model4(dk, tita(1), dkth(1), dkc, E, sy, kmax, r);
dadn2 = model4(dk, tita(2), dkth(2), dkc, E, sy, kmax, r);
dadn3 = model4(dk, tita(3), dkth(3), dkc, E, sy, kmax, r);
dadn4 = model4(dk, tita(4), dkth(4), dkc, E, sy, kmax, r);
dadn5 = model4(dk, tita(5), dkth(5), dkc, E, sy, kmax, r);
dadn6 = model4(dk, tita(6), dkth(6), dkc, E, sy, kmax, r);
dadn7 = model4(dk, tita(7), dkth(7), dkc, E, sy, kmax, r);

figure(1)
subplot(2, 2, [1, 3]);
set(gca, 'fontname', 'times', 'fontsize', 16)
loglog(expdata1(:,1),expdata1(:,2),'dk','markersize',10,'markerfacecolor','r')
hold on
loglog(expdata2(:,1),expdata2(:,2),'sk','markersize',10,'markerfacecolor','c')
loglog(expdata3(:,1),expdata3(:,2),'sk','markersize',10,'markerfacecolor','g')
loglog(expdata4(:,1),expdata4(:,2),'^k','markersize',10,'markerfacecolor','k')
loglog(expdata5(:,1),expdata5(:,2),'^k','markersize',10,'markerfacecolor','y')
loglog(expdata6(:,1),expdata6(:,2),'ok','markersize',10,'markerfacecolor','m')
loglog(dk,abs(dadn1),'-r','linewidth',1.5)
loglog(dk,abs(dadn2),'-b','linewidth',1.5)
loglog(dk,abs(dadn3),'-g','linewidth',1.5)
loglog(dk,abs(dadn4),'-k','linewidth',1.5)
loglog(dk,abs(dadn5),'-k','linewidth',1.5)
loglog(dk,abs(dadn6),'-k','linewidth',1.5)
loglog(dk,abs(dadn7),'-m','linewidth',1.5)
hold off
grid on
grid minor
axis([5 50 1e-8 3e-6])
legend('Distilled Water','Air','2.0 Pa','4.7 Pa','67 Pa',
       'location','southeast')
The effect of water vapor pressure on 7075-T651

\[ \Delta K \ [\text{MPa} \ m^{0.5}] \]
\[ \frac{da}{dN} \ [\text{m/cycle}] \]

\[ \theta = \text{num2str}(x) \theta \]

\[ K_c = \text{num2str}(kc) \ [\text{MPa} \ m^{0.5}] \]
% text (1.5, 5e-5, ['A = ', num2str(A)], 'fontsize', 14)
% text (1.5, 5e-5, ['R = ', num2str(r)], 'fontsize', 16)
% text (6, 2e-6, ['\Delta K_{th} = ', num2str(dkth, 3)], 'fontsize', 16)
% text (30, 5e-7, '67Pa', 'fontsize', 16, 'fontweight', 'bold')
% text (6, 1e-6, ['\Delta K_c = ', num2str(dkc, 4)], 'fontsize', 16)
% text (6, 1.5e-6, ['\theta = ', num2str(tita)], 'fontsize', 16)
% text (6, 6e-7, ['\sigma_{y} = ', num2str(sy)], 'fontsize', 16)
% text (1.5, 2e-8, ['p = ', num2str(p)], 'fontsize', 14)
% text ('Interpreter', 'latex', 'String', '$$\frac{3C}{8E}(K^{2}_{\text{max}} - K^{2}_{\text{ref}}) \frac{1 - \frac{\Delta K_{th}}{\Delta K}}{1 - \frac{\Delta K}{\Delta K_c}}$$', 'Position', [5 1e-9], 'Fontsize', 12, 'fontweight', 'bold')
% text ('Interpreter', 'latex', 'String', '$$K_{\text{ref}} = \frac{\sqrt{2}}{\pi} \Delta K_{(i-1) \text{ cycle}}$$', 'Position', [5 1e-10], 'Fontsize', 12, 'fontweight', 'bold')
% text ('Interpreter', 'latex', 'String', '$$r_{f} = \frac{\pi}{8} \left(\frac{K_{\text{ref}}}{\sigma_{y}}\right)^{2}$$', 'Position', [5 8e-12], 'Fontsize', 12, 'Fontweight', 'bold')

function dadn=model4(dk, tita, dkth, dkc, E, sy, kmax, r)
 kmin=r.*kmax;
 for i=1:length(dk)
  if dk(i,1)>4
    tita = 88.7;
  end
  dkth = 3;
end
% \( dkc = 10; \)
% end
if \( i == 1 \)
kref(i,1) = kmin(i,1);
else
kref(i,1) = \( (0.25 \exp(1.15 r) + 0.2105) \times kmax(i,1) \);
dadn(i,1) = ((3 \cotd(tita))/(2 \times 8 \times E \times sy)) \times (kmax(i,1)^2 - kref(i,1)^2) \times ((1 - dkth/dk(i,1))/(1 - (dk(i,1)/dkc))) ;
end
end
Appendix E

Matlab Program to Simulate FCG Behavior for Overload

1 clear all
2 clc
3 close all

4
5 kmax=10;
6 kmin=1;
7 kmaxol=16;
8 sigmay=370;
9 E=72000;
10 lambda=3/(8*E*sigmay);
11 deltakth=3.5;
12 deltakc=31.5;
13 deltak=kmax-kmin;
14 deltakol=kmaxol-kmin;
15 beta=1.10;
16 c=cotd(85)/2;
a = []; 

dadn = []; 

krefi = ((0.25 * \exp(0.115)) + 0.21) * kmax; 

dadn(1) = c * lambda * (kmaxol^2 - krefi^2) * ((1 - (deltakth/deltakol)) / (1 - (deltakol/deltakc))); 

a(1) = dadn(1); 

ap = a(1) + ((kmaxol/sigmay)^2) / (2 * pi)); 

i = 2; 

while (1) 


sigmaap = (sigmay / beta) * sqrt(2 * (ap - a(i-1)) / a(i-1)); 

sigma = (kmax / beta) * (1 / sqrt(pi * a(i-1))); 

sigmamin = (kmin / beta) * (1 / sqrt(pi * a(i-1))); 

sigmared = sigmaap - sigma; 

sigmaxe = sigma - sigmared; 

sigmine = sigmamin - sigmared; 

if (sigmaxe < 0) 

    sigmaxe = 0; 

end 

if (sigmine < 0) 

    sigmine = 0; 

end 

r = sigmine / sigmaxe; 

delk = beta * (sigmaxe - sigmine) * sqrt(pi * a(i-1)); 

kmaxe = delk / (1 - r); 

krefi = ((0.25 * \exp(1.15*r)) + 0.21) * kmaxe;
\[
dadn(i) = c \cdot \lambda \cdot (k_{\text{max}}^2 - k_{\text{refi}}^2) \cdot ((1 - (\Delta k_{\text{th}}/\Delta k)) \cdot (1 - (\Delta k/\Delta k_{\text{ac}}))) ;
\]

\[
a(i) = a(i-1) + dadn(i) ;
\]

\[
\text{if} (a \cdot p < a(i))
\]

\[
\text{break} ;
\]

\[
\text{end}
\]

\[
\text{figure}(1)
\]

\[
\text{semilogy}(a(i) \cdot 1000, dadn(i), \text{'ro'})
\]

\[
\text{axis}([0 \ 0.3 \ 1e^{-10} \ 1e^{-6}])
\]

\[
\text{hold} \ \text{on} ;
\]

\[
i = i + 1 ;
\]

\[
\text{end}
\]

\[
am = a + 0.1/1000 ;
\]

\[
am(1) = 0.03/1000 ;
\]

\[
dadnm = dadn ;
\]

\[
\%
\]

\[
apre = [-0.5 \ am(1) \cdot 1000 \ am(1) \cdot 1000] ; dadnpre = [dadnm(\text{end}) \ \text{dadnm(\text{end})}
\]

\[
dadnm(1)] ;
\]

\[
apost = [am(\text{end}) \cdot 1000 \ 1] ; dadnpost = [dadnm(\text{end}) \ \text{dadnm(\text{end})}] ;
\]

\[
\%
\]

\[
\% \text{load } Al2324_\text{OL}_2\text{data.mat}
\]

\[
\text{figure}(2)
\]

\[
\text{set}(\text{(gca, 'fontsize', 16, 'fontname', 'times'})
\]

\[
\text{semilogy}(am.*1000, dadnm.*0.7, '-r', 'linewidth', 4);
\]

\[
\text{hold} \ \text{on}
\]

\[
\text{semilogy}(\text{data1(:,1)}, \text{data1(:,2)}, '-ko');
\]
semilogy(data2(:,1),data2(:,2),'bo');
semilogy(data3(:,1),data3(:,2),'go');
semilogy(apre,dadnpre.*0.6,'r','linewidth',4);
semilogy(apost,dadpost.*0.6,'r','linewidth',4);
hold off
xlabel('a [mm]
ylabel('da/dN [m/cycle]
legend('Model', 'Exp. 1 Data', 'Exp. 2 Data', 'Exp. 3 Data',
       'location','southeast')
axis([-1 3 1e-11 1e-5])

text(-0.3,5e-6,'Integral Based Two Parameter Model','fontname','times','fontsize',16,'color','r')
text(2,3e-9,'Al 2324','fontname','times','fontsize',16)
text(2,1.5e-9,'OLR=2','fontname','times','fontsize',16)
text(0.2,5e-7,'K_{max OL}=20 MPa m^{0.5}','fontname','times','fontsize',16)
text(0.5,3e-9,'K_{max BL}=10 MPa m^{0.5}','fontname','times','fontsize',16)
text(0.5,1e-9,'K_{min}=1 MPa m^{0.5}','fontname','times','fontsize',16)