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1 Introduction

Neurons are cells which are highly specialized for rapid development of electrical membrane potentials \([8][9, \text{ p. 3}]\). Selective permeability of the cellular membrane to positively and negatively charged ions enables neurons to generate electrical signals that encode information essential for organism function at many levels, from sensing to muscle control. Thus encoding and processing of information enables the nervous system to play its fundamental role in interactions between an organism and the environment in which it lives.

Deficiencies or disorders of the nervous system can greatly impair abilities of an organism to perform tasks critical for life and health. Examples of neurological diseases include Alzheimer’s and Parkinson’s. Disorders such as epilepsy and effects of trauma are further examples of impairments to nervous system function.

A broad range of approaches have been utilized to further understanding of the nervous system and develop methods for prevention and treatment of neurological diseases. One approach is to investigate the biophysical basis of neuronal activity which is fundamental to higher level function. The pioneering work of Hodgkin and Huxley is foundational to all biophysically derived neuron models \([10, \text{ p. 41}]\). Furthermore, convergence of computational neuroscience with control theory has produced increased interest in studying how the ranges of dynamical behavior vary in response to changes in various parameters. These bifurcations of neuron dynamics are fundamental properties of individual neurons \([10, \text{ p. 2}]\)[1, \text{ p. xv}].

Within this dissertation, single cells are modeled using conductance-based Hodgkin-Huxley type models. Optimal control theory, which provides a mathematical framework for minimization of performance objectives, is used to develop a “Reduced Energy Input Stimulus Discovery Method,” that enables computation of optimal input stimuli which balance reduced squared integral ‘energy’ of the input stimulus against accurate tracking of a desired membrane potential \([2, 3]\). Nonlinear neuron dynamics are investigated for four bifurcation types considered to be fundamental to neurocomputational properties of neurons \([1]\), as a precursor. Differences between optimal and reference stimulus-response signal pairs provides insight into neuron function.
The relationship between energy efficient input stimuli and development of a desired time-varying neural membrane response is relevant to neural prostheses and electrical stimulation therapies involved in spinal cord and Parkinson’s treatments [11, 12, 13]. In these cases, chronic over-stimulation is problematic, and decreased energy input stimuli improves longevity of implanted devices and reduces damage to associated tissues [14, 15].

Various toxins and pharmacological blockers have long been used in electrophysiological studies due to their impact on ion channel function and neural responses [8, 16]. Model-based tracking of neural signals, including membrane potential, has been shown to be an effective tool for studying the effect of toxins or pharmaceuticals on neuron function, and estimating changes in model parameters [17, 18, 10].

The method presented within this dissertation has several advantages when considering applicability of theoretical methods ‘at the bench.’ All simulations presented have been performed on a personal laptop computer with simulation times sufficient to enable computation and application of optimal input stimulus currents within a single experimental preparation. Furthermore, measurement and stimulation of the signals required for the computation and application method does not require continuous feedback of neuron states [14].

When speaking of the present state of the art, one researcher states that “implementation of this research program is still a pipe dream,” lamenting the separation of experimental neurobiologists and practitioners of theoretical computational neuroscience [1, p. 20]. The framework presented within this dissertation takes into account the theoretical system dynamics underpinning neural system functionality and exhibits characteristics favorable for experimental application at the rig [14]. The method published within this dissertation, along with its broadly extensible paradigm, is intended to be a step toward realization of the “pipe dream”.

1.1 Dissertation Overview

Analysis and optimal control of nonlinear system dynamics in conductance-based Hodgkin-Huxley type neuron models enables discovery of reduced energy input stimuli. In this section an overview of topics necessary for development of the “Reduced Energy Input Stimulus Dis-
covery Method” is provided [2, 3].

1.1.1 Neuron Modeling

Understanding conductance-based models is essential when studying single neuron dynamics, or networks of a small number of neurons, and the Hodgkin-Huxley model is foundational to all biophysically-based models [1, p. 320][10, p. 41]. All models considered within this dissertation are conductance-based models of the Hodgkin-Huxley formalism.

Scope is a primary decision encountered when modeling any dynamical process, and consequently neuronal models exist at every level, from individual ion channels to organism behavior. Theoretical and experimental research pertinent to individual ion channels has developed alongside whole cell approaches [8, p. 33][16]. As scope increases, simplified models are often employed to investigate behavior in networks of neurons. In some cases action potentials, or spikes, are treated as atomic events where timing of the event is the only concern [19]. In other cases, it is assumed that the neuron is in a repetitive spiking mode, and phase models can be used to explore delay times and frequency characteristics of the neural response [11, 20]. In other cases large scale simulations are created without sacrificing the fidelity of conductance-based models, necessitating the use of supercomputers [21, 22].

The family of conductance-based models utilized within this dissertation represent a range of complexity from minimal, second-order models to a sixth-order model experimentally validated in the research literature [1, 17]. Scope of the models is limited such that all simulations presented can be performed on a personal laptop computer with reasonable simulation times. When taken as a group, the family of models facilitates analysis in lower-dimensional cases, and incorporates more complex neural dynamics in the higher-dimensional models.

For further details on the biophysical basis of neuronal signals or their modeling within this dissertation, reference Chapter 2.
1.1.2 Nonlinear Systems Analysis and Bifurcation Dynamics

Considering bifurcation dynamics of system fixed points in neuronal models, in addition to the electrophysiological properties of individual cells, is essential for understanding the computational properties of the neuron [1]. Attempts to precisely estimate values for model parameters in isolation, without considering the composite nonlinear dynamics of the model, often results in the need for “fine tuning” to reproduce the dynamics of the neuron type under investigation [1, p. 7].

A framework for investigation of system dynamics is presented in Chapter 3 which includes determining the number and location of system fixed points, classification of system fixed points, and examination of bifurcation type, based in large part on [1]. Using this framework, the “Reduced Energy Input Stimulus Discovery Method” is introduced that finds optimal stimulation currents that can track a reference membrane potential [2, 3].

The framework is applied to reduced-order conductance-based neuron models for discovery of reduced energy input stimuli in Chapter 4. These models are conducive to geometric analysis techniques due to their low-dimension, but have sufficient fidelity to demonstrate the four bifurcation types fundamental to neural behavior [1, 6].

Higher-order models allow incorporation of a greater range of dynamical behavior, but are not as readily analyzed. Information related to system fixed points and dynamics is not as readily analyzed graphically [3]. The classical Hodgkin-Huxley model is examined in Chapter 5 and results from a six-dimensional conductance-based model have been previously published in [3].

1.1.3 Optimal Control

Through optimization of different performance objectives, previous research has demonstrated the utility of applying optimal control theory to neuronal models. Within this dissertation, optimal control theory is used to study a family of conductance-based neuron models from an energy efficiency perspective. While energy efficiency of the nervous system has been studied for a variety of reasons [23, 24, 25, 26], development of an objective
function which balances two competing criteria, tracking a reference membrane voltage and reducing the squared input stimulus current (input current ‘energy’) enables discovery of optimal stimulus signals [2, 3]. A set of optimal input stimuli can be computed for any given reference membrane voltage by adjusting the user prescribed balance between emphasis of accurately tracking the reference signal and reducing the input current energy.

Any difference between the reference membrane voltage and the membrane voltage generated by the optimal input stimulus signal is tracking error. In contrast, differences between the originally applied input stimulus current and the optimal input current is a source of investigation for furthering understanding of neural dynamics.

It is well known that many biological systems operate in an oscillatory manner which is often represented by phase models [27]. Optimal control has been applied to phase models for computing input stimulus signals to alter spike timing, including causing a neuron to spike at a prescribed time [28], maximizing neuron firing rate [11], or breaking unwanted synchronization of neural activity [11, 29]. The technique presented in this dissertation has also been extended for application to phase models [30]. Tracking and control of neural dynamics and model parameter estimation in conductance-based neuron models was studied in [31] using Kalman filter-based technique.

Chapter 3 further develops details of the control objective and methodology used within this dissertation. Chapters 4 and 5 present results from application of the technique to a family of conductance-based neuron models.

1.1.4 Experimental Feasibility

A preliminary feasibility study has been conducted via single cell intracellular stimulation and recording using sharp microelectrodes. Recordings were taken from P and N-cell types in mid-body segment ganglia of the leech *Hirudo verbana*.

Based on the known properties of P-cells, a saddle-node on invariant circle (SNIC) bifurcation type was selected for the model. A non-smooth square stimulus pulse of sufficient amplitude to generate an action potential was applied to the cell of interest. The amplitude and duration of the square wave was used as a reference for scaling the theoretically
computed optimal input stimulus signals. A family of optimal input stimulus signals, with increasing emphasis on reduced input stimulus energy, was then applied to the same neuron. The cell fired action potentials in response to the optimal input stimuli, validating experimental feasibility of the approach. Results from application of optimal input stimuli to an N-cell are also presented.

Further details regarding the experimental preparation, signal processing, and preliminary data from the feasibility study is presented in Chapter 6.

1.1.5 Dissertation Structure

The dissertation proceeds as follows. The biophysical basis of signals in an individual neuron, and associated mathematical models used, are presented in Chapter 2. Chapter 3 incorporates conductance-based neuronal models, analysis of bifurcation dynamics, and optimal control theory into a framework for investigation of energy efficiency in modeled individual neurons. The framework will serve as a template for theoretical simulations presented in Chapters 4 and 5. Chapter 4 demonstrates applicability of the method to a reduced-order Hodgkin-Huxley type model capable of producing the four bifurcations deemed essential for most neural computational properties [1]. Chapter 5 applies the method to the classical Hodgkin-Huxley model. Chapter 6 provides an initial demonstration of experimental applicability of the method with single cellular stimulation and recording via sharp micro-electrodes. Conclusions are presented in Chapter 7.
2 Neuron Modeling

This section provides an overview of the biophysical basis of neural signals pertinent to this dissertation and an introduction to electronic circuit and dynamical system models. Reviewing these topics together provides a context to relate relevant properties of neuronal excitable membranes to the electronic circuit models and dynamical systems which model them.

All models considered in this dissertation are conductance-based, Hodgkin-Huxley type neuron models. Neurons are modeled as isopotential entities, with membrane potential represented by a single voltage. The family of models examined consists of a reduced-order, two-dimensional model, the classical four-dimensional Hodgkin-Huxley model and a six-dimensional model. Other means of neuron modeling including phase models and stochastic techniques are not considered here.

This section begins with an overview of the biophysical basis of selected neural signals in Section 2.1. Fundamental concepts of ion channel conductance and equilibrium potential are explained and incorporated into a circuit model which describes resting membrane potential in terms of concentration gradients and relative permeability of multiple ionic species. Variation of the relative permeability of ionic species is shown to sway the resting membrane potential toward the equilibrium potential of the ionic species with the greatest permeability, allowing for rapid modulation of membrane potential through primarily passive means.

The classical Hodgkin-Huxley model is examined in Section 2.2. Specifically, the circuit model developed in Section 2.1 is extended to incorporate injected current stimulus signals and capacitive properties of the cell membrane. Inclusion of ion channel dynamics relates the representative circuit to the classical Hodgkin-Huxley model, a dynamical system of equations.

Section 2.3 provides a cursory overview of a reduced-order, two-dimensional model which is based on the classical Hodgkin-Huxley.

Section 2.4 highlights the quandary of parameter estimation when seeking to apply
results in models to experimental preparations.

2.1 Biophysical Basis of Neural Signals

Neurons are exceptionally functionally and morphologically diverse. A working definition of a neuron is a cell which is highly specialized for rapid communication of information over varying distance through rapid modulation of membrane voltage [8].

This section provides an overview of the biophysical basis of selected neural signals. For a thorough review, see [8]. Some figures and text within this section were previously presented in [5].

2.1.1 Excitable Membranes

Chemical concentrations can vary greatly at different locations within a living organism, and are often different than those which are necessary to sustain life inside a cell. Cellular membranes enable the interior of a cell to consist of a different chemical composition than the environment in which it resides. The majority of the cellular membrane is composed of a lipid bilayer. Lipids consist of a hydrophilic head region, which is attracted to aqueous solutions, and long hydrophobic tails, which are repelled from them [32]. Due to these fundamental properties lipids naturally form micelles (Figure 1a) and lipid bilayers (Figure 1b) when placed in aqueous solutions [32].

![Lipid formations](image)

Figure 1: Lipid formations, directly from [5]

In addition to a lipid bilayer the excitable cell membrane of a neuron contains membrane-
spanning proteins (Figure 1c) called ion channels. Ion channels are often selectively permeable to specific ionic species and are capable of opening and closing in response to membrane voltage or ligands, which are ions that selectively bind to receptors [8]. Although ion channels control the permeability of the cell membrane to various ions, the driving force for the movement of ions into or out of the cell is an electro-chemical gradient created by differing ion concentrations and electromagnetic forces related to membrane voltage and ion valence.

In addition to the passive flow of ions according to their electro-chemical gradient, neurons also have active transport mechanisms for moving ions across the cell membrane against their gradient. The sodium-potassium pump is an example of active transport, using energy from hydrolysis of ATP to transport sodium and potassium ions against their respective electro-chemical gradients [8, p. 62].

Through selective permeability of embedded ion channels and energy consuming processes for active transport of ions, a cell is able to maintain a consistent internal environment which is distinct from the extracellular solution [32].

2.1.2 Resting Potential

Many essential factors combine for generation of an electrical potential across the cell membrane. As described in Section 2.1.1, a concentration gradient exists between the cytoplasm and the extracellular solution and ions diffuse across the membrane with different relative permeability. Additionally, the cell must remain in osmotic balance and both interior and exterior solutions must both be electrically neutral [8]. Based on these biophysical properties, this subsection describes the equations which enable calculation of ion specific equilibrium potentials and the resting membrane potential for a cell.

2.1.2.1 Nernst Equation

Both diffusion and electromotive forces act upon ions, to influence their movement between the cytoplasm inside the cell membrane and the extracellular solution. Diffusion forces equilibrate concentration gradients across the membrane. The electromotive force acts with respect to the membrane potential and ion valence.
Consider a cell with a negative resting potential $V_m$, as illustrated in Figure 2. Since potassium is at a higher concentration inside the cell, diffusion drives potassium out of the cell, depicted by the arrow on the left. Due to the negative membrane potential positively charged potassium ions are driven into the cell by the electromagnetic force, depicted by the arrow on the right.

![Figure 2: Depiction of forces acting on a potassium ion, directly from [5]](image)

There is a membrane voltage at which the diffusion force will be equal to the electromagnetic force. That voltage is defined as the equilibrium potential for that specific ion, often designated as $E_{ion}$, and can be calculated using the Nernst equation [8]

$$E_{ion} = \frac{RT}{zF} \ln \frac{[ionic concentration]_{extracellular}}{[ionic concentration]_{intracellular}} = 58 \times \log \frac{[ion]_{ext}}{[ion]_{int}} \text{ mV} (1)$$

where $[ion]_{ext}$ and $[ion]_{int}$ are the external and internal ion concentrations, respectively.

Originally formulated by Walther Nernst, equation (1) computes the equilibrium potential according to the universal gas constant ($R$), absolute temperature ($T$), ion valence ($z$), Faraday’s constant ($F$), and ionic concentration gradient across the membrane [16, 8]. The constant value of 58 is computed at room temperature ($20^\circ C$) for univalent positive ions ($z = 1$).

The equilibrium potential for each ionic species is significant since it indicates the voltage at which the net ionic current across the membrane, $I_{ion}$, will be equal to zero. Using Ohm’s
law and the equilibrium potential defined by the Nernst equation, the relationship between membrane voltage $V_m$ and ionic current $I_{ion}$ is

$$I_{ion} = g_{ion}(V_m - E_{ion})$$

where $g_{ion}$ is the ion specific conductance.

As early as 1902, long before it was possible to actually measure the resting potential of a cell, Julius Bernstein, in his famous hypothesis, recognized that membrane potential was the result of unequal distribution of potassium [8]. Specifically, Bernstein hypothesized that if the cell was permeable to potassium alone, then the resting potential must be equal to the equilibrium potential of potassium, as calculated by the Nernst equation [8]. By the time Hodgkin and Huxley were performing their experiments on the giant axon of Loligo in the early 1950s, scientists believed that the cell membrane of a neuron was typically permeable to more than one ionic species, thus the Nernst equation was unable to accurately predict the resting membrane potential of a cell.

### 2.1.2.2 Goldman-Hodgkin-Katz Equation

Derivation of the equation, which is able to predict the electric potential of a cell membrane permeable to more than one ionic species, was discovered independently by Goldman, Hodgkin, and Katz [8]. As an example, the resting membrane potential for a cell which is permeable to only sodium, potassium, and chloride is calculated using the GHK equation as

$$V_m = \frac{g_K E_K + g_{Na} E_{Na} + g_{Cl} E_{Cl}}{g_K + g_{Na} + g_{Cl}} = 58 \times \log \left( \frac{p_K [K]_{ext} + p_{Na} [Na]_{ext} + p_{Cl} [Cl]_{ext}}{p_K [K]_{int} + p_{Na} [Na]_{int} + p_{Cl} [Cl]_{int}} \right) \text{ mV}$$

where $[K]$, $[Na]$, and $[Cl]$ are ionic concentrations.

Due to the opposite ionic valence, the interior and exterior concentration values for chloride are transposed compared to those of sodium and potassium. Also, the units of the GHK equation produce a membrane potential which is in millivolts. When written in terms of permeability and concentration gradients, it is helpful to think of the GHK equation as
a Nernst equation with multiple terms weighted by the relative permeability of each ionic species.

The GHK equation is often modeled by an electric circuit, in which a parallel branch of the circuit is associated with each conductance term. Often sodium, potassium, and chloride have the most significant impact on resting membrane potential. Remaining currents, if included, are often lumped in the model as ‘leak currents’, resulting in an additional term to the equation.

\[
I_K + I_{Na} + I_{Cl} = 0.
\]

(4)

Using Ohm’s law each conductance is substituted using equation (2) yielding

\[
g_K (V_m - E_K) + g_{Na} (V_m - E_{Na}) + g_{Cl} (V_m - E_{Cl}) = 0.
\]

(5)

Rearranging terms and solving for \(V_m\) reproduces the GHK equation (3)

\[
V_m = \frac{g_K E_K + g_{Na} E_{Na} + g_{Cl} E_{Cl}}{g_K + g_{Na} + g_{Cl}}.
\]

(6)

Breaking out individual terms of the equation as in [33] produces equation (7), highlight-
ing the resting membrane potential $V_m$ as the weighted average of equilibrium potentials for each permeant ion

$$V_m = \frac{g_K}{g_T} E_K + \frac{g_{Na}}{g_T} E_{Na} + \frac{g_{Cl}}{g_T} E_{Cl}$$

(7)

where $g_T = g_K + g_{Na} + g_{Cl}$.

One potentially confusing aspect of the circuit model as commonly presented in other sources is that the battery polarity in the circuit model schematic is often reversed for any ion with a negative equilibrium potential [33]. Polarity of the equilibrium potentials is discussed further in Section 2.1.2. For this section it is noted that the polarity of the battery for all equilibrium potentials will be oriented in the same direction, in contrast to the classical presentation of the circuit model.

2.1.3 Action Potential

The circuit model in Figure 3 depicts the cell at rest. Static values for each equilibrium potential, conductance, and associated ionic concentrations enable computation of the membrane resting potential via equation (3). Generation of an action potential requires introduction of dynamics to the circuit model.

As discussed in Section 2.1.1, a cell is able to regulate membrane potential through selective permeability of embedded ion channels and as well as active transport mechanisms [32]. Yet, active transport mechanisms generally constitute less than 10% of the resting membrane potential [8, p. 88]. Furthermore, net ionic movement across the membrane during an action potential is minuscule in terms of the overall ionic concentration in either the cytoplasm or extracellular solution [8, p. 93]. Thus ionic concentrations can be considered constant.

Therefore, it is correct to heavily emphasize ion channel dynamics as the essential component in both resting membrane potential and action potential generation.

In fact, a significant contribution of the work of Hodgkin and Huxley involved quantifying activation and inactivation dynamics of ion channel populations as described in Section 2.2.2. For now, consider each resistor in Figure 3 as a variable. The conductance for each ion
channel can vary according to membrane potential, ligand binding, or another characteristic of the cell or environment.

Since the overall membrane potential is a result of each equilibrium potential, weighted by the relative permeability of the membrane to each ionic species, any increase in permeability to a specific ion will sway the membrane potential toward the equilibrium potential of that ion. As an example, consider the following equilibrium potentials, representative of a typical mammalian cell [8]:

\[ E_K = 58 \times \log \frac{[K]_{ext}}{[K]_{int}} = 58 \times \log \frac{[10]_{ext}}{[165]_{int}} = -70.61 \text{ mV}; \]  

\[ E_{Na} = 58 \times \log \frac{[Na]_{ext}}{[Na]_{int}} = 58 \times \log \frac{[175]_{ext}}{[20]_{int}} = 54.64 \text{ mV}; \text{ and} \]

\[ E_{Cl} = 58 \times \log \frac{[Cl]_{int}}{[Cl]_{ext}} = 58 \times \log \frac{[4]_{int}}{[97]_{ext}} = -80.31 \text{ mV}. \]

Resting membrane potential can be computed for the hypothetical cell using the GHK equation (3). Assuming relative permeability values of \( p_K = 5.0 \), \( p_{Na} = 0.0005 \), and \( p_{Cl} = 0.5 \) the membrane potential is computed according to equation (11) as

\[ V_m = 58 \times \log \frac{p_K K_{ext} + p_{Na} Na_{ext} + p_{Cl} Cl_{int}}{p_K K_{int} + p_{Na} Na_{int} + p_{Cl} Cl_{ext}}, \]

\[ = 58 \times \log \frac{(5.0)[10]_{ext} + (0.0005)[175]_{ext} + (0.5)[4]_{int}}{(5.0)[165]_{int} + (0.0005)[20]_{int} + (0.5)[97]_{ext}} = -71.02 \text{ mV}. \]

Presently the resting membrane potential is closest to the equilibrium potential of potassium. This is the result of potassium having the highest relative permeability. If the relative permeability of sodium increases to \( p_{Na} = 50 \) in response to some input stimulus, the resting membrane potential is forced toward the equilibrium potential of sodium. Since the equilibrium potential of sodium is equal to 54.64 mV, as computed in equation (9), this results in an increased membrane potential, often referred to as depolarization of the membrane,
computed as

\[ V_m = 58 \times \log \left( \frac{5.0 \times 10^{17} + 50 \times 175 + 0.5 \times 4}{5.0 \times 165 + 50 \times 20 + 0.5 \times 97} \right) = 38.97 \text{ mV}. \] (13)

The increase in sodium permeability is due to a portion of the population of sodium channels opening, allowing sodium ions to flow into the cytoplasm according to their concentration gradient. These computations exemplify how the resting membrane potential can be varied toward any of the equilibrium potentials through primarily passive means. An amazing aspect of cellular neurobiology is the efficiency with which neurons maintain the environment necessary for continued life of the cell. Much of what the cell requires is achieved using existing energy gradients [8]. During the time course of an action potential the conductance of populations of ion channels change in a concerted fashion to produce the stereotypical waveform commonly known as an action potential or ‘spike.’

A stereotypical description of the signal cascade leading to generation of a classical action potential begins at the dendritic arbor. Depending on their function, dendrites respond to different types of stimulus, including touch, heat, light, or the presence of chemicals. The stimulus produces a response in the dendrite which influences the probability that ion channels will open or close. Changes in the state of the ion channels produces a localized change in membrane potential. If the inputs from the dendrites arrive close enough to each other in time and position at the cell body, they create momentary positive feedback when voltage gated sodium channels open in response to the stimulus. Positively charged sodium ions flow into the cell through the opened sodium channels, raising the membrane voltage further still. Elevated membrane voltage in turn causes more sodium channels to open, with the net effect resulting in the rising phase of a stereotypical action potential.

Potassium channels are voltage gated as well, but respond more slowly than sodium channels. When potassium channels open, positively charged potassium ions flow out of the cell into the extracellular solution according to their concentration gradient, reducing the membrane voltage. Although potassium channel activation is slower than sodium channels, potassium channel activation is persistent. Sodium channels are inactivated in the presence
of a positive membrane voltage. This results in a reduction in the sodium conductance, and the net membrane voltage begins to move toward the equilibrium potential of potassium. Thus, the persistent potassium current, simultaneous with inactivation of the sodium current, accounts for the falling phase and undershoot of membrane voltage beyond the resting potential \[8\]. Figure 11 on page 26 portrays a classical action potential as generated by the Hodgkin-Huxley model.

The generalized behavior of a hypothetical neuron is able to qualitatively describe the form of a classical action potential, but greater detail is required to understand more quantitative features of a spike. Continuous time waveforms demonstrating the quantitative values for each conductance according to Hodgkin-Huxley dynamics, along with corresponding ionic currents and membrane voltage, will be explored in Section 2.2.2.

### 2.2 Classical Hodgkin-Huxley Model

In late 1951 and early 1952 Alan Hodgkin and Andrew Huxley published a series of articles which mathematically and experimentally characterized the squid axon action potential in terms of ionic concentrations and variable membrane permeability \[34, 35, 36, 37, 38\]. Using a mathematical model, coupled with experimental application of feedback amplifiers and voltage clamp techniques, Hodgkin and Huxley were able to quantify the role of individual ionic species during an action potential within the giant axon of \textit{Loligo}. Their work was, in many ways, the culmination of centuries of work centered on understanding the “nervous impulse” and earned the Nobel Prize in Physiology or Medicine in 1963 \[19, \text{p. 2}]\[39\].

Since its publication, the Hodgkin-Huxley model has been studied and used from numerous perspectives. The original model has been extended to account for neural dynamics found in different experimental preparations \[40, 17\]. It has been reduced, demonstrating that simplified models can accurately describe neural behavior from a dynamical systems perspective \[1\]. It has been used to study energy efficiency of neural tissues \[23\]. It can exhibit chaotic behavior \[41\] and has been combined with optimal control techniques \[2, 3, 31\]. Even though its continued relevance has been questioned, the model still remains as a foundation of neuron electrophysiology \[42\].
For the purposes of research presented in this dissertation, the Hodgkin-Huxley model has two important characteristics. First, it has been shown that using the Hodgkin-Huxley formalism as a starting point, a reduced model of two dimensions can exhibit the four bifurcations fundamental to most neural behavior with proper selection of parameter values [1]. Second, it is a biophysically-derived model. That is, model parameters are clearly related to properties of the cell membrane commonly measured ‘on the rig’ by electrophysiologists.

### 2.2.1 Equivalent Circuit Model

It is common practice to model the electrical properties of neurons, with an equivalent circuit model. The giant axon of *Loligo*, as originally modeled by Hodgkin and Huxley, was determined to consist primarily of three currents: a voltage gated potassium current, a voltage gated sodium current, and a leak current [1, p. 37]. Specifically, the initial upswing in membrane voltage was quantifiably related to the influx of a rapid, transient sodium current, with a decrease in membrane voltage related to a slower, persistent potassium current [8]. Capacitive properties of the membrane are also accounted for in the model, resulting in an equivalent circuit model depicted in Figure 4. Each branch consists of a battery, set to the equilibrium potential for that ionic species, and a conductance which can be dynamic or Ohmic. The membrane voltage $V_m$ is across the parallel branches.

![Figure 4: Circuit model of a neuron membrane with membrane capacitance](image_url)

Beginning with summation of the defined currents via Kirchoff’s Current Law, analysis
of the model produces

\[ I_K + I_{Na} + I_L + C\dot{V} = 0. \]  \hspace{1cm} (14)

Substitution of each ionic conductance and equilibrium potential via equation (2) yields

\[ g_K(V_m - E_K) + g_{Na}(V_m - E_{Na}) + g_L(V_m - E_L) + C\dot{V} = 0. \]  \hspace{1cm} (15)

Another parallel branch can be added to the circuit to account for an injected current, which may be used by electrophysiologists to stimulate neural activity and tease out neuron dynamics.

As drawn, the injected current is opposite in sign compared to the ionic currents, resulting in

\[ g_K(V_m - E_K) + g_{Na}(V_m - E_{Na}) + g_L(V_m - E_L) + C\dot{V} = I_{Stim}. \]  \hspace{1cm} (16)

Rearranging terms produces

\[ C\dot{V} = I_{Stim} - g_K(V_m - E_K) - g_{Na}(V_m - E_{Na}) - g_L(V_m - E_L). \]  \hspace{1cm} (17)

Equation (17) very closely resembles the equation for membrane voltage from the Hodgkin-Huxley model, but ion channel dynamics neglected. Ion channel dynamics associated with
changes in potassium and sodium conductance were modeled by Hodgkin and Huxley using gating variables, \( n, m, \) and \( h \). Adding activation and inactivation variables reproduces the Hodgkin-Huxley equation for membrane voltage results in

\[
\dot{V} = I_{Stim} - g_K n^4 (V_m - E_K) - g_Na m^3 h (V_m - E_{Na}) - g_L (V_m - E_L),
\]

(18)

Originally Hodgkin and Huxley accounted for negative equilibrium potentials by reversing battery polarity in the circuit model. While this inconsistency has been addressed by researchers in some cases, the convention of reversing the battery of any ion with a negative equilibrium potential has persisted in literature \[33\]. From a historical and biophysical perspective there are a number of salient features of the model which must be maintained. When the membrane voltage is equal to the equilibrium potential of an ionic species, as calculated by the Nernst equation, the net ionic current is equal to zero \[8\]. It is advantageous to retain the original form of the Hodgkin-Huxley equations rather than alter the polarity of the equilibrium potential on a term by term basis. The simplest means of achieving these goals is to avoid reversing the battery in the circuit model, and orient all equilibrium potentials polarities in the same direction. The neuron circuit model equations used here are consistent with the passive sign convention.

2.2.2 Hodgkin-Huxley Equations

The Hodgkin-Huxley model, as originally published, consists of a nonlinear system of four differential equations \[1, p. 37\][38]. State variables are the neuron membrane voltage \((V)\), a potassium activation variable \((n)\), a sodium activation variable \((m)\), and a sodium inactivation variable \((h)\).

The Hodgkin-Huxley model is

\[
\dot{V} = I_{Stim} - g_K n^4 (V_m - E_K) - g_Na m^3 h (V_m - E_{Na}) - g_L (V_m - E_L),
\]

(19)

\[
\dot{n} = \alpha_n(V)(1-n) - \beta_n(V)n,
\]

(20)
\[ \dot{m} = \alpha_m(V)(1 - m) - \beta_m(V)m, \quad \text{and} \quad (21) \]

\[ \dot{h} = \alpha_h(V)(1 - h) - \beta_h(V)h. \quad (22) \]

Equations correspond to the circuit diagram in Figure 5. The constants \( C, g_K, g_{Na} \), and \( g_L \) are cell membrane capacitance and maximal conductances for potassium and sodium and the leak term conductance, respectively. Nernst equilibrium potentials are represented by the constants \( E_K, E_{Na}, \) and \( E_L \). The injected stimulus current, \( I \), can be a constant value, step, pulse, ramp, or other waveform. Nonlinear, voltage dependent modulation of specific ionic conductance values is accomplished via dimensionless gating variables \( n, m, \) and \( h \).

The potassium current is considered to have four activation gates. The sodium current has three activation gates and one inactivation gate. Presence of the inactivation gate is what causes the sodium current to be transient. The number of activation or inactivation gates is accounted for in the equations by the exponent on each term (i.e. \( n^4, m^3, \) and \( h \)) [1].

Gating variables are not to be confused with conformal state of ion channels. See [1, p. 33] for a discussion of activation and inactivation gates.

From a physical perspective activation increases the probability of an ion channel opening while deactivation decreases the probability of a channel opening [8]. Thus, conductance of both potassium and sodium increases in response to increased membrane potential due to the activation variables \( n \) and \( m \), respectively. Inactivation describes a state where ion channel activation is inhibited even though the activating stimulus may be present [8, p. 28]. Inactivation of sodium channels in the response to positive membrane voltage due to inactivation variable \( h \) causes a reduction in sodium conductance.

Values for all gating variables are bounded between zero and one. As the value for a gating variable approaches one the associated conductance approaches the maximal conductance for associated ionic species. For example, as the value for \( n \) approaches one the term \( g_K n^4 \) approaches \( g_K \), which is aptly named the maximal conductance for potassium. Likewise, the term \( m^3 h \) modulates the conductance of sodium.
The leak current is Ohmic, or constant, and is therefore represented by a constant conductance, \( g_L \).

Functions denoted by \( \alpha(V) \) and \( \beta(V) \) describe the rate at which associated ion channels transition between open and closed states. The functions for \( \alpha \) and \( \beta \), which depend only on membrane potential, are:

\[
\alpha_n(V) = 0.01 \frac{10 - V}{e^{\frac{10 - V}{25}} - 1}; \quad (23)
\]

\[
\beta_n(V) = 0.125e^{-\frac{V}{25}}; \quad (24)
\]

\[
\alpha_m(V) = 0.1 \frac{25 - V}{e^{\frac{25 - V}{25}} - 1}; \quad (25)
\]

\[
\beta_m(V) = 4e^{-\frac{V}{18}}; \quad (26)
\]

\[
\alpha_h(V) = 0.07e^{-\frac{V}{20}}; \quad \text{and} \quad (27)
\]

\[
\beta_n(V) = \frac{1}{e^{\frac{30 - V}{20}} + 1}. \quad (28)
\]

It is now common practice to present differential equations for gating variables in terms of their steady-state value and time constant. Thus, equations (20) through (22) can be rewritten as

\[
\dot{n} = \frac{n_\infty(V) - n}{\tau_n(V)}, \quad (29)
\]

\[
\dot{m} = \frac{m_\infty(V) - m}{\tau_m(V)}, \quad \text{and} \quad (30)
\]

\[
\dot{h} = \frac{h_\infty(V) - h}{\tau_h(V)}. \quad (31)
\]
Equations of the form shown in (29) through (31) can be found for each gating variable by a substitution, where

\[ n_\infty(V) = \frac{\alpha_n(V)}{\alpha_n(V) + \beta_n(V)}, \quad \text{and} \]

\[ \tau_n(V) = \frac{1}{\alpha_n(V) + \beta_n(V)}. \]

(32) \hspace{1cm} (33)

Similar substitutions can be performed to solve for steady-state values and time constants of \( m \) and \( h \).

When written in terms of steady-state values and time constants interpretation of gating variable effects is simplified. For any given membrane potential, \( V \), the gating variable will converge to the steady-state value, given sufficient time. The speed with which it converges is governed by its time constant, \( \tau \).

In Figures 6 through 8, steady-state values for gating variables have been plotted, along with their associated functions \( \alpha \) and \( \beta \).

![Figure 6: Potassium channel activation variable, \( n \)](image)
Although the form of potassium ($n_\infty(V)$) and sodium ($m_\infty(V)$) steady-state values is similar, the functions $\alpha$ and $\beta$ are much steeper for sodium. Furthermore, since there is
an inactivation variable for the sodium current \( (h) \), the current is only transiently present where as the potassium current is persistent [8]. The steady-state values for \( n \), \( m \), and \( h \) are plotted on a single axis in Figure 9 for comparison, with corresponding time constants plotted in Figure 10.

Figure 9: Steady-state activation variables
From the perspective of time constant alone it is readily apparent why the sodium current is called “fast” as compared to the potassium current. The activation variable of the sodium current is approximately an order of magnitude faster than that of potassium. This aspect of the classical Hodgkin-Huxley model is exploited to provide a reduced-order approximation of model behavior, as described in Section 2.3.

Thus, in the original Hodgkin-Huxley model, rates at which ion channels are opening and closing are functions of membrane voltage, as modeled by functions $\alpha$ and $\beta$ for each ionic species. These functions drive activation and inactivation variables which modulate conductance of a given ion channel between zero and its maximal conductance. At any point in time the ionic current is a product of the conductance and the difference between membrane potential and the Nernst equilibrium potential for the given ionic species. Summation of the ionic currents enables computation of the membrane voltage.

An elegant means of portraying this relationship is through time aligned plots of the described signals. Figure 11, after [1, p. 40], depicts both a subthreshold perturbation, as well as an action potential generated by the classical Hodgkin-Huxley model described in this section.
As shown in Figure 11, the originally published parameters shifted the resting membrane potential to zero volts [38][1, p. 37]. It is now common practice to have the resting membrane potential of the model align with the experimentally observed resting membrane potential.

### 2.3 Reduced-Order Hodgkin-Huxley Model

The fact that the described Hodgkin-Huxley model is inherently a dynamical system was not lost on researchers at the time of its publication. Notably, Richard Fitzhugh quickly embraced studying neural models from a dynamical systems point of view, proving as early as 1955 that neither threshold or all-or-none spikes are properties of the Hodgkin-Huxley model, and publishing a simplified model in 1961 [1]. Since that time, the computational neuroscience community has continued to explore neuronal dynamics from a variety of per-
spectives, including phase plane analysis and simplified neuron models. More recently, Eugene Izhikevich has published a book dedicated to furthering study of neuroscience from a dynamical systems perspective, claiming that most neurocomputational properties can be related to four fundamental bifurcation types [1].

Furthermore, these four fundamental bifurcation types can be exhibited by a second-order simplification of the original Hodgkin-Huxley model. Reduction to two dimensions enables phase plane analysis and simplifies visualization of system dynamics. The reduced neuron model described in [1, p. 133] is

\[
\begin{align*}
C \dot{V} &= I - g_K n(V - E_K) - g_{Na} m_\infty(V)(V - E_{Na}) - g_L(V - E_L), \\
\dot{n} &= \frac{n_\infty(V) - n}{\tau(V)}.
\end{align*}
\]

(34)

(35)

The basis for reducing the dimensionality of the original model lies in the difference in the time scale between sodium and potassium activation variables described in Section 2.2.2. Since the sodium channel dynamics are significantly faster than those of the potassium channel, considering them instantaneous introduces very little error to the model as a whole [1, p. 133].

As described in Chapter 4, with proper selection of parameters, this reduced-order model can exhibit the four bifurcation types of interest, and is an excellent means of exploring neurocomputational dynamics.

2.4 Model Parameter Estimation

A goal of system modeling is to determine variables which influence the behavior of interest so that the simulation environment produces results that match observed data to the degree required. In practice, it is often difficult or impossible to accurately quantify all variables of interest. Furthermore, increasing model fidelity is often at odds with computational efficiency or simplified mathematical analysis. Agreement between behavior of the model and the original organism must be established, determining the domain of applicability of
This section investigates philosophies for deriving parameter values that are as accurate as possible while producing models with behavior that can be deemed equivalent to the biological neuron it represents. Section 2.4.1 describes techniques for quantifying specific model parameters. Section 2.4.2 describes methods for verifying the model has correct bifurcation dynamics at the system level.

2.4.1 Empirically Derived Parameter Values

When determining parameter values for conductance-based models, researchers often employ a combination of pharmacological and electrical techniques. Pharmacological blockers with known effect on specific ion channels are used to determine the type and number of ionic currents present [1, p. 6]. Specific stimulation profiles are then used to characterize the dynamics of the populations of ion channels.

While researchers have success modeling neuron behavior in this way, a number of limitations, practical and theoretical, complicate the task. For instance, effects of some pharmacological blockers are irreversible (e.g. tetrodotoxin (TTX)). Furthermore, many electrophysiological techniques, such as intracellular recording, greatly limit the future viability of an experimental preparation, prohibiting long term trials. Thus, it is usually not possible to experimentally characterize all parameters of interest within a single trial or preparation and then perform the experiment of interest.

Some progress has been made using continuous time techniques for estimating model parameters more accurately [44]. Optimal state estimation is also used to overcome practical limitations related to variable measurement or reduced trial size [10]. Yet, at the root of system modeling and simulation of neural systems is the inherent variability of the system, and researchers are forced to rely on a combination of theoretical and experimental techniques.

The prevailing opinion is that behavior of interest must be characterized over a statistically significant sample of trials within the environment or organism of interest, or as close as possible. Any results from In vitro or simulated environments must be characterized in
terms of their relationship to the original system behavior before they can be accepted as valid. Some of the difficulties encountered are well documented in [1, p. 6]. The necessity of a coherent systems-based approach is also advocated in [10].

2.4.2 Bifurcation Dynamics

An approach for producing neuron models which are more likely to produce behavior equivalent to the neuron under investigation is outlined in [1, p. 20]. Emphasis is placed on correct system dynamics over, or in addition to, correct parameter values. The approach is analogous to that advocated by Poincare for nonlinear system analysis in the late 1800s [6, p. 2]. The resulting analysis, both in the case of Poincare and Izhikevich is a geometric one.

The approach advocated by Izhikevich begins with qualitative system dynamics such as bifurcation type, and progresses through description of necessary kinetics [1, p. 20]. The approach can be thought of as a top-down modeling methodology, beginning with simple questions regarding neuron dynamics, rather than a bottom-up approach beginning with individual parameter values. For example, the most fundamental questions highlighted by the Izhikevich paradigm revolve around the presence/absence of sub-threshold oscillations, and coexistence of resting and spiking states [1, p. 14].

Under the proposed research paradigm, a tight-knit, multi-disciplinary understanding is required. The capabilities and limitations of each facet of the research approach must be understood, with a common vocabulary to unite the work done in simulation with that accomplished experimentally at the rig.
3 Methods and Analysis

This section describes techniques used for nonlinear analysis and optimal control of mathematical models used throughout this dissertation. The techniques and methods provided in this section are a set of tools to aid in understanding, troubleshooting, and increasing execution efficiency of mathematical neuron models. This section presents a consistent framework for varying inputs and parameters of conductance-based Hodgkin-Huxley type models.

The framework considered here for nonlinear analysis and optimal control of neuron models is depicted in Figure 12. The process has the following steps: define the neuron model, determine the location of system fixed points, classify behavior of the fixed points, determine fixed point bifurcation types, and perform optimal control of the neuron model. Following the framework eases initial implementation and investigation of neuron models and selection of their parameters.

In Chapter 4, a set of reduced-order, two-dimensional models are analyzed. Two-dimensional phase space is readily graphed, providing opportunities to graphically present the number, location, and stability of fixed points, as well as the shape of limit cycle attractors. A two-dimensional phase space enables use of simplified analysis techniques for fixed point location and classification. These techniques (fixed point location via nullclines and fixed point classifier) are presented in the left-hand column of Figure 12 and are described in Sections 3.1.1.1 and 3.1.2.1. By modifying one or more parameters of the second-order model, a range of system behavior can be considered, including the four fundamental bifurcation types that underlay many neurocomputational properties [1, p. 17].

When higher dimensional models are considered, such as the fourth-order system in Chapter 5 and sixth-order system studied in [3], graphical portrayal of the phase space or classification of system fixed points is impeded. For the higher-order models, alternative techniques are utilized for locating and classifying system fixed points, depicted in the right-hand column of Figure 12 and described in Sections 3.1.1.2 and 3.1.2.2. For the considered models, a single function \( f(v) \) is derived, the roots of which provide the location of system fixed points, thereby avoiding the need to graphically portray high dimension phase space.
Fixed point behavior can often be classified based on the values of the eigenvalues.

Figure 12: Framework for nonlinear analysis and optimal control of neuron models

Once the nonlinear system is characterized, an optimal control technique can be used to investigate differences between an originally applied input current stimulus and optimal input stimulus currents computed as the result of a user-selected balance between the input current ‘energy’ and the tracking error between the achieved and original membrane voltages.
Following Figure 12 from top to bottom, neuron models used within this dissertation were described in Chapter 2. Within this chapter, Section 3.1 describes the nonlinear analysis methods employed within this dissertation in further detail and Section 3.2 describes the developed optimal control technique and its application. Section 3.3 highlights specific application level nuances which are employed for efficiency of computation or troubleshooting purposes.

3.1 Nonlinear Systems Analysis Primer

It is often impossible to analytically solve all but the most trivial of nonlinear systems. As a result, the analysis of nonlinear systems typically involves analysis of system dynamics using numerical techniques [6, p. 2]. For a thorough review of nonlinear system analysis techniques see [6]. This section will describe techniques for locating, classifying, and determining bifurcation types of system fixed points for mathematical models considered in this dissertation.

3.1.1 Fixed Point Location

An important starting point for analysis of system dynamics is to determine the number and location of system fixed points. Fixed points, or equilibria, are locations in the phase space where the rate of change for all system states is zero.

When it is not possible to solve the system of equations analytically, a number of methods exist for determining approximate fixed point location [6]. Two such techniques will be presented in this section. In both cases, the technique results in an approximate location of the system fixed point which will be used as the initial condition for a numerical solver, \textit{fzero}, which is part of the library of functions within MATLAB®, to provide a more accurate estimate.

The first method, applicable to second-order systems, consists of plotting and looking for intersections of the nullclines. Nullclines are the set of points where the differential equation for one of the state variables is equal to zero [6]. For a second-order system, the nullclines indicate the areas in the phase space where movement is either purely vertical or purely
horizontal. This technique is described in Section 3.1.1.1.

A second method, described in 3.1.1.2, is extensible to higher-order systems, and involves solving for roots of a derived function, \( f(v) \) [3]. Plotting the nullclines in the two dimensional phase space and finding the roots of \( f(v) \) are redundant tasks, and only one technique is typically used for analysis based on the order of a given model. Both techniques will be described to provide a means of developing intuition for understanding dynamics of higher-order systems where graphical representation is not possible.

Geometric analysis of the phase space via intersection of the nullclines, in conjunction with associated time domain plots, is preferable when possible since this facilitates both qualitative and quantitative understanding. Solving for roots of \( f(v) \) is a more general approach, applicable to the entire family of models considered in this dissertation; however, this method provides little information other than approximate location of system fixed points. Plotting \( f(v) \) does not provide any information regarding specific trajectories, and interpretation of the system dynamics is easily lost in the generality of the approach. Thus, the second-order system of Section 4.2.1 will be analyzed using both the two dimensional phase plane and \( f(v) \) to develop an intuitive grasp of system dynamics. This will facilitate interpretation of higher-order results back to the neurocomputational properties as they relate to system bifurcation type as presented in [1].

### 3.1.1.1 Location of System Equilibria Using Nullclines

To find nullclines for the second-order Hodgkin-Huxley model of Section 2.3, each state derivative is set equal to zero, and solved for \( n \) [1, p. 92]:

\[
\dot{V} = 0 \Rightarrow n = \frac{I - g_{Na}m_{\infty}(v)(v - E_{Na}) - g_L(v - E_L)}{g_K(v - E_K)}; \quad \text{and} \quad (36)
\]

\[
\dot{n} = 0 \Rightarrow n = n_{\infty}(v) = \frac{1}{1 + e^{(\frac{V_n-v}{k_n})}}. \quad (37)
\]

The resulting curves can then be plotted on the phase plane, sweeping \( V \) through the applicable range of membrane potential values.
From the plot an approximate value for each state variable at the fixed point location can be deduced directly. For example, the curves plotted in Figure 13 intersect at $V \approx -61 \text{ mV}$, $n \approx 0.07$. These values can be used as initial conditions to compute a numerical solution for the location of the system fixed point.

Additionally, equation (36) reveals that changing the injected current $I$ results in a shift in the $V$-nullcline. Due to the term $g_K(V - E_K)$ in the denominator, and its dependence on membrane potential, the $V$-nullcline does not shift in a purely vertical fashion. As seen in Figure 23 of Section 4.2.1.1.1, changes in the injected current result in changes of the system fixed point location. Equation (37) shows that the $n$-nullcline is dependent on only the membrane potential, $V$, with no shape or position change as the injected current is varied.

Figure 13: Example reduced-order Hodgkin-Huxley model nullclines
3.1.1.2 Location of System Equilibria Using $f(v)$

To find $f(v)$ for the second-order Hodgkin-Huxley model of Section 2.3, $\dot{n}$ is set equal to zero and solved for $n$. The result is back-substituted into the equation for $\dot{V}$. This function, designated $f(v)$, is

$$f(v) = \frac{I - g_K n_\infty(V - E_K) - g_{Na} m_\infty(V - E_{Na}) - g_L (V - E_L)}{C}$$

and roots of the function correspond to fixed points of the system.

The derived function $f(v)$ can then be plotted by sweeping $V$ through the applicable range of membrane potential values, as shown in Figure 14.

![Figure 14: Example reduced-order Hodgkin-Huxley model $f(v)$](image)

From the plot an approximate value for the equilibrium potential of the system fixed
point can be deduced by estimating the voltage at which $f(v)$ is equal to zero. The approximate equilibrium potential can then be used to compute the approximate value of $n$ by substituting value for $V$ into $n_{\infty}(V)$, producing an estimate of the fixed point. Notice in Figure 13 the value for $n$ can be estimated from the phase plane graphically, where Figure 14 does not provide a graphical indication of the value for $n$.

Like the V-nullcline in Figure 13, $f(v)$ is shifted vertically with changes in the injected stimulus. Additionally, the shape of the plot is informative of the possible number of fixed points for any value of $I$ [3]. In Figure 14, since $f(v)$ is monotonic, it is directly observable that no value of $I$ will result in more than one system fixed point.

### 3.1.1.3 Results Comparison

The intersection of the nullclines in Figure 13 and the root of $f(v)$ in Figure 14 approximate the same equilibrium membrane potential. That is, the two techniques produce the same result. Plotting the nullclines in the two dimensional phase space and finding the roots of $f(v)$ are redundant tasks with different benefits for system analysis.

The $n$-$V$ phase plane enables plotting system trajectories and approximation of equilibrium values for both $n$ and $V$ directly; however, plotting the phase space, which is easy to draw in two dimensions, can become more complicated in three dimensions, and is difficult or impossible to portray graphically in high dimensional space. It is also not immediately clear from Figure 13 how many fixed points the system will have for all values of $I$.

Finding the roots of $f(v)$ is a more general method for determining the number and approximate location of fixed points as the dimensionality of the system increases, and the results can be displayed on a single plot. It is a fortunate consequence that the structure of conductance-based models often results in a straightforward calculation of $f(v)$ which depends only on membrane potential. However, the plot for $f(v)$ does not enable plotting system trajectories, and back-substitution of the approximate equilibrium potential is required for approximation of the system fixed point.

When these two techniques are used together, it becomes possible to understand system dynamics in the framework of [1], and to interpret applicable neurocomputational properties.
for higher-order models.

3.1.2 Fixed Point Classification

Once the location of a fixed point has been computed, it can be classified according to behavior of system trajectories in its immediate vicinity. Following the technique presented in [6, pp. 137, 150], the phase plane will be linearized in the region surrounding the fixed point using the system Jacobian. Eigenvalues of the Jacobian are indicative of local stability of the system fixed point, depending on their value. As shown in Figure 12, two techniques will be described for analyzing results of the linearized system. Once classification has been achieved by linearization of the system of equations, it is essential to verify the localized behavior of the linear system is equivalent to the original nonlinear system for both techniques.

As described in Section 3.1.2.1, for two-dimensional systems, it is possible to classify stability and localized behavior on a single diagram [6, p. 137]. A parallel method, described in Section 3.1.2.2, consists of examining the locus of eigenvalues as the injected current is varied. The classification diagram is explicit and informative, but limited to use in second-order systems. The locus of eigenvalues can be generated for a higher-order system, but requires interpretation for relating results to the neural computational properties identified in [1]. For instance, stability requires the real part of all eigenvalues to be negative, and oscillation requires eigenvalues with complex conjugate pairs.

3.1.2.1 Fixed Point Classification for Two-Dimensional Systems

Once the location of the system fixed points has been determined, they can be classified according to local stability. Properties of the nonlinear system can then be related to neurocomputational properties of the model. For example, in the context of neuron models a stable fixed point indicates a stable resting membrane potential of the cell. Local dynamics also provide details for confirming neurocomputational properties such as the presence of subthreshold oscillations [1].

Following [6, p. 150], linearization of the system proceeds by substitution of the fixed
point, plus a small perturbation, into the system of equations. If higher-order terms are neglected, linearization of the second-order Hodgkin-Huxley model of Section 2.3 yields

\[
\begin{bmatrix}
\dot{V} \\
\dot{n}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial f_1}{\partial V} & \frac{\partial f_1}{\partial n} \\
\frac{\partial f_2}{\partial V} & \frac{\partial f_2}{\partial n}
\end{bmatrix}
\begin{bmatrix}
V \\
n
\end{bmatrix}
\]

(39)

where \( \dot{V} = f_1(), \dot{n} = f_2() \), and the matrix of partial derivatives comprise the Jacobian matrix. Values for state variables, in this case \( V \) and \( n \), as well as the corresponding injected current value, are substituted into the Jacobian, allowing computation of eigenvalues. Eigenvalues of the linearized system, evaluated at the location of a fixed point, are indicative of expected qualitative system behavior and stability of the linear system in the vicinity of the fixed point.

It should be noted that classification of the fixed point via linearization is not always robust. The question remains as to whether linear system with neglected higher-order terms accurately approximates the original nonlinear system. According to the Hartman-Grobman theorem, the phase plane for a nonlinear system near a hyperbolic fixed point is topologically equivalent to the linearized system in the neighborhood of the fixed point [6, p. 155][1, p. 103]. A fixed point is hyperbolic when the Jacobian does not have eigenvalues which are equal to zero or with real parts equal to zero [6, 1].

In the context of the fixed point classification diagram, fixed points which exist within the regions corresponding to saddle points, nodes, and spirals constitute hyperbolic fixed points. In these regions classification of fixed points of the linearized system accurately represent classification of fixed points of the original, nonlinear system.

For cases where the classification lies on the borderline between two regions, classification of fixed points for the linearized system are not guaranteed to be topologically equivalent to those of the nonlinear system, and higher-order terms must be taken into account. These cases correspond to the bifurcation point of the system [1, p. 103].

After computing eigenvalues for the linearized system in the vicinity of the fixed point for each injected current value, the trace (\( \tau \)) and determinant (\( \Delta \)) for each fixed point is
calculated as described in [6]. Namely,

\[ \tau = \lambda_1 + \lambda_2 \]  \hspace{1cm} (40)

and

\[ \Delta = \lambda_1 \ast \lambda_2 \]  \hspace{1cm} (41)

where \( \lambda_1 \) and \( \lambda_2 \) are the eigenvalues of the linearized two dimensional system of equations. Classification of each fixed point is represented on the classification diagram by a single point. This process must be carried out for each injected current value under investigation. The result is a set of points plotted on top of the fixed point classification diagram with one point representing each injected current value as shown in Figure 25 of Chapter 4.

The goal of fixed point classification is to determine the range of injected current levels
which elicit qualitatively different behavior from the model (i.e. rest, subthreshold oscillation, repetitive spiking). The boundaries between those ranges are levels of injected current which cause the system fixed point to undergo bifurcation. Determining values for these boundaries allows proper selection of injected current stimulus values for application of the optimal control to the neuron model.

If a specific level of injected current produces a fixed point which is classified as an unstable spiral, and another level of injected current produces a fixed point which is classified as a stable spiral then, by continuity, the fixed point undergoes a bifurcation for some value of injected current in between these two values. Again, Figure 25 of Chapter 4 provides an example. For $I = 10 \mu A/cm^2$ the fixed point is classified as a stable spiral, and for $I = 20 \mu A/cm^2$ the fixed point is classified as an unstable spiral. By continuity, at some value in between these two injected current levels, the system fixed point undergoes a bifurcation.

Classification of the system fixed point according to Figure 15 provides two important pieces of information for interpretation of system dynamics. First, the stability of the fixed point is determined. Any fixed point which has a negative trace ($\tau$) and positive determinant ($\Delta$) is stable. A fixed point with a negative determinant or positive trace is unstable. Second, any fixed point which is classified as a spiral exhibits oscillation. The existence of subthreshold oscillations allows categorization of the neural model as a resonator according to the classification scheme of [1, p. 14]. Further investigation is required to determine the coexistence of repetitive spiking and resting states.

### 3.1.2.2 Fixed Point Classification for Higher-Order Systems

Examination of eigenvalues of the Jacobian is also informative of stability and behavior of the system in the immediate vicinity of a system fixed point for a higher-order system. Analysis proceeds along the same lines as Section 3.1.2.1. First the Jacobian is calculated, and values for the system fixed point and injected current level are substituted into the linearized system. Eigenvalues are then calculated and plotted on the complex plane rather than computing the trace and determinant.

As in Section 3.1.2.1, so long as none of the eigenvalues are zero valued, or have real
parts equal to zero, the linearized system is topologically equivalent to the original nonlinear system by the Hartman-Grobman theorem [6, p. 155][1, p. 103]. If any eigenvalues are equal to zero, or have real parts equal to zero, the fixed point is not hyperbolic, and higher-order terms must be taken into account to determine if the linear system accurately represents the original nonlinear system.

If all eigenvalues exist on the left hand plane with negative real parts, the fixed point is stable. If any eigenvalue has a positive real part the fixed point is unstable. Furthermore, if all eigenvalues exist on the real axis the system will not exhibit local oscillation. Eigenvalues which exist in complex conjugate pairs are indicative of a system which will oscillate.

To create a locus of eigenvalues this process is repeated for each injected current value $I$. When eigenvalues transition from the left to right hand plane loss of stability is indicative of a bifurcation of the fixed point. Likewise, when eigenvalues break away or collapse to the real axis, a qualitative change in system dynamics has occurred related to the ability of the system to oscillate.

### 3.1.2.3 Results Comparison

Using the fixed point classification diagram of [6] or the eigenvalues of the Jacobian allows determination of fixed point stability, including the presence of oscillatory behavior. Classification of the system fixed point must be carried out for each fixed point of the system, at every injected current value. Depending on the order of the model only one of these techniques is typically used for any given analysis.

Classification of the fixed point according to the scheme presented in [6] aligns nicely with the neurocomputational properties in [1], but is limited to two dimensional systems. The results from plotting eigenvalues on the complex plane are not limited to two dimensional systems, but require further interpretation for relating the results to [1].

Thus the results from both techniques will be presented for a two-dimensional model in Chapter 4 to demonstrate interpretation of the resulting data.
3.1.3 Bifurcations

To select appropriate injected current values, and properly classify neurocomputational properties, it is essential to know the approximate injected current value at which a bifurcation of the system fixed point occurs, and what type of bifurcation the fixed point undergoes. In fact, determination of bifurcation types are the primary means of identifying the neurocomputational properties of the neuron or neuron model under investigation [1].

Information gleaned in the analysis process thus far provides an approximation of the value at which the bifurcation occurs. For the purposes of this dissertation, it will not be necessary to determine the exact value at which the bifurcation occurs. It will be sufficient to understand the type of bifurcation and the approximate bifurcation point.

Section 3.1.3.1 will describe the method for determining bifurcation type, and Section 3.1.3.2 will describe methods for determining bifurcation value where required.

3.1.3.1 Bifurcation Type

For conductance-based neuron models considered in this dissertation the primary goal is to determine which of the four primary bifurcations identified in [1] have occurred. The four bifurcation types are saddle-node, saddle-node on an invariant circle, supercritical Andronov-Hopf, and subcritical Andronov-Hopf. A number of criteria, both empirical and theoretical, will be presented in this section for determination of the bifurcation type exhibited by a system fixed point.

Identification of the bifurcation type can be made by answering two questions regarding qualitative neural activity [1]. Does the neuron, or neuron model, exhibit subthreshold oscillations? Does the neuron, or neuron model, demonstrate coexistence of resting and repetitive spiking states? Answering these two questions relates observed properties of the neural dynamics (i.e. integrator, resonator, bistability, or monostability) to the type of bifurcation the system dynamics undergo (i.e. saddle-node, saddle-node on invariant circle (SNIC), subcritical Andronov-Hopf, or supercritical Andronov-Hopf). Additionally, rigorous definition of bifurcation criteria can be investigated when required [1].
Using theoretical information from the analysis presented in Sections 3.1.2.1 and 3.1.2.2, it is possible to determine if a neuron is capable of subthreshold oscillations directly. For two-dimensional systems, classification of a system fixed point as a spiral is indicative of the ability to produce subthreshold oscillations. For higher-order systems the presence of complex conjugate eigenvalue pairs is indicative of a neuron model which is capable of oscillation. Models capable of subthreshold oscillation are defined as resonators and likely undergo Andronov-Hopf bifurcation types. Also, occurrence of either Andronov-Hopf bifurcation type results in a change in stability of a system fixed point. Thus, a change in stability of a system fixed point is also indicative of an Andronov-Hopf bifurcation.

Models which cannot oscillate are defined as integrators and likely undergo saddle-node bifurcation types. In terms of the classification diagram for two-dimensional systems presented in Section 3.1.2.1, a saddle-node can be identified based on a negative valued determinant. A fixed point which undergoes an Andonov-Hopf bifurcation will have a positive determinant and be classified as a node or spiral. Using the technique presented in Section 3.1.2.2 for higher-order systems, a fixed point which is a saddle-node consists of one stable, and one unstable eigenvalue. Also, saddle-node bifurcation types always result in creation or disappearance of a pair of fixed points via coalescence [1]. Therefore, any system which exhibits a saddle-node bifurcation of either type will gain or lose a pair of fixed points.

Thus, observation of subthreshold oscillations enables classification of neural dynamics.

<table>
<thead>
<tr>
<th>Coexistence of Resting and Spiking States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subthreshold Oscillations</td>
</tr>
<tr>
<td>Yes (Resonator)</td>
</tr>
<tr>
<td>Yes (Resonator)</td>
</tr>
<tr>
<td>No (Integrator)</td>
</tr>
<tr>
<td>No (Integrator)</td>
</tr>
<tr>
<td>Yes (Bistable)</td>
</tr>
<tr>
<td>No (Monostable)</td>
</tr>
<tr>
<td>Saddle-Node</td>
</tr>
<tr>
<td>Saddle-Node on Invariant Circle</td>
</tr>
<tr>
<td>Subcritical Andronov-Hopf</td>
</tr>
<tr>
<td>Supercritical Andronov-Hopf</td>
</tr>
</tbody>
</table>
between integrators (saddle-node) and resonators (Andronov-Hopf). Determination of the exact bifurcation type among the four classes described in [1, p. 14] then depends on whether or not there is a coexistence of resting and spiking states. When resting and repetitive spiking states exist simultaneously, the neural dynamics are referred to as bistable due to the presence of a stable fixed point along with a stable limit cycle attractor.

As shown in Figure 15, saddle-node and subcritical Andronov-Hopf bifurcation types are bistable and saddle-node on invariant circle and supercritical Aronov-Hopf bifurcation types are monostable.

The most recognizable trait when there is a coexistence of resting and spiking states is hysteresis. By applying a ramp current which increases above the bifurcation point and then ramps back to zero, the presence of hysteresis behavior can be tested. If the repetitive spiking ceases when the injected current returns to zero the neuron is likely monostable. Another empirical test which can be conducted ‘at the rig’ or in simulation is to apply transient injected current pulses. If it is possible to change the behavior of neural dynamics between rest and repetitive spiking with appropriately timed transient injected current pulses the neuron is likely bistable [1].

It is noteworthy that distinction between supercritical and subcritical Andronov-Hopf bifurcation types can be made through application of different levels of injected current. If the action potential amplitude is able to be modulated by the level of injected current it is a supercritical bifurcation type. Otherwise it is a subcritical Andronov-Hopf bifurcation [1, p. 12].

### 3.1.3.2 Bifurcation Value

If required, it is often possible to compute a numerical solution for the bifurcation value using the information provided by the analysis method outlined in this section.

A saddle-node bifurcation occurs for the injected current value at which the one stable and one unstable fixed point coalesce. A numerical solution for the point at which the two equilibria are equal is indicative of the bifurcation value. A fixed point exhibits an Andronov-Hopf bifurcation when the real part of the eigenvalues are equal to zero as the fixed point
changes stability. A numerical solution for the bifurcation point can be developed using this criteria.

3.2 Optimal Control Primer

Optimal control theory provides a framework for mathematical optimization of system performance according to a selected objective function. Given a mathematical model of the system dynamics, an objective function is developed either to maximize a performance index or minimize a system cost [45, p. 1]. The technique developed in this dissertation uses an objective function which balances two competing criteria: tracking accuracy and input ‘energy’ usage. For a thorough review of optimal control see [46].

The objective function described has been previously published in two different forms [2, 3]. As published in [2], the objective function consists of three independently weighted terms: a P-term, which is the squared error between a reference membrane voltage and actual membrane voltage at the end of the interval of interest; a Q-term, which is the squared error between a reference membrane voltage and actual membrane voltage over the interval of interest; and lastly, an R-term, which is the squared amplitude of the injected current (input current ‘energy’), that is,

$$J[i(t)] = \frac{P}{2} [v(T) - r(T)]^2 + \frac{Q}{2} \int_0^T [v(t) - r(t)]^2 dt + \frac{R}{2} \int_0^T [i(t)]^2 dt. \quad (42)$$

Choosing values of $P$ and $Q$ which are large compared to $R$ results in a solution for $i(t)$ which minimizes error between the desired reference signal, $r(t)$, and the actual membrane voltage, $v(t)$. This solution will however often require an injected current $i(t)$ with a higher ‘energy’ in comparison to optimal currents with lower weighting on $P$ and $Q$. Conversely, selecting a value of $R$ which is large in relation to $P$ and $Q$ results in a reduced amount of injected current ‘energy’, likely at the expense of increased differences between $r(t)$ and $v(t)$.

In most cases, the value chosen for $P$ and $Q$ are equal since both terms relate to the difference between the desired and actual membrane voltage. However, since $P$ specifically
penalizes error at the end of the time interval, the objective function can be used to investigate optimal injected current for generation of an action potential at a specified time, where the end of the simulation interval, $T$, is chosen to align with the peak of an action potential, $v(t)$ [2]. In this case, intermediate values of the membrane voltage are unimportant ($Q = 0$), and $P$ should be large in comparison to $R$.

Since the P-term specifies a value for the membrane potential at the end of the time interval, and the signals of interest are functions of continuous time, $T$, optimal control problems of this form are called Continuous-Time, Final State Fixed, Optimal Controllers [46].

Although the criteria of interest (tracking accuracy and ‘energy’ usage) were not changed, two modifications were made to the objective function as published in [3]. The P-term was removed, and the method for specifying $Q$ and $R$ was modified. The objective function, as published in [3] is

$$J[i(t)] = \frac{1 - \alpha}{2} \int_0^T [v(t) - r(t)]^2 dt + \frac{\alpha}{2} \int_0^T |i(t)|^2 dt. \quad (43)$$

With the objective function defined in equation (43), adjusting the balance between tracking accuracy and input ‘energy’ requires changing only a single variable, $\alpha$. As $\alpha$ is increased, ‘energy’ efficiency is emphasized. As $\alpha$ is decreased, tracking accuracy is improved. Choosing a value for $\alpha$ within the range $\alpha \in (0, 1]$ balances these two competing criteria.

The objective function (43) enables varying a single variable over a given range to balance two competing aspects of system performance; however, the fixed final state implementation of equation (42) provides the capability of investigating action potential timing. Within this dissertation an objective function in the form of equation (42) will be used.
The Hamilton associated with equation (42) for the two-dimensional case is

\[
H(v, n, \lambda_1, \lambda_2) = \frac{Q}{2} [v(t) - r(t)]^2 + \frac{R}{2} [i(t)]^2 \\
+ \frac{\lambda_1(t)}{C} [i(t) - g_{Na} m_\infty(v(t) - E_{Na}) - g_K n(t)(v(t) - E_K) - g_L (v(t) - E_L)] \\
+ \frac{\lambda_2(t)}{\tau} [n_\infty(v) - n(t)] \quad (44)
\]

where \(\lambda_1\) and \(\lambda_2\) are the co-state variables. Following [46, p. 134], the “Continuous Nonlinear Optimal Controller with Function of Final State Fixed” yields

\[
\dot{v} = \frac{\partial H}{\partial \lambda_1} = \frac{1}{C} [i(t) - g_{Na} m_\infty(v(t) - E_{Na}) - g_K n(t)(v(t) - E_K) - g_L (v(t) - E_L)] \\
\dot{n} = \frac{\partial H}{\partial \lambda_2} = \frac{1}{\tau} [n_\infty(v) - n(t)] \quad (45)
\]

\[
\dot{\lambda}_1 = -\frac{\partial H}{\partial v} = -Q(v(t) - r(t)) \\
+ \frac{\lambda_1(t)}{C} [g_{Na} m_\infty(v(t)) + g_K n(t) + g_L + g_{Na} (v(t) - E_{Na}) \frac{\partial m_\infty(v)}{\partial v} - \frac{\lambda_2(t)}{\tau} \frac{\partial n_\infty(v)}{\partial v}] \quad (47)
\]

\[
\dot{\lambda}_2 = -\frac{\partial H}{\partial n} = \frac{g_K}{C} \lambda_1(t)(v(t) - E_K) + \frac{\lambda_2(t)}{\tau} \quad (48)
\]

with boundary conditions

\[
v(0) = v_0 \quad (49)
\]

\[
n(0) = n_0 \quad (50)
\]

\[
\lambda_1(T) = P(v(T) - r(T)) \quad (51)
\]

\[
\lambda_2(T) = 0 \quad (52)
\]
The input stimulus current \( i(t) \) can be removed by substitution using the stationarity condition. Using the stationarity condition,

\[
\frac{\partial H}{\partial i} = Ri(t) + \frac{\lambda_1(t)}{C} = 0, \tag{53}
\]

and solving for \( i(t) \) yields

\[
i(t) = -\frac{1}{RC} \lambda_1(t). \tag{54}
\]

The derivatives in equation (47) are

\[
\frac{\partial m_\infty(v)}{\partial v} = \frac{1}{k_m} \frac{e^{(V_m-v)}}{(1 + e^{(V_m-v)})^2}, \tag{55}
\]

\[
\frac{\partial n_\infty(v)}{\partial v} = \frac{1}{k_n} \frac{e^{(V_n-v)}}{(1 + e^{(V_n-v)})^2}. \tag{56}
\]

Solving the boundary value problem (BVP) of equations (45) through (48), resulting from the system dynamical model of equations (34) and (35) and objective function (42), yields \( v(t) \), \( n(t) \), \( \lambda_1(t) \), and \( \lambda_2(t) \) specific to the selected balance of tracking error and ‘energy’ according to \( P \), \( Q \), and \( R \) along with initial conditions. The optimal input stimulus current, designated \( i^*(t) \), can be computed via equation (54). A range of injected current waveforms, \( i(t) \), and weighting coefficients, \( P \), \( Q \), and \( R \), form the basis of an investigation into neuron dynamics.

This section continues with a high level overview of the technique in Section 3.2.1 with example results in Section 3.2.2.

### 3.2.1 Technique Overview

The developed optimal control technique is a general method that enables investigation of mathematical optimality between the input provided and the output produced. In general, an arbitrary signal could be chosen for the reference signal \( r(t) \) (constant, step function, sine wave, etc.). Since the model under investigation is a nonlinear neuron model
certain waveforms are of particular interest. Specifically, signals of interest include pertur-
bations from the resting potential with subthreshold oscillations, single action potentials,
and repetitive spiking. Furthermore, it is especially informative to relate these signals to
injected stimuli traditionally applied ‘at the bench’ by electrophysiologists.

More pragmatically, considering the nonlinear, highly sensitive dynamics of the mathe-
matical models under investigation it also greatly increases the likelihood and efficiency of
convergence of numerical methods when the typical domain and behavior of the model is
taken into account. One method, for example, involves using a membrane voltage generated
by the model as the reference voltage.

Table 2 outlines a series of steps for computation of a reduced ‘energy’ input stimulus.

1. Select an arbitrary \( i(t) \) over an interval \([0, T]\) and initial conditions \( v_0 = v(0) \) and
   \( n_0 = n(0) \) (often set to resting values).
2. Compute the resulting membrane voltage, \( v(t) \), produced by the mathematical
   model.
3. Use the computed membrane voltage, \( v(t) \), from step 2 as the reference signal, \( r(t) \).
4. Select values for the weighting coefficients \( P, Q, \) and \( R \) to reflect the desired balance
   between tracking error and injected current stimulus ‘energy’.
5. Minimize the corresponding objective function using a two point boundary value
   problem solver to find \( i^*(t) \) [46, 47].
6. Verify the optimal current found in step 5 by computing the membrane voltage,
   \( v^*(t) \), resulting from application of \( i^*(t) \) to the mathematical model.

Table 2: Reduced Energy Input Stimulus Discovery Method, adapted from [2, 3]

In practice, a family of results is generated by iterating on steps 4 through 6 of Table 2 for
different values of \( P, Q, \) and \( R \). Values of \( P, Q, \) and \( R \) are selected to represent a spectrum of
results, with emphasis ranging from tracking accuracy to input stimulus ‘energy’ reduction.

Next a different input signal can be selected, often either a step input of different am-
plitude or a ramp input, and the entire process repeated.
Although the objective function (43) selected emphasizes a relationship between the reference and actual membrane voltage, no relationship is specified with respect to the initial injected stimulus current \( i(t) \) and the optimal current \( i^*(t) \). In fact, examination of the differences between the original input current \( i(t) \) and the optimal input current \( i^*(t) \) provides insight into neuron model function.

As demonstrated in Chapter 4, the described method is effective in producing reduced ‘energy’ input stimuli for a range of conductance-based, Hodgkin-Huxley type models, with a variety of reference signals and weighting coefficient values.

Further description of each step of the process outlined in Table 2 is provided below.

3.2.1.1 Selecting an Input Current and Initial Conditions

Often it is desirable to select initial conditions as close to resting values as possible. This reduces transients at the beginning of the time interval. Large transients, or even action potentials, can result from initial conditions which are too far from the resting values.

A good method for determining initial conditions is to perform step 2 of Table 2 with quiescent input current, that is \( I = 0 \). If the simulation interval is long enough all transients should decay, and the values for all state variables at the end of the simulation can be used as initial conditions to prevent transients.

The process of selecting an input current is informed by the process described in Section 3.1. Of special interest are values of the input current at which bifurcations of the fixed point occur as described in Section 3.1.3.

For example, as published in [2], the fixed point of the reduced-order Hodgkin-Huxley model undergoes a supercritical Andronov-Hopf bifurcation at \( I \approx 14.66 \mu A/cm^2 \). As a result, values of \( I = 10 \mu A/cm^2 \) and \( I = 35 \mu A/cm^2 \) were chosen for constant input currents. This demonstrated the qualitatively different behavior of the model.

3.2.1.2 Compute the Membrane Potential Waveform

Once initial conditions and a stimulus waveform have been selected, it is possible to compute the time varying membrane potential, \( v(t) \). Using the MATLAB\textsuperscript{®} routine \texttt{ode45},
computation of \( v(t) \) is generally a straight-forward process which is not computationally intensive; however, properly defining tolerances of the solution is essential. Further details on this topic are presented in Section 3.3.1.

### 3.2.1.3 Define the Reference Signal

In general, steps 3.2.1.1 and 3.2.1.1 could be ignored and any arbitrary signal could be used as the reference signal in this step. In the case of neuron models, there are two reasons why these steps are important.

First, the models are inherently nonlinear and numerically sensitive. Forcing the model to track an arbitrary reference signal \( r(t) \) is outside the applicable domain for some or all of the state variables, often resulting in non-convergence of the numerical optimization techniques. Furthermore, neurons have specific behaviors of interest, such as action potentials or subthreshold oscillations, which are difficult to specify arbitrarily.

Consequently, it is often useful to use the model itself to generate a membrane potential, \( v(t) \) with characteristics of interest and to set the reference signal \( r(t) \) equal to \( v(t) \).

### 3.2.1.4 Select Weighting Coefficient Values

Understanding the system dynamics and impact of optimal control will require a spectrum of values, with emphasis ranging from tracking accuracy to input stimulus ‘energy’ reduction. Yet it is often the simulations with extreme emphasis on one of the two criteria which are the most sensitive and time intensive to run. A good starting point is to set \( P = Q = 100 \) and \( R = 1 \). Once a baseline understanding of the execution efficiency and results are understood, more extreme values can be investigated.

### 3.2.1.5 Minimize the Objective Function

Computation of the optimal stimulus input current, \( i^*(t) \), for the selected reference signal \( r(t) \) and weighting coefficients \( P, Q, \) and \( R \) consists of minimizing the defined objective function by solving a two point boundary value problem (BVP) [46]. An essential tool for computing the numerical solution is a collocation-based boundary value problem solver such
as $bvp4c$ in MATLAB® [47]. Boundary value problem solvers based on the shooting method have been ineffective with the neuron models used in this dissertation. Further details on this topic are presented in Section 3.3.3.

The numerical solution to the two point boundary value problem consists of a set of points that approximate the time varying solution to each state and costate of the system. The optimal input current and resulting membrane potential are part of the resulting solution.

3.2.1.6 Verify the Optimal Input Current

One method to verify the computed optimal input current is repeat step 2, applying $i^*(t)$ as described in Section 3.2.1.2. After simulating the system, verify the membrane potential generated by $ode45$ is approximately equal to that generated by $bvp4c$.

3.2.1.7 Iterate

After generating results as described by Table 2, it is often necessary to change the values of the weighting coefficients and repeat steps 4 through 6. Once a spectrum of results have been produced, it can be informative to select a new input current, $i(t)$, as defined in step 1, and repeat the entire process again, creating another spectrum of results.

Generating results for all of the qualitatively different system behaviors, as determined through the analysis process of Section 3.1, provides insight into neural model function.

As described in [3], a higher level simulation was written which automated the process. By choosing a range of values for $\alpha$ and running the simulation, a spectrum of results is produced. The numerical solution for each successful run was provided to $bvp4c$ as the initial approximation of the solution for the next value of $\alpha$. Automated adaptation of $\alpha$ was a more efficient means of simulating the system, and also included the ability to adapt changes in $\alpha$ based on the convergence of numerical algorithms. This also resulted in more convergent solutions than choosing values arbitrarily.
3.2.2 Example Results

Example results will be generated to demonstrate the Reduced Energy Stimulus Discovery Method. The results presented in this section mirror plots presented in [2, 3].

Section 3.2.2.1 proceeds by demonstrating the method when selecting a constant input current, and Section 3.2.2.2 uses a ramp input current.

3.2.2.1 Example 1: Constant Input Current Stimulus

3.2.2.1.1 Step 1: Select a stimulus current waveform \( i(t) \) and initial conditions

For this example, a constant value stimulus input current is selected that is below the bifurcation value. As published in [2], the system fixed point undergoes a bifurcation at \( I \approx 14.66 \mu A/cm^2 \), so the selected input current of \( i(t) = 10 \mu A/cm^2 \) produces damped, subthreshold oscillations.

Previous simulations with quiescent input current have enabled identification of resting values for the membrane potential, \( V \), and the gating variable, \( n \), which will be used as initial conditions. In this example \( v_0 \approx -60.86 \text{ mV} \) and \( n_0 \approx 0.04 \).

3.2.2.1.2 Step 2: Compute the membrane voltage \( v(t) \) produced by the model

Using \textit{ode}45, the constant value input current selected in step 1 was applied to the model to produce the time varying membrane voltage pictured in Figure 16.
3.2.2.1.3 **Step 3: Use the computed membrane voltage \( v(t) \) as the reference signal \( r(t) \)**

In the simulation, the set of points constituting the numerical solution for the membrane potential \( v(t) \) was set equal to the reference signal \( r(t) \).

3.2.2.1.4 **Step 4: Select values for the weighting coefficients \( P, Q, \) and \( R \)**

Values were selected for \( P, Q, \) and \( R \) which reflect an emphasis on reducing tracking error between the reference signal and resulting membrane potential. Weighting coefficients which relate to tracking accuracy were set to \( P = 100 \) and \( Q = 100 \) and the coefficient which emphasizes reduced input ‘energy’ was set to \( R = 1 \).
3.2.2.1.5 Step 5: Minimize the corresponding objective function

Using $bvp4c$, the two point boundary value problem was solved numerically, producing the optimal input current $i^*(t)$ and the resulting time varying membrane voltage $v^*(t)$ pictured in Figure 17. For comparison the reference signals are also included in Figure 17.

![Figure 17: Comparison of reference and optimal signals for a constant stimulus](image)

3.2.2.1.6 Step 6: Verify the optimal current $i^*(t)$ found in step 5 by computing the membrane voltage

For verification purposes, the optimal input current $i^*(t)$ computed in step 5 is applied to the original model using $ode45$. The resulting membrane potential $v^*(t)$ is plotted in Figure 18, along with the membrane potential computed by $bvp4c$. Figure 18 shows that these two signals plot directly on top of one another, qualitatively verifying the numerical
solution.

As a result of the process, a stimulus current input has been computed with a lower ‘energy’ content than the originally applied constant current of $I = 10 \mu A/cm^2$. Figure 17 shows that initial weighting coefficient values provide a noticeable reduction in stimulus input energy with minimal tracking error. If improved tracking accuracy is desired, steps 4 through 6 can be repeated with increased $P$ and $Q$. If a further reduction in stimulus input energy is required, steps 4 through 6 can be repeated with a larger value for $R$. 

Figure 18: Verification of optimal input current for a constant stimulus
3.2.2.2 Example 2: Ramp Input Current Stimulus

3.2.2.2.1 Step 1: Select a stimulus current waveform $I(T)$ and initial conditions

For this example, a ramp stimulus input current is selected which increases through the bifurcation value. The system fixed point undergoes a bifurcation at $I \approx 14.66 \mu$A/cm$^2$, so the final value of the ramp input current of $I \approx 46 \mu$A/cm$^2$ produces a spike [2].

As in Section 3.2.2.1, initial conditions of $v_0 \approx -60.86$ mV and $n_0 \approx 0.04$ eliminate transients at the beginning of the simulation interval.

3.2.2.2.2 Step 2: Compute the membrane voltage $v(t)$ produced by the model

Using ode45, the ramp input current selected in step 1 was applied to the model, producing the time varying membrane voltage pictured in Figure 19.

![Reference Stimulus and Response Signals](image)

Figure 19: Ramp stimulus current and reference membrane voltage signals
3.2.2.3 Step 3: Use the computed membrane voltage $v(t)$ as the reference signal $r(t)$

In the simulation, the set of points constituting the numerical solution for the membrane potential $v(t)$ was set equal to the reference signal $r(t)$.

3.2.2.4 Step 4: Select values for the weighting coefficients $P$, $Q$, and $R$

In this example, weighing coefficients values are $P = 100$, $Q = 100$, and $R = 1$. This choice reflects an emphasis on reducing tracking error between the reference signal and resulting membrane potential because $P$ and $Q$ are both greater than $R$.

3.2.2.5 Step 5: Minimize the corresponding objective function

Using $bvp4c$, the two point boundary value problem was solved numerically to produce the optimal input current $i^*(t)$ and the resulting time varying membrane voltage $v^*(t)$ pictured in Figure 20. For comparison the reference signals are included in Figure 20.
3.2.2.2.6 Step 6: Verify the optimal current $i^*(t)$ found in step 5 by computing the membrane voltage

For verification purposes, the optimal input current $i^*(t)$ computed in step 5 is applied to the original model using *ode45*. The membrane potential is plotted in Figure 21, along with the resulting membrane potential $v^*(t)$ computed by *bvp4c*. Figure 21 shows that these two signals plot directly on top of one another, qualitatively verifying the numerical solution.
Figure 21: Verification of optimal input current for a ramp stimulus

As a result of the process, a stimulus current input has been computed with a lower ‘energy’ content than the originally applied ramp current. Figure 20 shows that initial weighting coefficient values provide a noticeable reduction in stimulus input energy with minimal tracking error. If improved tracking accuracy is desired, steps 4 through 6 can be repeated with values for \( P \) and \( Q \) increased. If a further reduction in stimulus input energy is required, steps 4 through 6 can be repeated with a larger value for \( R \).

3.3 Numerical Considerations

This section contains implementation level nuances that increase likelihood of convergence of numerical algorithms and improve execution efficiency. Topics in this section are presented in order of importance.
3.3.1  

**ode45 Settings and Tolerances**

All conductance-based, Hodgkin-Huxley type models in this dissertation are amenable to standard ordinary differential equation solvers. Numerical solutions were computed in MATLAB using `ode45` with execution times on the order of one minute.

However, low tolerances are required of `ode45` solutions to enable convergence of `bvp4c` calculations. The MATLAB routine `odeset` was used to apply relative tolerance and absolute tolerance settings of $10^{-13}$. Default values for relative and absolute tolerance settings are $10^{-3}$ and $10^{-6}$, respectively.

Although these low tolerances did not provide qualitative differences in the corresponding numerical solution, they were required for successful computation by `bvp4c`. This observation indicates numerical sensitivity of the solutions using the `bvp4c` routine.

3.3.2  

**Initial Solution Estimation**

Use of the `bvp4c` routine requires initial estimates of the solution for each variable. It is possible to provide either constant valued, or time varying estimates of the solution. Both likelihood of convergence and execution efficiency were improved when `bvp4c` was provided with continuous-time estimates of the solution over the time interval.

Following the steps provided in Table 2 produces a series of values for all states of the original differential equations based on the numerical solution computed by `ode45`. The MATLAB subroutine `interp1` was then used to allow interpolation at any time within the given interval.

Due to the structure of the optimal control problem, each state of the original differential equations requires a co-state, doubling the dimension of the problem. For each costate variable, a constant valued guess was set equal to zero.

3.3.3  

**Choice of Boundary Value Problem Solver**

MATLAB includes routines which implement both the `bvp4c` and `bvp5c` formulas for solving boundary value problems for ordinary differential equations. An extension to these
techniques has been published, providing implementation in the form of a MATLAB® subroutine, \textit{bvp5c} [48]. The routines included within the MATLAB® environment can be used interchangeably without modification to function parameters.

### 3.3.4 Vectorization

Many operations within MATLAB® can be written in the form of iterative, loop-based operations or in terms of matrix or vector operations. Although loop-based code is common to most programming languages, writing code to take advantage of optimization within MATLAB® via vectorization of code can greatly improve execution efficiency [49].

Efficiency gains are especially prevalent in subroutines called repeatedly by \textit{ode45} or \textit{bvp4c}. Specifically, vectorization of code related to the ordinary differential equations utilized by \textit{bvp4c} provides a significant reduction in the number of function calls required. A flag must be set using \textit{bvpset} to inform the MATLAB® environment that the code is optimized for vectorization [50]. In practice, these routines are called thousands, or hundreds of thousands of times, and larger simulation runs can last in the range of 20 minutes.

Use of the MATLAB® Profiler greatly assists optimization of program execution [51]. It is informative to run the same simulation with the vectorization flag both true and false to verify the reduction in execution time and number of function calls.
4 Reduced-Order Hodgkin-Huxley Models

This chapter applies the nonlinear analysis and optimal control techniques depicted in Chapter 3, Figure 12 to the reduced-order, Hodgkin-Huxley type neuron model defined in Section 2.3.

Reduced-dimensionality, as compared to the classical Hodgkin-Huxley model, facilitates analysis since two-dimensional phase space is readily graphed. With proper selection of parameter values, the chosen model is able to produce the four fundamental bifurcation types that underlay many neurocomputational properties [1, p. 17].

Section 4.1 defines the neuron model, provides derivation of the system nullclines, and defines the Hamiltonian with associated state and co-state equations. Since the form of the model and objective function remain unchanged within this chapter, the derivations of Section 4.1 are common to all four bifurcation types presented in Section 4.2. Section 4.2 demonstrates applicability of the defined optimal control techniques to supercritical Andronov-Hopf, subcritical Andronov-Hopf, saddle-node, and saddle-node on invariant circle bifurcation types in Sections 4.2.1 through 4.2.4, respectively.

4.1 Model Definition

Following Chapter 3, Figure 12, this section corresponds to the first row of the figure, definition of the conductance-based neuron model. This includes definition of the reduced-order, Hodgkin-Huxley model, and all symbolic equations required for nonlinear analysis and optimal control techniques.

4.1.1 Reduced-Order Hodgkin-Huxley Type Model Definition

Following [1], the reduced-order, Hodgkin-Huxley model consists of a persistent potassium current, transient sodium current, ohmic leak current, injected stimulus current, and cellular membrane capacitance. Presented as Figure 5 in Chapter 2, an equivalent circuit for the neuron model is reproduced here for completeness.
Differential equations for the reduced-order, Hodgkin-Huxley model are:

\[
C\frac{dV}{dt} = I - g_K n(V - E_K) - g_{Na} m_\infty(V)(V - E_{Na}) - g_L(V - E_L) \tag{57}
\]

\[
\dot{n} = \frac{(n_\infty(V) - n)}{\tau(V)} \tag{58}
\]

where

\[
m_\infty(V) = \frac{1}{1 + e^{\left(\frac{V_m - V}{v_m}\right)}} \tag{59}
\]

\[
n_\infty(V) = \frac{1}{1 + e^{\left(\frac{V_m - V}{v_n}\right)}}. \tag{60}
\]

Modulation of potassium and sodium conductance values is achieved using gating variables \(n\) and \(m_\infty\), respectively. System dynamics can be modified to produce four fundamental bifurcations of the system fixed point(s) by changing constant valued parameters in equations (57) through (60). Parameter values to achieve the four bifurcation types under investigation are provided in Table 3 [1].

After defining the qualitative system behavior via model parameters, the injected current stimulus is used to cause bifurcations of the system fixed point.
4.1.2 Fixed Point Location

As described in Sections 3.1.1.1 and 3.1.1.2, two methods are used within this dissertation to compute the location of system fixed points. For two-dimensional models equations for nullclines are derived and plotted. Intersections of the nullclines indicate the location of a system fixed point. For higher-dimensional models the form of conductance-based models enable derivation of a function $f(v)$, the roots of which are indicative of fixed points. In Section 4.2.1 both methods will be utilized to demonstrate their equivalence. For the remaining three bifurcation types in Sections 4.2.2 through 4.2.4, only the intersection of system nullclines will be used.

4.1.2.1 Derivation of Nullclines

To solve for nullclines of the two-dimensional, reduced-order, Hodgkin-Huxley model set each differential equation equal to zero

$$0 = \left( \frac{1}{C} \right) (I - g_K n(V - E_K) - g_{Na} m_\infty (V - E_{Na}) - g_L (V - E_L)) \quad (61)$$
\[ 0 = \frac{(n_\infty(V) - n)}{\tau(V)} \]  

(62)

The nullclines are obtained by solving equations (61) and (62) for \( n \), yielding

\[ n = \frac{1}{Cg_K(V - E_K)}(I - g_{Na}m_\infty(V)(V - E_{Na}) - g_L(V - E_L)) \]  

(63)

\[ n = n_\infty(V) \]  

(64)

where \( m_\infty(V) \) and \( n_\infty(V) \) are described by equations (59) and (60).

Equation (63) is the \( v \)-nullcline, representing purely vertical motion on the \((v, n)\) phase plane. Equation (64) is the \( n \)-nullcline, representing purely horizontal motion on the \((v, n)\) phase plane. Each injected current value \( I \) will produce a different curve for the \( v \)-nullcline. The \( n \)-nullcline does not depend on the injected current, as shown in equation (64), and thus will not change as a function of stimulus current \( I \). An appropriate set of injected current values will be determined for each bifurcation type to demonstrate the qualitatively different behaviors of the system for each set of parameters in Table 3.

4.1.2.2 Derivation of \( f(v) \)

As an alternative means to find fixed point locations, the form of equations (57) and (58) make it possible to derive a single function, \( f(v) \), the roots of which are system fixed points. The function \( f(v) \) is obtained by setting \( \dot{n} = 0 \), and solving for \( n \) as shown in equation (64). The result is substituted into equation (63) yielding

\[ f(v) = \left( \frac{1}{C} \right) (I - g_Kn_\infty(V - E_K) - g_{Na}m_\infty(V)(V - E_{Na}) - g_L(V - E_L)) \]  

(65)

with \( m_\infty(V) \) and \( n_\infty(V) \) described by equations (59) and (60), respectively. The function \( f(v) \) will be plotted for each injected current value, with the roots of the function indicating the location of the system fixed point.
4.1.3 System Linearization

Once the number and location of system fixed points has been determined, they can be classified according to their localized behavior. Classification of system fixed points proceeds as described in Section 3.1.2, beginning with linearization of the phase plane using the system Jacobian [6].

For the two-dimensional model under investigation the Jacobian is

\[
\begin{pmatrix}
\dot{V} \\
\dot{n}
\end{pmatrix} =
\begin{bmatrix}
\frac{\partial f_1}{\partial V} & \frac{\partial f_1}{\partial n} \\
\frac{\partial f_2}{\partial V} & \frac{\partial f_2}{\partial n}
\end{bmatrix}
\begin{pmatrix}
V \\
n
\end{pmatrix}
\]

(66)

where \(\dot{V} = f_1()\), \(\dot{n} = f_2()\), and

\[
\frac{\partial f_1}{\partial V} = \left(\frac{1}{C}\right) (-gL - gNa \left(1 + e^{\left(\frac{vm-V}{k}\right)} + \frac{V}{k} e^{\left(\frac{vm-V}{k}\right)} - \frac{e^{\left(\frac{vm-V}{k}\right)}}{k \left(1 + e^{\left(\frac{vm-V}{k}\right)}\right)^2} - gKn\right) )
\]

(67)

\[
\frac{\partial f_1}{\partial n} = -gKn
\]

(68)

\[
\frac{\partial f_2}{\partial V} = \frac{1}{\tau(V)} \left(\frac{e^{\left(\frac{vm-V}{k}\right)}}{k \left(1 + e^{\left(\frac{vm-V}{k}\right)}\right)^2}\right)
\]

(69)

\[
\frac{\partial f_2}{\partial n} = -\frac{1}{\tau(V)}
\]

(70)

As described in Sections 3.1.2.1 and 3.1.2.2, two methods are used within this dissertation for classification of behavior in the immediate vicinity of system fixed points. Both methods utilize the linearized system produced by the Jacobian. Values from Table 3 for the model parameters, the injected current value, and the location of the system fixed point are substituted into the Jacobian, allowing computation of eigenvalues.

For second-order systems, the eigenvalues of the Jacobian are used to compute the trace and determinant for each injected current value, and they are plotted on the classification
diagram. For higher-order models, the eigenvalues for each injected current value are plotted on the complex plane. In Section 4.2.1 both methods will be utilized to demonstrate their equivalence. In Sections 4.2.2 through 4.2.4 only the fixed point classification diagram will be used.

### 4.1.4 Objective Function Definition

The objective function, previously published in [2], is

\[
J[i(t)] = \frac{P}{2} (v(T) - r(T))^2 + \frac{Q}{2} \int_0^T (v(t) - r(t))^2 dt + \frac{R}{2} \int_0^T (i(t))^2 dt.
\] (71)

A user prescribed balance between tracking error and minimization of ‘energy’ is used in the computation of the optimal input current \(i^*(t)\). Making \(P\) and \(Q\) large with respect to \(R\) penalizes differences between the chosen reference signal \(r(t)\) and the computed membrane voltage \(v(t)\), resulting in a solution which emphasizes tracking accuracy. Conversely, a large value for \(R\), in comparison to \(P\) and \(Q\), emphasizes a solution which seeks to minimize the ‘energy’ content of \(i^*(t)\), likely at the expense of reduced agreement between reference and membrane potential signals.

The Hamilton associated with equation (71) is

\[
H(v, n, \lambda_1, \lambda_2) = \frac{Q}{2} (v(t) - r(t))^2 + \frac{R}{2} (i(t))^2 \\
+ \frac{\lambda_1(t)}{C} (i(t) - g_K n(t)(v(t) - E_K) - g_{Na} m_{\infty}(v)(v(t) - E_{Na}) - g_L (v(t) - E_L)) \\
+ \frac{\lambda_2(t)}{\tau} (n_{\infty}(v) - n(t))
\] (72)

where \(\lambda_1\) and \(\lambda_2\) are the co-state variables. Following [46, p. 134], the “Continuous Nonlinear Optimal Controller with Function of Final State Fixed” yields

\[
\dot{\psi} = \frac{\partial H}{\partial \lambda_1}
\]

\[
= \frac{1}{C} [i(t) - g_{Na} m_{\infty}(v)(v(t) - E_{Na}) - g_K n(t)(v(t) - E_K) - g_L (v(t) - E_L)]
\] (73)
\[
\dot{n} = \frac{\partial H}{\partial \lambda_2} = \frac{1}{\tau} [n_\infty(v) - n(t)]
\]

(74)

\[
\dot{\lambda}_1 = -\frac{\partial H}{\partial v} = -Q(v(t) - r(t)) + \frac{\lambda_1(t)}{C} [g_{Na}m_\infty(v) + g_Kn(t) + g_L + g_{Na}(v(t) - E_{Na}) \frac{\partial m_\infty(v)}{\partial v}]
\]

\[
- \frac{\lambda_2(t)}{\tau} \frac{\partial n_\infty(v)}{\partial v} - \tau \frac{\partial n_\infty(v)}{\partial v} (75)
\]

\[
\dot{\lambda}_2 = -\frac{\partial H}{\partial n} = \frac{g_K}{C} \lambda_1(t)(v(t) - E_K) + \frac{\lambda_2(t)}{\tau}
\]

(76)

with boundary conditions

\[
v(0) = v_0
\]

(77)

\[
n(0) = n_0
\]

(78)

\[
\lambda_1(T) = P(v(T) - r(T))
\]

(79)

\[
\lambda_2(T) = 0.
\]

(80)

The input stimulus current \(i(t)\) can be removed by substitution using the stationarity condition

\[
\frac{\partial H}{\partial i} = Ri(t) + \frac{\lambda_1(t)}{C} = 0,
\]

(81)

and solving for \(i(t)\) yields

\[
i(t) = -\frac{1}{RC} \lambda_1(t).
\]

(82)

Typically, a numerical solution to the two-point boundary value problem is computed using the MATLAB® routine \texttt{bvp4c}, yielding \(i^*(t)\) for each choice of injected current stimulus and objective function constants \(P, Q,\) and \(R\).
4.2 Nonlinear Analysis and Optimal Control

Sections 4.2.1 through 4.2.4 examine system dynamics of the four fundamental bifurcation types presented in [1] using nonlinear analysis and optimal control techniques presented in Chapter 3. As shown in Figure 12 of Chapter 3, location and classification of system equilibria can be achieved by two complementary techniques. In Section 4.2.1 the supercritical Andronov-Hopf bifurcation type is analyzed using both techniques to demonstrate their equivalence. In the remaining sections subcritical Andronov-Hopf, saddle-node, and saddle-node on invariant circle bifurcation types are investigated with techniques presented in Sections 3.1.1.1 and 3.1.2.1.

4.2.1 Super Critical Andronov-Hopf

Supercritical Andronov-Hopf bifurcations occur when a stable equilibrium becomes unstable, yielding a limit cycle attractor [1, p. 12]. The size of the limit cycle attractor increases as the injected current is increased beyond the bifurcation value.

Neuron models near a supercritical Andronov-Hopf bifurcation exhibit subthreshold oscillations and are thus categorized as resonators in the classification scheme presented by Izhikevich [1, p. 12]. This means that system trajectories, even with injected currents below the bifurcation value, will exhibit damped oscillation.

Neuron models near a supercritical Andronov-Hopf bifurcation do not exhibit coexistence of resting and repetitive spiking states [1].

During repetitive spiking the limit cycle attractor determines the size and shape of action potentials. Since the level of injected current determines the size of the limit cycle attractor in a supercritical Andronov-Hopf bifurcation, the resulting neuron model is capable of producing graded action potentials, as opposed to all or none spikes.

Parameterization and analysis of the reduced-order Hodgkin-Huxley model as shown in Table 3 will validate the expected system behaviors, quantify bifurcation values, and apply optimal control to compute reduced energy input stimuli capable of tracking a reference membrane voltage.
4.2.1.1 Fixed Point Location

Within this section location of the system fixed point will be determined using both the system nullclines and the derived function \( f(v) \).

4.2.1.1.1 Fixed Point Location Using Nullclines

Using equations (63) and (64) for the nullclines, and varying the injected stimulus current \( I\) from \(-100 \mu \text{A/cm}^2\) to \(100 \mu \text{A/cm}^2\) by increments of \(10 \mu \text{A/cm}^2\), a family of curves is generated in Figure 23. Since the n-nullcline does not change it is represented by a single sigmoidal line on the plot. Each injected current value \( I\) produces a different curve for the v-nullcline.

![Figure 23: Supercritical Andronov-Hopf fixed point location using nullclines](image)

Notice each v-nullcline intersects the n-nullcline at a single point in the phase plane for all considered values of \( I\), indicating the presence of a single fixed point. The membrane voltage of fixed points range between approximately \(-85\) to \(-50\) mV, and the gating variable ranges between 0 and 0.4.

Stability of the fixed point cannot be ascertained directly from the figure and requires further analysis per Section 4.2.1.2. For cases where the fixed point is stable, the value of
the membrane voltage at the intersection of the nullclines is the resting membrane potential.

4.2.1.1.2 Fixed Point Location Using $f(v)$

Using equation (65) for $f(v)$ and the same range of injected current values, a family of curves is plotted in Figure 24. A fixed point of the system is indicated by each location where $f(v) = 0$.

![Figure 24: Supercritical Andronov-Hopf fixed point locations using derived function $f(v)$](image)

Again, the system has a single fixed point for all considered values of $I$. Furthermore, since $f(v)$ is monotonic and the injected current translates the curve vertically, it is observable from Figure 24 that the system will have a single fixed point for all injected current values.

As in Figure 23, an approximate value for the membrane voltage of the system fixed point is directly observable in Figure 24. However, approximation of the gating variable $n$ is not directly observable from Figure 24, and the value for membrane voltage must be back-substituted into equation (64) to estimate a value for $n$. 
4.2.1.1.3 Comparison of Fixed Point Location Results

For each injected current level, the system fixed point location has been computed in two ways, by the intersection of the nullclines and by the root of \( f(v) \). The primary difference between these two methods is that plotting the fixed point location using the intersection of the nullclines is only feasible with a reduced-order systems while the roots of \( f(v) \) can be plotted for systems of any dimension, given an amenable structure to the state equations.

Both plots provide qualitative information regarding the number of fixed points and their approximate location. To verify the two techniques identify the same fixed point location for each injected current level the MATLAB\textsuperscript{®} routine \textit{fsolve} was used to compute the quantitative fixed point location. Table 4 shows that the values produced match for all injected current levels considered.

The approximate value of both state variables is directly observable on the phase plane in Figure 23. In contrast, when determining the system fixed point using \( f(v) \), it is necessary to observe the value for membrane voltage, \( v \), and back-substitute this value into equation (64) to determine the equilibrium value for \( n \). The phase plane is also informative when studying system trajectories for determination of bifurcation type and application of the optimal control technique.

For the remainder of this dissertation, system fixed point location will be determined for all second-order models via intersection of the nullclines, and the \((v,n)\) phase plane will be utilized. For higher-order models system, fixed point location will be determined by computing the roots of \( f(v) \).

4.2.1.2 Fixed Point Classification

Within this section fixed points will be classified both graphically and according to eigenvalues of the linearized system.
4.2.1.2.1 Fixed Point Classification for Two-Dimensional Systems

Qualitative information from Section 4.2.1.1 greatly informs the process of fixed point classification as it provides insight as to the number and approximate location of system fixed points for any given injected current level.

Using \textit{fsolve}, the numerical solution for the location of the fixed point is computed. The values for the state variables, in this case $v$ and $n$, are substituted into the Jacobian, allowing computation of eigenvalues according to equations (66) through (70).

Eigenvalues of the linearized system, evaluated at the location of a fixed point, are

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Stimulus Current (\(\mu A/cm^2\))} & \textbf{Intersection of Nullclines} & \textbf{Root of \(f(v)\)} \\
\hline
\textbf{Voltage, V (mV)} & \textbf{Gating Variable, n} & \textbf{Voltage, V (mV)} & \textbf{Gating Variable, n} \\
\hline
-100 & -86.1006 & 0.000259 & -86.1006 & 0.000259 \\
-90 & -84.3833 & 0.000379 & -84.3833 & 0.000379 \\
-80 & -82.5969 & 0.000542 & -82.5969 & 0.000542 \\
-70 & -80.7247 & 0.000788 & -80.7247 & 0.000788 \\
-60 & -78.7432 & 0.001171 & -78.7432 & 0.001171 \\
-50 & -76.5181 & 0.001790 & -76.5181 & 0.001790 \\
-40 & -74.2962 & 0.002845 & -74.2962 & 0.002845 \\
-30 & -71.6905 & 0.004782 & -71.6905 & 0.004782 \\
-20 & -68.6525 & 0.008745 & -68.6525 & 0.008745 \\
-10 & -64.9725 & 0.018083 & -64.9725 & 0.018083 \\
0 & -60.8648 & 0.040196 & -60.8648 & 0.040196 \\
10 & -57.6014 & 0.074449 & -57.6014 & 0.074449 \\
20 & -55.4189 & 0.110683 & -55.4189 & 0.110683 \\
30 & -53.8512 & 0.145513 & -53.8512 & 0.145513 \\
40 & -52.6254 & 0.178716 & -52.6254 & 0.178716 \\
50 & -51.6087 & 0.216529 & -51.6087 & 0.216529 \\
60 & -50.7307 & 0.241195 & -50.7307 & 0.241195 \\
70 & -49.9502 & 0.270905 & -49.9502 & 0.270905 \\
80 & -49.2411 & 0.299804 & -49.2411 & 0.299804 \\
90 & -48.5861 & 0.328007 & -48.5861 & 0.328007 \\
100 & -47.9726 & 0.355600 & -47.9726 & 0.355600 \\
\hline
\end{tabular}
\caption{Fixed point locations}
\end{table}
immensely informative regarding expected qualitative system behavior and stability of the fixed point. For two-dimensional systems, fixed points are readily classified using a graphical classification scheme once the eigenvalues have been computed [6, p. 137].

When classifying system fixed points via linearization, it is necessary to verify the linear system, with neglected higher-order terms, faithfully represents the original nonlinear system. As described in Section 3.1.2.1, graphical categorization of fixed points of two-dimensional systems is robust for saddles, nodes, and spirals. Further techniques are required for analysis of “borderline” cases [6, p. 151-155].

Analysis of the reduced-order Hodgkin-Huxley model proceeds with calculation of eigenvalues for the linearized system for each injected current value used to generate the family of curves in Section 4.2.1.1. Borderline cases, representing a bifurcation in system dynamics, are considered in Section 4.2.1.3.

After computing eigenvalues for the linearized system in the vicinity of the fixed point for each injected current level, the trace ($\tau$) and determinant ($\Delta$) for each fixed point is calculated as described in [6]. Namely,

$$\tau = \lambda_1 + \lambda_2$$ \hspace{1cm} (83)

and

$$\Delta = \lambda_1 * \lambda_2$$ \hspace{1cm} (84)

where $\lambda_1$ and $\lambda_2$ are the eigenvalues of the linearized two-dimensional system of equations. A single point is generated on the classification diagram for each fixed point at each injected current value. The plotted locus represents the varying classification of the system fixed point as the injected current is increased from $-100 \mu A/cm^2$ to $100 \mu A/cm^2$ by increments of $10 \mu A/cm^2$.

The data point indicated with an asterisk denotes zero injected current. Bifurcations, or qualitative changes in system dynamics, occur when the classification of the fixed point transitions from one region of the classification diagram to another [6, p. 44]. In this case, one bifurcation occurs when the fixed point changes from a stable node to a stable spiral,
and another bifurcation occurs when the fixed point changes from a stable spiral to an unstable spiral.

The bifurcation of interest, as presented in [1], occurs as the injected current is increased from zero, corresponding to the transition from stable spiral to unstable spiral, along with the creation of a stable limit cycle attractor. Classification of the fixed point as a spiral is indicative of system dynamics which include oscillation, and is consistent with the description of the supercritical Andronov-Hopf bifurcation type as a resonator in [1].

For injected current values where the system fixed point is classified as a stable spiral, zero injected current and 10 µA/cm² as shown above, damped oscillations are expected. For injected currents, 20 µA/cm² and above undamped oscillations, or repetitive spiking, is produced with the size and shape of the action potentials determined by the limit cycle attractor. Since the size of the limit cycle attractor is related to the level of injected current, action potential size is expected to vary with injected current levels.

Inclusion of negative injected currents provides a second bifurcation of the system fixed point from stable spiral to stable node. The transition from spiral to node is expected to result in cessation of subthreshold membrane voltage oscillations.
Bifurcation points and verification of the described qualitative system behavior via time domain plots and phase plane trajectories will be demonstrated in Section 4.2.1.3.

The presented classification diagram, although incredibly informative, is not readily extended to higher-dimensional systems. Fortunately, investigation of the eigenvalues themselves, in parallel with the classification diagram, provides the ability to intuit system dynamics in a manner extensible to higher-dimensional system.

4.2.1.2.2 Fixed Point Classification for Higher-Dimensional Systems

Using the graphical classification diagram of the previous section, the fixed point is represented by a single point for each injected current level. When the fixed point is classified for higher-order systems, eigenvalues are plotted directly on the complex plane. For the second-order system currently under investigation, two eigenvalues, $\lambda_1$ and $\lambda_2$, are plotted for each injected current value.

Like the previous section, the plotted locus of eigenvalues corresponds to injected current increasing from $-100 \mu A/cm^2$ to $100 \mu A/cm^2$ by increments of $10 \mu A/cm^2$, with additional data points for injected current levels of $-12 \mu A/cm^2$, $-14 \mu A/cm^2$, $-16 \mu A/cm^2$, and $-18 \mu A/cm^2$. These values were added to clarify movement of the eigenvalues at the point where they break away from the real axis. In this region the eigenvalues are moving rapidly, and the addition of these injected current levels provides improved resolution. Again, the eigenvalues indicated with an asterisk denote zero injected current.
With $I = -100 \mu A/cm^2$ the eigenvalues are purely real, and distributed distantly from each other on the real axis. As the injected current is increased, eigenvalues move toward each other until they collide and break away from the real axis. After breaking away from the real axis, the eigenvalues proceed away from the real axis and to the right, with the real part of the eigenvalues increasing. At some level of injected current, the imaginary pair of eigenvalues cross into the right hand plane.

Systems with purely real eigenvalues do not exhibit oscillation. In the case of the plot shown here, all of the purely real eigenvalues exist on the left hand plane. Thus, all injected current values which produce eigenvalues on the real axis correspond to system dynamics with stable fixed points, classified as stable nodes.

When eigenvalues appear in complex conjugate pairs, the system will exhibit oscillations. Less damped oscillations will be produced with greater imaginary content of the eigenvalues, or eigenvalues closer to the right hand plane. Once the real part of the complex conjugate pair of eigenvalues becomes positive the fixed point has become unstable.
4.2.1.2.3 Comparison of Fixed Point Classification Results

Graphical classification of the fixed point as presented in Figure 25 can be correlated with the trajectories of the eigenvalues on the complex plane as presented in Figure 26.

All injected current values which produce eigenvalues on the real axis, in the left-hand plane indicate system dynamics of stable fixed points without oscillation. This corresponds to the region of the graphical classifier described as stable nodes. For the reduced-order Hodgkin-Huxley model under investigation a stable node is produced for injected current values from $-100 \mu A/cm^2$ to $-20 \mu A/cm^2$.

Complex conjugate pair eigenvalues in the left-hand plane are representative of a stable fixed point and oscillatory dynamics. Using the graphical classifier, the presence of damped oscillation results in classification of the system fixed point as a stable node. For the reduced-order Hodgkin-Huxley model under investigation a stable spiral is produced for injected current values from $-10 \mu A/cm^2$ to $10 \mu A/cm^2$.

Complex conjugate pairs of eigenvalues in the right-hand plane exhibit undamped oscillation. However, unlike a linear system, the creation of a stable limit cycle attractor at the transition of the fixed point from stable to unstable prevents system trajectories from diverging. Thus, crossing into the right hand plane is related to the classification diagram where the trace ($\tau$) is equal to zero. For injected current values of $20 \mu A/cm^2$ or more eigenvalues exist in complex conjugate pairs in the right-hand plane, and are classified as unstable spirals. Pictorially, the results within the two figures can be correlated in the following manner.
Information gained about the stability of the fixed point for each injected current value can now be incorporated into Figures 23 and 24 from Section 4.2.1.1. Fixed point stability will be demarcated on the phase plane and the plot of $f(v)$ by filled and open dots where the fixed point is stable and unstable, respectively.
4.2.1.3 Bifurcations

Information from Section 4.2.1.2 provides insight into the injected current levels for which qualitatively different system behaviors occur. Investigations related to bifurcation of
the system fixed point in this section serves two purposes. One purpose is to demonstrate qualitatively different behaviors of the system using time domain plots along with the phase plane. The second purpose is to verify bifurcation type according to criteria provided in [1] which has been reproduced as Figure 26 in Chapter 3.

For example, investigation of Figure 31 indicates that three distinct classes behavior can be expected from the reduced-order Hodgkin-Huxley model using parameters selected to produce the supercritical Andronov-Hopf bifurcation type. From the graph, it is evident that at least three classes of behavior exist for injected current values below $-20\mu A/cm^2$, between $-10\mu A/cm^2$ and $10\mu A/cm^2$, and above $20\mu A/cm^2$. Using this information, injected current values will be selected which demonstrate the behavior of the system above and below any bifurcations.

![Fixed Point Classification for Reduced HH Model](image)

**Figure 31:** Bifurcations of the system fixed point as indicated by the graphical classifier

For the purposes of this dissertation, it is generally not necessary to determine the exact value of injected current at which a bifurcation of the fixed point occurs. Furthermore, when system dynamics at the bifurcation point are of interest, it must be verified that the linearized system is topologically equivalent to the original nonlinear system, as described in Section 3.1.3.
As an example, Section 4.2.1.3.1 demonstrates computation of the bifurcation point of the system. Sections 4.2.1.3.2 through 4.2.1.3.4 provide analysis of the three classes of behavior which are possible for the selected range of injected stimulus current.

### 4.2.1.3.1 Computation of System Bifurcation Points

When a more precise value of injected current at which the bifurcation occurs is required, *fsolve* can be used to compute a numerical solution. Using the graphical classifier in Figure 31 or the locus of eigenvalues plotted in Figure 32 greatly informs this process, by providing initial conditions for use with *fsolve*.

As shown, there are two bifurcations which occur at different injected current levels. Bifurcation 1 occurs at some injected current value between $-10 \mu A/cm^2$ and $-20 \mu A/cm^2$. Bifurcation 2 occurs at some injected current value between $10 \mu A/cm^2$ and $20 \mu A/cm^2$. Bifurcation 2 of Figure 31 is a supercritical Andronov-Hopf bifurcation considered in [1].

For bifurcation 1, three equations must be satisfied simultaneously to find the bifurcation point. Namely, $\dot{v}$ must equal zero, $\dot{n}$ must equal zero, and the eigenvalues should cause the trace ($\tau$) and determinant ($\Delta$) to be equal to the borderline case between a stable node and a stable spiral. That is,

$$\tau^2 - 4\Delta = 0.$$  \hfill (85)

If an injected current value is found which satisfies all three of these conditions, then the value for $v$ and $n$ at which this occurs is a fixed point of the system, and the value of injected current is a bifurcation point. As described in Section 3.1.3, topological equivalence of the fixed point for linearized system is not guaranteed for boundaries between regions of the graphical classifier, and further investigation is required to confirm details of the system dynamics. Likewise for bifurcation 2 three equations must be satisfied simultaneously. In the case of the second bifurcation point $\dot{v}$ must equal zero, $\dot{n}$ must equal zero, and the trace ($\tau$) must equal zero.

The fixed point classification diagram presented in [6] is not easily extensible to higher-
dimensions. Fortunately, for the purposes of determining the bifurcation point, the same information can be gleaned from the locus of eigenvalues presented in Figure 32. Bifurcation 1 is the point at which the eigenvalues break away from the real axis. Bifurcation 2 is the point at which the eigenvalues lose stability, crossing into the right hand plane. These two conditions are when an eigenvalue, or the real part of the eigenvalues are equal to zero. Again, this is indicative of the point at which topological equivalence of the linearized system is not guaranteed to match that of the original nonlinear system.

For bifurcation 1 the value for the coordinates of the fixed point and injected current near the bifurcation point were given as initial conditions and \textit{fsolve} found a solution at \((v, n) \approx (-67.6723, 0.0106)\) with \(I \approx -17.1356\). To verify this result the computed bifurcation value for the injected current will be used as an input, and the eigenvalues of the linearized system will be computed. The fixed point classification diagram predicts \(\tau^2 - 4\Delta\) will equal zero, and the locus of eigenvalues predicts the two eigenvalues should be a repeated root with zero imaginary content.

As verified in MATLAB\textsuperscript{®}, an injected current of \(I \approx -17.1356\) produces a repeated pair of eigenvalues on the real axis at \(\lambda_{1, 2} \approx -1.684944 \pm 0i\). The imaginary content of the eigenvalues is zero out to the seventh decimal place with the present \textit{fsolve} configuration.

Figure 32: Bifurcations of the system fixed point as indicated by the locus of eigenvalues
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Using the computed eigenvalues $\tau \approx -3.36989$ and $\Delta \approx 2.83904$, which agrees with the boundary between a stable node and a stable spiral as computed by $\tau^2 - 4\Delta$.

For bifurcation 2 the value for the coordinates of the fixed point and injected current were given as initial conditions and \textit{fsolve} found a solution at $(v,n) \approx (-56.4815, 0.0914)$ and $I \approx 14.6590$. Again, to verify this result the computed bifurcation value for the injected current will be used as an input, and the eigenvalues of the linearized system will be computed. In this case, the fixed point classification diagram predicts the trace ($\tau$) will equal zero, and the locus of eigenvalues predicts the two eigenvalues should be a complex conjugate pair with zero real content.

As verified in MATLAB®, an injected current of $I \approx 14.6590$ produces eigenvalues on the imaginary axis at $\lambda_{1,2} \approx 0 \pm 2.13748i$ and $\tau \approx 0$. Both the real part of the eigenvalues and the trace are approximately equal to zero to fourteen decimal places.

4.2.1.3.2 **Supercritical Andronov-Hopf Dynamics in the Stable Spiral Region**

Injected currents in the form of step inputs are used to investigate qualitatively different system dynamics. In each case the length of the simulation is 40 ms. The neuron model is initially quiescent at the resting membrane potential, followed by application of a step input at 10 ms.

Initial conditions for membrane voltage ($v$) and gating variable ($n$) were chosen by running a simulation with zero injected current, allowing any transients in the state variables to decay. This ensures a quiescent response prior to application of the step input. With the neuron model parameterized for the supercritical Andronov-Hopf bifurcation type, initial conditions are $v_0 \approx -60.8648$ mV and $n_0 \approx 0.0402$.

Three different injected current values of $10 \mu A/cm^2$, $40 \mu A/cm^2$, and $-40 \mu A/cm^2$ were chosen to exemplify the three qualitatively different behaviors of the model neuron. As shown in Figures 31 and 32, and confirmed by computation of the bifurcation values in this section, these values demonstrate the different classification categories of the system fixed point. It is expected that any injected current values in the ranges $I > 14.6590 \mu A/cm^2$, $-17.1356 \mu A/cm^2 < I < 14.6590 \mu A/cm^2$, and $I < -17.1356 \mu A/cm^2$ would be sufficient.
For injected current values where $-17.1356 \mu A/cm^2 < I < 14.6590 \mu A/cm^2$, damped oscillations are expected based on fixed point classification as a stable spiral. Both time domain and phase plots are provided.

Figure 33: Supercritical Andronov-Hopf stable spiral time domain plot

Figure 34: Supercritical Andronov-Hopf stable spiral phase plane

The time domain plot, showing both injected current and membrane voltage response,
is a plot representative of what could be measured experimentally. Additional traces can be added to this plot, including current contributions for each ion accounted for by the model, any gating variables, and time dependent ionic conductance values. Some of these traces are accessible experimentally, which can aid in verification of modeled neuron dynamics.

Another way to depict the same information is through the phase plane. For two-dimensional systems the phase plane is particularly informative since repetitive spiking, directly related to the presence of a limit cycle, is very clearly depicted in the phase plane. In this case, the phase plane shows the system transitioning from one point in the phase plane to a second point in the phase plane. The path by which the system transitions between the two stable resting potentials is indicative of the naming convention provided by the fixed point classification diagram, a stable spiral [6].

Time is not explicitly indicated on the phase plane. Time is represented only by the speed at which the states are moving along the trajectory. This means that a resting membrane potential is actually only a single point on the phase plane. One means of displaying time along with the phase plane is to plot the trajectory in three-dimensions, allowing the simulation time to evolve along the vertical axis.

Figure 35: Supercritical Andronov-Hopf stable spiral phase plane plus time
Now the first 10 ms of the simulation, which was previously a single point in the phase plane, is represented by the purely vertical line at $v \approx -60.8648$. In the two-dimensional phase plot the largest oscillations dominate the figure. By including time as the third axis, it is evident that the system spends the vast majority of the simulation time in the immediate vicinity of the two stable fixed points.

When viewed directly from above, the three-dimensional phase plane reproduces the two-dimensional phase plane of Figure 34. Rotating Figure 35 to a different orientation it is possible to view only the voltage and time axes, allowing the three-dimensional picture to reproduce the time domain plot of Figure 33. When taken as a set, these three figures are extremely informative of the overall system state.

Furthermore, the behavior exhibited is exactly as predicted by the fixed point classification diagram and locus of eigenvalues. With higher-dimensional neuron models, it is not possible to succinctly depict system state graphically. By understanding the dynamics of reduced-order models graphically, it is possible to intuit system dynamics in higher-dimensions not extensible to graphical schemes.

4.2.1.3.3 Supercritical Andronov-Hopf Dynamics in the Unstable Spiral Region

For injected current values above $I \approx 14.6590 \mu A/cm^2$, it is expected that the system fixed point becomes unstable, yielding a stable limit cycle attractor [1].
Figure 36: Supercritical Andronov-Hopf unstable spiral time domain plot

Figure 37: Supercritical Andronov-Hopf unstable spiral phase plane
As expected, the first 10 ms of the simulation is still characterized by quiescence, and upon application of the step injected current the neuron model responds with an upswing in membrane voltage. However, rather than damped oscillation like the previous case, now the neuron model exhibits repetitive spiking. The limit cycle, displayed in the two-dimensional phase plane, determines the size and shape of the action potentials seen in the time domain. When plotted as a three-dimensional phase plot the limit cycle looks like a spring, coiling upward at a regular interval.

Again, the behavior exhibited is exactly as predicted by the fixed point classification diagram and locus of eigenvalues.

System behavior described thus far aligns with the bifurcation of interest in [1]. At the occurrence of a supercritical Andronov-Hopf bifurcation a single system fixed point looses stability, yielding a stable limit cycle attractor which changes size in relation to the amplitude of injected current [1, p. 15]. Plots for an injected current of $I = 20 \mu A/cm^2$ demonstrate a smaller limit cycle attractor.

From a neuroscience perspective, this behavior represents a neuron capable of repetitive spiking and encoding stimulus strength as graded action potentials.
Figure 39: Supercritical Andronov-Hopf unstable spiral time domain plot, $I = 20 \mu A/cm^2$

Figure 40: Supercritical Andronov-Hopf unstable spiral phase plane, $I = 20 \mu A/cm^2$
4.2.1.3.4 Supercritical Andronov-Hopf Dynamics in the Stable Node Region

As indicated by the fixed point classification diagram, another bifurcation of the fixed point is possible with negative injected current values. Negative injected current simply represents a reversal in direction of the electrical current. The transition should occur at all injected current levels less than $I \approx -17.1356 \mu A/cm^2$.

According to the definition of a stable node, system trajectories should not exhibit oscillation. Included time domain and phase plots verify this expectation, without oscillations associated with system trajectories for positive injected current.
Figure 42: Supercritical Andronov-Hopf stable node time domain plot

Figure 43: Supercritical Andronov-Hopf stable node phase plane
There is a small amount of overshoot evident in the time domain plot. When the slope of the injected current step input is reduced, the overshoot vanishes, as depicted in Figure 45.

The plotted results verify qualitative behaviors predicted in parallel by the fixed point classification diagram and the locus of eigenvalues. Two and three-dimensional phase plane...
plots, when viewed in conjunction with time domain plots, paint a thorough picture of system
dynamics for two-dimensional systems, and establish sound intuition for higher-dimensional
neuron models.

4.2.1.4 Optimal Control

In Sections 4.2.1.2 and 4.2.1.3, three qualitatively different system behaviors of the
reduced-order Hodgkin-Huxley model, parameterized for a supercritical Andronov-Hopf bi-
furcation, were identified. In this section, optimal input stimuli will be computed for each
category of system behavior.

4.2.1.4.1 Optimal Control of Supercritical Andronov-Hopf Dynamics in the
Stable Spiral Region

Application of injected current $I = 10 \mu A/cm^2$ results in system behavior identified as a
stable spiral. Using the membrane voltage generated by a $I = 10 \mu A/cm^2$ step input as the
reference voltage, the optimal input stimuli is calculated for three different sets of values for
$P$, $Q$, and $R$.

The first plot, with $P = Q = 1$ and $R = 10$, represents an emphasis on reduction of
input stimuli energy at the expense of membrane voltage tracking accuracy. The third plot,
with $P = Q = 1000$ and $R = 1$, represents the opposite end of the spectrum, emphasizing
tracking accuracy. The remaining plot, with $P = Q = 100$, and $R = 1$, provides a balance
of these two competing objectives.
(a) $P = Q = 1, R = 10$  \hspace{1cm}  (b) $P = Q = 100, R = 1$  \hspace{1cm}  (c) $P = Q = 1000, R = 1$

Figure 46: Optimal control of supercritical Andronov-Hopf stable spiral
As shown in Figure 46a, the exaggerated emphasis on reduction of input stimuli energy results in a membrane voltage is hardly disturbed from rest. Figure 46b, with $P = Q = 100$ and $R = 1$, displays quite accurate tracking of the reference membrane potential, even with a steady state value of injected current that is reduced from the originally applied input. Further increasing emphasis on tracking in Figure 46c produces reduced error between the reference and optimally generated membrane potential at the expense of greater input stimuli energy. The same values of $P$, $Q$, and $R$ will be used for computation of optimal input stimuli for unstable spiral and stable node dynamics of the reduced-order Hodgkin-Huxley model.

4.2.1.4.2 Optimal Control of Supercritical Andronov-Hopf Dynamics in the Unstable Spiral Region

Application of injected current $I = 40 \mu \text{A/cm}^2$ results in system behavior identified as an unstable spiral. Bifurcation of the system fixed point, along with the birth of a limit cycle attractor, enables the neuron model to produce repetitive spiking behavior.
Figure 47: Optimal control of supercritical Andronov-Hopf unstable spiral

(a) $P = Q = 1$, $R = 10$

(b) $P = Q = 100$, $R = 1$

(c) $P = Q = 1000$, $R = 1$
Optimal inputs computed for a repetitively spiking reference membrane potential demonstrate “characteristic dips” which have been identified in previous publications [2, 3]. The dips are most noticeable when $P = Q = 100$ and $R = 1$, providing a marked decrease in the injected current ‘energy’ which clearly correlates with the generation of each action potential. That is, the optimal control methodology computes a reduced need for injected current once generation of an action potential is under-way.

Again, further improved accuracy of tracking can be achieved at the expense of stimulus energy with $P = Q = 1000$ and $R = 1$.

4.2.1.4.3 Optimal Control of Supercritical Andronov-Hopf Dynamics in the Stable Node Region

Application of injected current $I = -40 \mu A/cm^2$ results in system behavior identified as a stable node.
(a) $P = Q = 1$, $R = 10$

(b) $P = Q = 100$, $R = 1$

(c) $P = Q = 1000$, $R = 1$

Figure 48: Optimal control of supercritical Andronov-Hopf stable node
The third behavior, representative of a stable node, lacks any action potentials or oscillation. However, performance of the optimal input stimuli is similar to the previous two simulations. That is, when \( P = Q = 1 \) and \( R = 10 \) in Figure 48a, the neuron model is hardly disturbed from rest. When \( P = Q = 100 \) and \( R = 1 \), as seen in Figure 48b, a reduction of input stimulus energy is present, but tracking accuracy is lower than when \( P = Q = 1000 \) in Figure 48c.

The first and most important commonality across all computed inputs is that as the emphasis on tracking increases the optimal input current converges to more closely represent the original input signal. Furthermore, the trade-off between reduction of injected current energy and tracking accuracy has an asymptotic characteristic indicating a potential sweet spot for acceptable tracking accuracy with significantly reduced injected current energy.

### 4.2.1.5 Discussion of Supercritical Andronov-Hopf Bifurcation Dynamics

This section utilized a reduced-order Hodgkin-Huxley model with parameters selected for demonstration of supercritical Andronov-Hopf bifurcation dynamics [1]. The framework for nonlinear analysis and optimal control, presented as Figure 12 in Chapter 3, was the basis for investigating system dynamics.

For the remainder of this dissertation, one of two companion techniques will be utilized for locating and classifying system fixed points depending on the dimension of the neuron model. Within this section, the equality of these techniques was demonstrated.

The selected range of input stimuli produced three qualitatively different behaviors: stable spiral, unstable spiral, and stable node. For each behavior, system dynamics were investigated using the time domain as well as the phase plane. A spectrum of optimal input stimuli, ranging from emphasis on input ‘energy’ reduction to tracking accuracy, were computed injected current values representative of each qualitatively different behavior.

Section 4.1.2 demonstrated that, when required, it is often possible to compute the injected current value at the bifurcation point. As described in Section 3.1.3, the dynamics of the linearized system are not guaranteed to be topologically equivalent to those of the original nonlinear system when eigenvalues, or the real part of eigenvalues, are equal to zero,
which is the case at both bifurcations investigated in this section.

In all cases, application of the optimal control technique to supercritical Andronov-Hopf dynamics of the reduced-order Hodgkin-Huxley model resulted in a consistent spectrum of results, ranging from reduced stimulus energy to tracking of the reference membrane voltage with a high degree of accuracy.

4.2.2 Subcritical Andronov-Hopf

Subcritical Andronov-Hopf bifurcations occur when an unstable limit cycle converges on a stable equilibrium, causing the fixed point to become unstable [1, p. 12].

Neuron models near a subcritical Andronov-Hopf bifurcation exhibit subthreshold oscillations, and are therefore resonators [1, p. 14]. System trajectories for inputs below the bifurcation value will exhibit damped oscillation. This is similar to system dynamics presented for supercritical Andronov-Hopf bifurcations.

Neuron models near a subcritical Adronov-Hopf bifurcation are bistable, exhibiting coexistence of resting and repetitive spike states [1]. This behavior is in contrast to the dynamics of the monostable supercritical Andronov-Hopf case. Bistability is often demonstrated via hysteresis, but is also brought out through appropriate selection of initial conditions. System behavior can be altered between rest and repetitive spiking through application of an appropriately timed transient pulse.

4.2.2.1 Fixed Point Location

Using equations (63) and (64) for the nullclines, and varying the injected stimulus current $I$ from $-10 \mu A/cm^2$ to $70 \mu A/cm^2$ by increments of $5 \mu A/cm^2$, a family of curves was generated in Figure 49. Since the n-nullcline did not change, it is represented by a single sigmoidal line on the plot. Each injected current value $I$ produces a different curve for the v-nullcline.
Figure 49: Subcritical Andronov-Hopf fixed point location using nullclines

Notice each v-nullcline intersects the n-nullcline at a single point in the phase plane for all considered values of $I$, indicating the presence of a single fixed point. The membrane voltage of fixed points range between approximately $-85$ to $-50$ mV, and the gating variable ranges between 0 and 0.4.

Stability of the fixed point cannot be ascertained directly from the figure and requires further analysis per Section 4.2.2.2. For cases where the fixed point is stable, the value of the membrane voltage at the intersection of the nullclines is the resting membrane potential.

4.2.2.2 Graphical Fixed Point Classification

Using the approximate values for $v$ and $n$ from Section 4.2.2.1 as initial conditions, a numerical solution for the system fixed point is computed for each injected current value using $fsolve$. The values for the state variables are substituted into the Jacobian, allowing computation of eigenvalues according to equations (66) through (70).

After computing eigenvalues for the linearized system for each injected current level, the trace ($\tau$) and determinant ($\Delta$) are computed according to equations (83) and (84). These two values allow classification of the fixed point as shown in Figure 35, with a single point
for each injected current value.

Figure 50: Graphical classification of reduced-order Hodgkin-Huxley subcritical Andronov-Hopf system fixed point

For negative and smaller injected current values, the fixed point classification clusters against the boundary between stable node and stable spiral regions. For values of injected current greater than approximately 50 $\mu$A/cm$^2$, a bifurcation of the fixed point has occurred, and the behavior is classified as an unstable spiral.

Information regarding stability of the fixed point can be added to each intersection of the nullclines as shown in Figure 51. Filled dots indicate a stable fixed point and open dots indicate an unstable fixed point for each injected current level.
4.2.2.3 Bifurcations

Figure 50 reveals that injected current levels above 50 µA/cm² produce qualitative system behavior classified as an unstable spiral. Values between 0 µA/cm² and 45 µA/cm² produce behavior classified as a stable spiral.

As described in Chapter 3, when considering the major regions of Figure 50 no additional analysis is required to verify the linearized system is topologically equivalent to the original nonlinear system. Furthermore, if all eigenvalues are non-zero, with non-zero real parts, the linearized system is topologically equivalent to the nonlinear system.

Injected current values of 25 µA/cm² and 60 µA/cm² have been selected to demonstrate system dynamics for injected current levels above and below the subcritical Andronov-Hopf bifurcation.

4.2.2.3.1 Subcritical Andronov-Hopf Dynamics in the Stable Spiral Region

Injected currents in the form of step inputs are used to investigate qualitatively different system dynamics. In each case the length of the simulation is 40 ms. The neuron model is initially quiescent at the resting membrane potential, followed by application of a step input
at 10 ms.

Initial conditions for membrane voltage ($v$) and gating variable ($n$) were chosen by running a simulation with zero injected current, allowing any transients in the state variables to decay. This ensures a quiescent response prior to application of the step input. With the neuron model parameterized for the subcritical Andronov-Hopf bifurcation type, initial conditions are $v_0 \approx -77.4513\, \text{mV}$ and $n_0 \approx 0.0015$.

Figure 52: Subcritical Andronov-Hopf stable spiral time domain plot
Figures 52 and 53 exhibit damped oscillations in the time domain and a collapsing spiral in the phase plane, consistent with expected behavior of a stable spiral. Figure 51 includes time as the vertical axis of the phase plane.

The first 10 ms of the simulation are a purely vertical line, depicted in Figure 53 as a
single point in the phase plane. The damped oscillation, a seeping arc in the phase plane, quickly decays to a steady state voltage, which agrees with the time domain plot of Figure 52 and the expected behavior for a stable spiral.

4.2.2.3.2 Subcritical Andronov-Hopf Dynamics in the Unstable Spiral Region

For injected current values above $I \approx 50 \mu A/cm^2$, it is expected that the system fixed point becomes unstable, at which point the system trajectory approaches a stable limit cycle attractor [1]. A defining feature of the subcritical Andronov-Hopf dynamics is the coexistence of resting and repetitively spiking states. This is in contrast to the supercritical Andronov-Hopf case, where a bifurcation of the system fixed point births the stable limit cycle attractor.

Figure 55: Subcritical Andronov-Hopf unstable spiral time domain plot
Behavior depicted in Figures 55 and 56 is characteristic of a stable limit cycle attractor. Rather than damped oscillation as shown in Figures 52 and 53, application of an injected current of 65 μA/cm² causes loss of stability of the system fixed point, with the system trajectory following a stable limit cycle attractor.
4.2.2.4 Optimal Control

In Sections 4.2.2.2 and 4.2.2.3, it was demonstrated that qualitatively different system behaviors could be induced when injected currents between 0 µA/cm² and 45 µA/cm² and above 50 µA/cm² are applied to the model neuron. For current values in the range 0 – 45 µA/cm², the system behavior was consistent with classification as a stable spiral. For values of injected current above 50 µA/cm², a bifurcation of the system fixed point occurs and behavior is consistent with classification as an unstable spiral, with characteristic limit cycle attractor, as expected for the subcritical Andronov-Hopf bifurcation. In this section optimal input stimuli will be computed for each category of system behavior.

4.2.2.4.1 Optimal Control of Subcritical Andronov-Hopf Dynamics in the Stable Spiral Region

Application of injected current $I = 25 \mu A/cm^2$ results in system behavior identified as a stable spiral. Using the membrane voltage generated by a $I = 25 \mu A/cm^2$ step input as the reference voltage, the optimal input stimuli is calculated for three different sets of values for $P$, $Q$, and $R$.

The first plot, with $P = Q = 1$ and $R = 10$, represents an emphasis on reduction of input stimuli energy at the expense of membrane voltage tracking accuracy. The third plot, with $P = Q = 1000$ and $R = 1$, represents the opposite end of the spectrum, emphasizing tracking accuracy. The remaining plot, with $P = Q = 100$ and $R = 1$, provides a balance of these two competing objectives.
\( P = Q = 1, \ R = 10 \)
\( P = Q = 100, \ R = 1 \)
\( P = Q = 1000, \ R = 1 \)

Figure 58: Optimal control of subcritical Andronov-Hopf stable spiral
Figures 58a through 58c demonstrate a typical spectrum for application of the optimal control methodology, with an emphasis on reduced energy of input stimuli with relatively large values or $R$ and improved tracking accuracy for large values of $P$ and $Q$. Weighting terms of the objective function can be adjusted depending on the control objective.

4.2.2.4.2 Optimal Control of Subcritical Andronov-Hopf Dynamics in the Unstable Spiral Region

Application of injected current $I = 60 \mu$A/cm$^2$ results in system behavior identified as an unstable spiral. The system fixed point loses of stability and the system trajectory approaches a coexistent stable limit cycle attractor.
Figure 59: Optimal control of subcritical Andronov-Hopf unstable spiral

(a) $P = Q = 1$, $R = 10$

(b) $P = Q = 100$, $R = 1$

(c) $P = Q = 1000$, $R = 1$
Optimal inputs produce the expected range of behavior from energy reduction in Figure 59a to tracking accuracy in Figure 59c. As seen in Figure 59b, when simulations contain repetitive spiking “characteristic dips” in the optimal input current are often present as emphasis on tracking is reduced [2, 3]. The amplitude of these dips typically decreases, with the optimal current approaching the originally applied current, as emphasis on tracking is further increased.

4.2.2.5 Discussion of Subcritical Andronov-Hopf Bifurcation Dynamics

This section utilized a reduced-order Hodgkin-Huxley model with parameters selected for demonstration of subcritical Andronov-Hopf bifurcation dynamics [1]. Nonlinear analysis enables categorization of system fixed point behavior for a range of injected current values. It was determined that two classes of behavior, consistent with the subcritical Andronov-Hopf bifurcation type, could be elicited for ranges of injected input current between 0 $\mu$A/cm$^2$ and 45 $\mu$A/cm$^2$ and above 50 $\mu$A/cm$^2$.

Using injected input currents of $I = 25 \mu$A/cm$^2$ and $I = 60 \mu$A/cm$^2$ stable spiral and unstable spiral system dynamics were highlighted. The subcritical Andronov-Hopf bifurcation occurs as a transition between these qualitatively different system behaviors.

Results were presented using time domain and phase plane plots, along with a three-dimensional portrayal of the phase plane to enable inclusion of time in the phase plane. A spectrum of optimal input currents was also computed for both stable and unstable spiral dynamics.

4.2.3 saddle-node

Saddle-node bifurcations occur when two fixed points, one stable and one unstable, converge and annihilate each other [1, p. 12]. When a saddle-node bifurcation occurs with the bifurcation parameter varied in the opposite direction, two fixed points, one stable and one unstable, appear and diverge away from each other. Thus, saddle-node bifurcations are responsible for creation and destruction of system fixed points [6, p. 45].

Since the stable fixed point involved in the saddle-node bifurcation is classified as a node,
with purely real eigenvalues, subthreshold oscillations do not occur [1, p. 14].

When referring to the saddle-node bifurcation type in the context of the four bifurcations fundamental to neural behavior, the system is parameterized such that a third, unstable fixed point exists inside of a limit cycle attractor [1, p. 13]. Since the limit cycle attractor is coexistent with stable fixed point prior to the saddle-node bifurcation, neuron models defined as a saddle-node in this context are bistable. This also means system trajectories will transition from stable to repetitive spiking after the bifurcation.

As mentioned in Section 4.2.2, bistability is often demonstrated via hysteresis, but is also brought out through appropriate selection of initial conditions. System behavior can be altered between rest and repetitive spiking through application of an appropriately timed transient pulse.

4.2.3.1 Fixed Point Location

Using equations (63) and (64) for the nullclines, and varying the injected stimulus current $I$ from $-80\mu A/cm^2$ to $100\mu A/cm^2$ by increments of $10\mu A/cm^2$, a family of curves is generated in Figure 60. Since the n-nullcline does not change it is represented by a single sigmoidal line on the plot. Each injected current value $I$ produces a different curve for the v-nullcline.
Notice that the $v$-nullcline has a distinct local minimum. For values of injected current where $I \leq 0 \mu A/cm^2$ there are three intersections of the nullclines for each trace. At some value of injected current between $I = 0 \mu A/cm^2$ and $I = 10 \mu A/cm^2$, the two fixed points just below $-50$mV coalesce. For $v$-nullclines where the injected current is greater than or equal to $10 \mu A/cm^2$ there is one intersection of the nullclines, corresponding to one fixed point, for each injected current value.

Stability of the fixed point cannot be ascertained directly from the figure and requires further analysis per Section 4.2.3.2. For cases where the fixed point is stable, the value of the membrane voltage at the intersection of the nullclines is the resting membrane potential.

**4.2.3.2 Graphical Fixed Point Classification**

Using the approximate values for $v$ and $n$ from Section 4.2.3.1 as initial conditions, a numerical solution for the system fixed point is computed for each injected current value using $fsolve$. The values for the state variables are substituted into the Jacobian, allowing computation of eigenvalues according to equations (66) through (70).

After computing eigenvalues for the linearized system for each injected current level the
trace ($\tau$) and determinant ($\Delta$) are computed according to equations (83) and (84). These two values allow classification of each fixed point as shown in Figure 61. Three sets of points are plotted on the bifurcation diagram, one for each fixed point. Each data point on the diagram represents the classification of a given fixed point for a single injected current value. Each point containing an asterisk indicates zero injected current.

![Graphical classification of reduced-order Hodgkin-Huxley saddle-node system fixed point](image)

Figure 61: Graphical classification of reduced-order Hodgkin-Huxley saddle-node system fixed point

Since the fixed point classified as a saddle point coalesces with the fixed point classified as a stable node, the traces for these fixed points does not exist for injected current values above 0 $\mu$A/cm$^2$. For the range of injected current values shown, $-80 \mu$A/cm$^2$ to 0 $\mu$A/cm$^2$, one fixed point is classified as a stable node and the second fixed point is classified as a saddle point.

The third fixed point is classified as an unstable spiral for injected current values from $-80 \mu$A/cm$^2$ to 40 $\mu$A/cm$^2$. A bifurcation of this fixed point does occur at higher injected current values, but will not be considered as a part of the neural dynamics.

Information regarding stability of the fixed point can be added to each intersection of the nullclines as shown in Figure 62. Filled dots indicate a stable fixed point and open dots indicate an unstable fixed point for each injected current level.
4.2.3.3 Bifurcations

Figure 61 reveals that for injected current levels between $-80 \mu A/cm^2$ and $0 \mu A/cm^2$, classification of the three system fixed points is robust to the major regions of the classification diagram, with one saddle point, one stable node, and one unstable spiral. Additionally, the fixed point classified as an unstable spiral does not undergo a bifurcation for injected currents up to $40 \mu A/cm^2$.

As described in Chapter 3, when considering the major regions of Figure 61 no additional analysis is required to verify the linearized system is topologically equivalent to the original nonlinear system. Furthermore, if all eigenvalues are non-zero, with non-zero real parts, the linearized system is topologically equivalent to the nonlinear system.

For consistency with analysis of other bifurcation types it is desirable to determine two positive injected current values, one below and one above the bifurcation of interest. Since the bifurcation of interest occurs between $0 \mu A/cm^2$ and $10 \mu A/cm^2$, further investigation is required to determine a positive injected current value below the bifurcation current. As shown in Figure 63, an injected current value of $3 \mu A/cm^2$ satisfies this criteria.
Injected current values of 3 $\mu$A/cm$^2$ and 10 $\mu$A/cm$^2$ have been selected to demonstrate system dynamics for injected current levels above and below the saddle-node bifurcation.

4.2.3.3.1 saddle-node Dynamics in the Stable Node Region

Injected currents in the form of step inputs are used to investigate qualitatively different system dynamics. In each case, the length of the simulation is 40 ms. The neuron model is initially quiescent at the resting membrane potential, followed by application of a step input at 10 ms.

Initial conditions for membrane voltage ($v$) and gating variable ($n$) were chosen by running a simulation with zero injected current, allowing any transients in the state variables to decay. This ensures a quiescent response prior to application of the step input. With the neuron model parameterized for the saddle-node bifurcation type, initial conditions are $v_0 \approx -65.9529$ mV and $n_0 \approx 0.00027$. 

Figure 63: Saddle-node nullcline plot, $I = 3\mu$A/cm$^2$
Figures 64 and 65 exhibit a change from one resting potential to another without oscillation, consistent with expected behavior of a stable node. Figure 66 includes time as the vertical axis of the phase plane.
The first 10 ms of the simulation are a purely vertical line, depicted in Figure 65 as a single point in the phase plane. The state of the model transitions from one stable point to another by an exponential, without overshoot in both the time and phase plane, which agrees with the time domain plot of Figure 64 and the expected behavior for a stable node.

4.2.3.3.2 saddle-node Dynamics in the Unstable Spiral Region

For injected current values at or above $I \approx 10 \mu A/cm^2$, it is expected that the unstable saddle point and stable node coalesce, at which point the system trajectory approaches a stable limit cycle attractor [1]. A defining feature of the saddle-node dynamics is the coexistence of resting and repetitively spiking states.
Behavior depicted in Figures 67 and 68 is characteristic of a stable limit cycle attractor. Rather than the exponential transition from one stable resting potential to another as shown in Figures 64 and 65 application of an injected current of 10 $\mu$A/cm$^2$ causes annihilation of the stable fixed point, resulting in the system trajectory transitioning to the limit cycle.
attractor.

Figure 69: Saddle-node unstable spiral phase plane plus time

Although qualitatively similar to other bifurcation types, notice the higher spike frequency of the saddle-node dynamics.

4.2.3.4 Optimal Control

In Sections 4.2.3.2 and 4.2.3.3, it was demonstrated that qualitatively different system behaviors could be induced when injected currents between $-80 \mu A/cm^2$ and $3 \mu A/cm^2$, and at or above $10 \mu A/cm^2$ are applied to the model neuron. For current values in the range $-80 \mu A/cm^2$ to $3 \mu A/cm^2$ the system behavior was consistent with classification as a stable node. For values of injected current at or above $10 \mu A/cm^2$ a bifurcation of the stable system fixed point occurs and behavior is consistent with classification as an unstable spiral, with characteristic limit cycle attractor, as expected for the saddle-node bifurcation. In this section, optimal input stimuli will be computed for each category of system behavior.

Due to the high spike frequency, the simulation time has been reduced from 40 ms to 20 ms to better depict inter-spike oscillations, or ‘characteristic dips’, present in the optimal injected current signal.
4.2.3.4.1 Optimal Control of saddle-node Dynamics in the Stable Node Region

Application of injected current $I = 3 \mu A/cm^2$ results in system behavior identified as a stable node. Using the membrane voltage generated by a $I = 3 \mu A/cm^2$ step input as the reference voltage, the optimal input stimuli is calculated for three different sets of values for $P$, $Q$, and $R$.

The first plot, with $P = Q = 1$ and $R = 10$, represents an emphasis on reduction of input stimuli energy at the expense of membrane voltage tracking accuracy. The third plot, with $P = Q = 1000$ and $R = 1$, represents the opposite end of the spectrum, emphasizing tracking accuracy. The remaining plot, with $P = Q = 100$ and $R = 1$, provides a balance of these two competing objectives.
(a) $P = Q = 1, R = 10$

(b) $P = Q = 100, R = 1$

(c) $P = Q = 1000, R = 1$

Figure 70: Optimal control of saddle-node stable node
Figures 70a through 70c demonstrate a typical spectrum for application of the optimal control methodology, with an emphasis on reduced energy of input stimuli with relatively large values or $R$ and improved tracking accuracy for large values of $P$ and $Q$. Weighting terms of the objective function can be adjusted depending on the control objective.

4.2.3.4.2 Optimal Control of saddle-node Dynamics in the Unstable Spiral Region

Application of injected current $I = 10\mu\text{A/cm}^2$ results in system behavior identified as an unstable spiral. The saddle point and stable node fixed points coalesce and the system trajectory approaches a coexistent limit cycle attractor.
Figure 71: Optimal control of saddle-node unstable spiral

(a) $P = Q = 1, R = 10$

(b) $P = Q = 100, R = 1$

(c) $P = Q = 1000, R = 1$
Optimal inputs produce the expected range of behavior from energy reduction to tracking accuracy. As seen in Figure 71b, when simulations contain repetitive spiking, “characteristic dips” in the optimal input current are often present as emphasis on tracking is reduced [2, 3]. The amplitude of these dips typically decreases, with the optimal current approaching the originally applied current, as emphasis on tracking is further increased.

4.2.3.5 Discussion of saddle-node Bifurcation Dynamics

This section utilized a reduced-order Hodgkin-Huxley model with parameters selected for demonstration of saddle-node bifurcation dynamics [1]. Nonlinear analysis enables categorization of system fixed point behavior for a range of injected current values. It was determined that two classes of behavior, consistent with the saddle-node bifurcation type, could be elicited for ranges of injected input current between $-80 \mu A/cm^2$ and $3 \mu A/cm^2$ and at or above $10 \mu A/cm^2$.

Using injected input currents of $I = 3 \mu A/cm^2$ and $I = 10 \mu A/cm^2$, stable node and unstable spiral system dynamics were highlighted. The saddle-node bifurcation occurs as a transition between these qualitatively different system behaviors.

Results were presented using time domain and phase plane plots, along with a three-dimensional portrayal of the phase plane to enable inclusion of time in the phase plane. A spectrum of optimal input currents were also computed for both stable node and unstable spiral dynamics.

4.2.4 saddle-node on Invariant Circle

The saddle-node on invariant circle bifurcation type exhibits the same bifurcation characteristics as the saddle-node of Section 4.2.3. Two fixed points, one stable and one unstable, converge and annihilate each other [1, p. 12]. The main difference is that in this case, the two fixed points exist on an invariant circle, which becomes a limit cycle attractor. This is different from the system dynamics of Section 4.2.3 where the limit cycle coexists with the stable fixed point and can thus exhibit bistable behavior.

Since the stable fixed point involved in the saddle-node bifurcation is classified as a node,
with purely real eigenvalues, subthreshold oscillations do not occur [1, p. 14].

Saddle-node on invariant circle system dynamics, in the context of neural behavior, have a third, unstable fixed point inside the invariant circle [1, p. 13]. Since the stable fixed point exists on the invariant circle, this bifurcation type does not exhibit bistability.

4.2.4.1 Fixed Point Location

Using equations (63) and (64) for the nullclines, and varying the injected stimulus current $I$ from $-80 \mu A/cm^2$ to $100 \mu A/cm^2$ by increments of $10 \mu A/cm^2$, a family of curves is generated in Figure 72. Since the $n$-nullcline does not change it is represented by a single sigmoidal line on the plot. Each injected current value $I$ produces a different curve for the $v$-nullcline.

Figure 72: Saddle-node on invariant circle fixed point location using nullclines

Notice that the $v$-nullcline has a distinct local minimum. For values of injected current where $I \leq 0 \mu A/cm^2$, there are three intersections of the nullclines for each trace. At some value of injected current between $I = 0 \mu A/cm^2$ and $I = 10 \mu A/cm^2$, the two fixed points just below $-50 mV$ coalesce. For $v$-nullclines where the injected current is greater than or equal to $10 \mu A/cm^2$, there is one intersection of the nullclines, corresponding to one fixed
point, for each injected current value.

Stability of the fixed point cannot be ascertained directly from the figure and requires further analysis per Section 4.2.4.2. For cases where the fixed point is stable, the value of the membrane voltage at the intersection of the nullclines is the resting membrane potential.

### 4.2.4.2 Graphical Fixed Point Classification

Using the approximate values for $v$ and $n$ from Section 4.2.4.1 as initial conditions, a numerical solution for the system fixed point is computed for each injected current value using $fsolve$. The values for the state variables are substituted into the Jacobian, allowing computation of eigenvalues according to equations (66) through (70).

After computing eigenvalues for the linearized system for each injected current level, the trace ($\tau$) and determinant ($\Delta$) are computed according to equations (83) and (84). These two values allow classification of each fixed point as shown in Figure 73. Three sets of points are plotted on the bifurcation diagram, one for each fixed point. Each data point on the diagram represents the classification of a given fixed point for a single injected current value. Each point containing an asterisk indicates zero injected current.

![Graphical classification of reduced-order Hodgkin-Huxley saddle-node on invariant circle system fixed point](image)

Figure 73: Graphical classification of reduced-order Hodgkin-Huxley saddle-node on invariant circle system fixed point
Since the fixed point classified as a saddle point coalesces with the fixed point classified as a stable node, the traces for these fixed points does not exist for injected current values above 0\(\mu \text{A/cm}^2\). For the range of injected current values shown, \(-80 \mu \text{A/cm}^2\) to \(0 \mu \text{A/cm}^2\), one fixed point is classified as a stable node and the second fixed point is classified as a saddle point.

The third fixed point is classified as an unstable node for injected current values from \(-80 \mu \text{A/cm}^2\) to \(-40 \mu \text{A/cm}^2\). A bifurcation of this fixed point occurs between \(-40 \mu \text{A/cm}^2\) and \(-50 \mu \text{A/cm}^2\). For all injected current values considered where \(I \geq -50 \mu \text{A/cm}^2\), the fixed point is classified as an unstable spiral. Since all injected current values chosen for analysis are greater than \(-50 \mu \text{A/cm}^2\), this bifurcation will not be considered as a part of the neural dynamics.

Information regarding stability of the fixed point can be added to each intersection of the nullclines as shown in Figure 74. Filled dots indicate a stable fixed point and open dots indicate an unstable fixed point for each injected current level.

Figure 74: Saddle-node on invariant circle fixed point location and stability with nullclines
4.2.4.3 Bifurcations

Figure 73 reveals that for injected current levels between $-80 \mu A/cm^2$ and $0 \mu A/cm^2$, classification of saddle point and stable node fixed points is robust to the major regions of the classification diagram. Additionally, the fixed point classified as an unstable spiral does not undergo a bifurcation for injected currents above $-50 \mu A/cm^2$.

As described in Chapter 3, when considering the major regions of Figure 73, no additional analysis is required to verify the linearized system is topologically equivalent to the original nonlinear system. Furthermore, if all eigenvalues are non-zero, with non-zero real parts, the linearized system is topologically equivalent to the nonlinear system.

For consistency with analysis of other bifurcation types, it is desirable to determine two positive injected current values, one below and one above the bifurcation of interest. Since the bifurcation of interest occurs between $0 \mu A/cm^2$ and $10 \mu A/cm^2$, further investigation is required to determine a positive injected current value below the bifurcation current. As shown in Figure 75, an injected current value of $3 \mu A/cm^2$ satisfies this criteria.

![Figure 75: Saddle-node on invariant circle nullclines plot, $I = 3 \mu A/cm^2$](image)

Injected current values of $3 \mu A/cm^2$ and $10 \mu A/cm^2$ have been selected to demonstrate system dynamics for injected current levels above and below the saddle-node bifurcation.
4.2.4.3.1 saddle-node on Invariant Circle Dynamics in the Stable Node Region

Injected currents in the form of step inputs are used to investigate qualitatively different system dynamics. In each case, the length of the simulation is 40 ms. The neuron model is initially quiescent at the resting membrane potential, followed by application of a step input at 10 ms.

Initial conditions for membrane voltage \( v \) and gating variable \( n \) were chosen by running a simulation with zero injected current, allowing any transients in the state variables to decay. This ensures a quiescent response prior to application of the step input. With the neuron model parameterized for the saddle-node on invariant circle bifurcation type, initial conditions are \( v_0 \approx -65.9529 \text{ mV} \) and \( n_0 \approx 0.00027 \).

Figure 76: Saddle-node on invariant circle time domain plot
Figures 76 and 77 exhibit a change from one resting potential to another without oscillation, consistent with expected behavior of a stable node. Figure 78 includes time as the vertical axis of the phase plane.

The first 10 ms of the simulation are a purely vertical line, depicted in Figure 77 as a
single point in the phase plane. The state of the model transitions from one stable point to another by an exponential, without overshoot in both the time and phase plane, which agrees with the time domain plot of Figure 76 and the expected behavior for a stable node.

### 4.2.4.3.2 saddle-node on Invariant Circle Dynamics in the Unstable Spiral Region

For injected current values at or above $I \approx 10 \mu$A/cm$^2$, it is expected that the unstable saddle point and stable node coalesce, at which point the invariant circle becomes a stable limit cycle attractor [1].

![Figure 79: Saddle-node on invariant circle time domain plot](image)
Behavior depicted in Figures 79 and 80 is characteristic of a stable limit cycle attractor. Rather than the exponential transition from one stable resting potential to another as shown in Figures 76 and 77, application of an injected current of $10 \mu A/cm^2$ causes annihilation of the stable fixed point, resulting in repetitively spiking behavior after the invariant circle becomes a limit cycle attractor.
In Sections 4.2.4.2 and 4.2.4.3, it was demonstrated that qualitatively different system behaviors could be induced when injected currents between $-50 \, \mu{A}/\text{cm}^2$ and $3 \, \mu{A}/\text{cm}^2$ and at or above $10 \, \mu{A}/\text{cm}^2$ are applied to the model neuron. For current values in the range $-50 \, \mu{A}/\text{cm}^2$ to $3 \, \mu{A}/\text{cm}^2$, the system behavior was consistent with classification as a stable node. For values of injected current at or above $10 \, \mu{A}/\text{cm}^2$, a bifurcation of the stable system fixed point occurs and behavior is consistent with classification as an unstable spiral, with characteristic limit cycle attractor, as expected for the saddle-node on invariant circle bifurcation. In this section, optimal input stimuli will be computed for each category of system behavior.

### 4.2.4.4.1 Optimal Control of saddle-node on Invariant Circle Dynamics in the Stable Node Region

Application of injected current $I = 3 \, \mu{A}/\text{cm}^2$ results in system behavior identified as a stable node. Using the membrane voltage generated by a $I = 3 \, \mu{A}/\text{cm}^2$ step input as the reference voltage, the optimal input stimuli is calculated for three different sets of values for
$P$, $Q$, and $R$.

The first plot, with $P = Q = 1$, and $R = 10$, represents an emphasis on reduction of input stimuli energy at the expense of membrane voltage tracking accuracy. The third plot, with $P = Q = 1000$, and $R = 1$, represents the opposite end of the spectrum, emphasizing tracking accuracy. The remaining plot, with $P = Q = 100$ and $R = 1$, provides a balance of these two competing objectives.
Figure 82: Optimal control of saddle-node on invariant circle stable node

(a) $P = Q = 1, R = 10$

(b) $P = Q = 100, R = 1$

(c) $P = Q = 1000, R = 1$
Figures 82a through 82c demonstrate a typical spectrum for application of the optimal control methodology, with an emphasis on reduced energy of input stimuli with relatively large values of $R$ and improved tracking accuracy for large values of $P$ and $Q$. Weighting terms of the objective function can be adjusted depending on the control objective.

4.2.4.4.2 Optimal Control of saddle-node on Invariant Circle Dynamics in the Unstable Spiral Region

Application of injected current $I = 20 \text{\mu}A/cm^2$, results in system behavior identified as an unstable spiral. The saddle point and stable node fixed points coalesce and the invariant circle becomes a limit cycle attractor.
Figure 83: Optimal control of saddle-node on invariant circle unstable spiral

(a) $P = Q = 1$, $R = 10$
(b) $P = Q = 100$, $R = 1$
(c) $P = Q = 1000$, $R = 1$
Optimal inputs produce the expected range of behavior from energy reduction to tracking accuracy. As seen in Figure 83b, when simulations contain repetitive spiking, “characteristic dips” in the optimal input current are often present as emphasis on tracking is reduced [2, 3]. The amplitude of these dips typically decreases, with the optimal current approaching the originally applied current, as emphasis on tracking is further increased.

4.2.4.5 Discussion of saddle-node on Invariant Circle Bifurcation Dynamics

This section utilized a reduced-order Hodgkin-Huxley model with parameters selected for demonstration of saddle-node on invariant circle bifurcation dynamics [1, p. 17]. Nonlinear analysis enables categorization of system fixed point behavior for a range of injected current values. It was determined that two classes of behavior, consistent with the saddle-node on invariant circle bifurcation type, could be elicited for ranges of injected input current between $-50 \mu A/cm^2$ and $3 \mu A/cm^2$ and at or above $10 \mu A/cm^2$.

Using injected input currents of $I = 3 \mu A/cm^2$ and $I = 20 \mu A/cm^2$, stable node and unstable spiral system dynamics were highlighted. The saddle-node on invariant circle bifurcation occurs as a transition between these qualitatively different system behaviors.

Results were presented using time domain and phase plane plots, along with a three-dimensional portrayal of the phase plane to enable inclusion of time in the phase plane. A spectrum of optimal input currents were also computed for both stable node and unstable spiral dynamics.
5 Classical Hodgkin-Huxley Model

This chapter applies the nonlinear analysis and optimal control techniques depicted in Chapter 3, Figure 12 to the classical Hodgkin-Huxley neuron model defined in Section 2.2.

Since it is a fourth-order model, the function $f(v)$ will be used to locate system fixed points and eigenvalues will be used to classify stability. This is in contrast to the second-order model of Chapter 4, where nullclines were used to locate the fixed point and the graphical classifier was used to describe fixed point stability and localized behavior.

Section 5.1 defines the neuron model, provides derivation of $f(v)$, and defines the Hamiltonian with associated state and co-state equations. Section 5.2 demonstrates nonlinear analysis and optimal control of the classical Hodgkin-Huxley model, along with case studies that highlight dynamics specific to the model.

5.1 Model Definition

Following Chapter 3, Figure 12, this section corresponds to the first row of the figure, definition of the conductance-based neuron model. This includes definition of the classical Hodgkin-Huxley model and all symbolic equations required for nonlinear analysis and optimal control techniques.

5.1.1 Classical Hodgkin-Huxley Model Definition

The classical Hodgkin-Huxley model has the same ionic currents as the reduced-order model of Chapter 4. Like the reduced-order model, the classical Hodgkin-Huxley model consists of persistent potassium current, transient sodium current, ohmic leak current, injected stimulus current, and cellular membrane capacitance. The difference between the reduced-order and classical model is the means by which sodium channel activation is modeled. In the classical model, two state variables are dedicated to activation and inactivation of sodium channel conductance. The reduced model approximates this behavior with an instantaneous voltage dependent activation function $m_{\infty}(v)$. 
Presented as Figure 5 in Chapter 2, an equivalent circuit for the neuron model is reproduced here for completeness.

Figure 84: Equivalent circuit of the classical Hodgkin-Huxley neuron model

Differential equations for the classical Hodgkin-Huxley model are

\[ C \frac{dV}{dt} = I_{Stim} - g_K n^4 (V_m - E_K) - g_{Na} m^3 h (V_m - E_{Na}) - g_L (V_m - E_L), \]  

(86)

\[ \dot{n} = \alpha_n(V)(1 - n) - \beta_n(V)n, \]  

(87)

\[ \dot{m} = \alpha_m(V)(1 - m) - \beta_m(V)m, \]  

and

(88)

\[ \dot{h} = \alpha_h(V)(1 - h) - \beta_h(V)h, \]  

(89)

with ancillary functions defined in Section 2.2.2 [1, p. 37][38].

Modulation of potassium and sodium conductance values is achieved using gating variables \(n\), \(m\), and \(h\). Parameters were chosen to reproduce the classical Hodgkin-Huxley model [1, p. 37]. Parameters chosen in [4] produce qualitatively similar behavior over the region of interest. Parameter values are provided in Table 5.

The injected current stimulus \(I\) is varied to demonstrate bifurcations in system dynamics.
5.1.2 Derivation of $f(v)$

The form of equations (86) through (89) make it possible to derive a single function, $f(v)$, the roots of which are system fixed points. The function $f(v)$ is obtained by setting equations (87) through (89) equal to 0 and solving for the associated gating variable. The result is substituted into equation (86) yielding

$$f(v) = \frac{1}{C}(I - g_K n_{\infty}(v))^4(V - E_K) - g_{Na} m_{\infty}(v)^3 h_{\infty}(v)(V - E_{Na}) - g_L(V - E_L)$$  \hspace{1cm} (90)$$

with $n_{\infty}(v)$, $m_{\infty}(v)$, and $h_{\infty}(v)$ representing steady state values for each gating variable as described by equations (32). The function $f(v)$ will be plotted for each injected current value, with the roots of the function indicating the location of the system fixed point.

Once the membrane voltage of the system fixed point is found using $f(v)$ the value for $v$ can be back substituted into $n_{\infty}(v)$, $m_{\infty}(v)$, and $h_{\infty}(v)$. This yields the value for all state variables at the system fixed point.

5.1.3 System Linearization

Once the number and location of system fixed points has been determined, they can be classified according to their localized behavior. Classification of system fixed points proceeds as described in Section 3.1.2, beginning with linearization of the phase plane using

\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|}
  \hline
  Classical Hodgkin-Huxley & \\
  \hline
  $C (\mu F/cm^2)$ & 1 \\
  $g_L (mS/cm^2)$ & 0.3 \\
  $E_L (mV)$ & 10.6 \\
  $g_{Na} (mS/cm^2)$ & 120 \\
  $E_{Na} (mV)$ & 120 \\
  $g_K (mS/cm^2)$ & 36 \\
  $E_K (mV)$ & -12 \\
  \hline
\end{tabular}
\end{center}
\caption{Classical Hodgkin-Huxley model parameters [1, p. 37]}\end{table}
the system Jacobian [Str].

For the classical Hodgkin-Huxley model the Jacobian is

\[
\begin{bmatrix}
\dot{V} \\
\dot{n} \\
\dot{m} \\
\dot{h}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial f_1}{\partial V} & \frac{\partial f_1}{\partial n} & \frac{\partial f_1}{\partial m} & \frac{\partial f_1}{\partial h} \\
\frac{\partial f_2}{\partial V} & \frac{\partial f_2}{\partial n} & \frac{\partial f_2}{\partial m} & \frac{\partial f_2}{\partial h} \\
\frac{\partial f_3}{\partial V} & \frac{\partial f_3}{\partial n} & \frac{\partial f_3}{\partial m} & \frac{\partial f_3}{\partial h} \\
\frac{\partial f_4}{\partial V} & \frac{\partial f_4}{\partial n} & \frac{\partial f_4}{\partial m} & \frac{\partial f_4}{\partial h}
\end{bmatrix}
\begin{bmatrix}
V \\
n \\
m \\
h
\end{bmatrix}
\] (91)

where \(\dot{V} = f_1(), \dot{n} = f_2(), \dot{m} = f_3(), \text{ and } \dot{h} = f_4().\)

As described in Section 3.1.2.2, classification of behavior in the immediate vicinity of system fixed points is described based on the location of eigenvalues of the Jacobian.

Values from Table 5 for the model parameters, the injected current value, and the location of the system fixed point are substituted into the Jacobian, allowing computation of eigenvalues. The eigenvalues for each injected current value are plotted on the complex plane to predict localized system behavior.

### 5.1.4 Objective Function Definition

The objective function, previously published in [2], is

\[
J[i(t)] = \frac{P}{2}(v(T) - r(T))^2 + \frac{Q}{2} \int_0^T (v(t) - r(t))^2 dt + \frac{R}{2} \int_0^T (i(t))^2 dt.
\] (92)

A user prescribed balance between tracking error and minimization of ‘energy’ is used in the computation of the optimal input current \(i^*(t)\). Making \(P\) and \(Q\) large with respect to \(R\) penalizes differences between the chosen reference signal \(r(t)\) and the computed membrane voltage \(v(t)\), resulting in a solution which emphasizes tracking accuracy. Conversely, a large value for \(R\), in comparison to \(P\) and \(Q\), emphasizes a solution which seeks to minimize the ‘energy’ content of \(i^*(t)\), likely at the expense of reduced agreement between reference and membrane potential signals.
The Hamilton associated with equation (92) is

\[
H(v, n, m, h, \lambda_1, \lambda_2, \lambda_3, \lambda_4) = \frac{Q}{2} (v(t) - r(t))^2 + \frac{R}{2} (i(t))^2 \\
+ \frac{\lambda_1(t)}{C} (i(t) - g_K n(t)^4 (v(t) - E_K) - g_{Na} m(t)^3 h(t)(v(t) - E_{Na}) - g_L (v(t) - E_L)) \\
+ \frac{\lambda_2(t)}{\tau_n} (n_\infty(v) - n(t)) + \frac{\lambda_3(t)}{\tau_m} (m_\infty(v) - m(t)) \\
+ \frac{\lambda_4(t)}{\tau_h} (h_\infty(v) - h(t))
\]  
(93)

where \( \lambda_1, \lambda_2, \lambda_3 \) and \( \lambda_4 \) are the co-state variables. Following [46, p. 134], the “Continuous Nonlinear Optimal Controller with Function of Final State Fixed” yields

\[
\dot{v} = \frac{\partial H}{\partial \lambda_1} = \frac{1}{C} [i(t) - g_K n(t)^4 (v(t) - E_K) - g_{Na} m(t)^3 h(t)(v(t) - E_{Na}) - g_L (v(t) - E_L)]
\]  
(94)

\[
\dot{n} = \frac{\partial H}{\partial \lambda_2} = \frac{1}{\tau_n} [n_\infty(v) - n(t)]
\]  
(95)

\[
\dot{m} = \frac{\partial H}{\partial \lambda_3} = \frac{1}{\tau_m} [m_\infty(v) - m(t)]
\]  
(96)

\[
\dot{h} = \frac{\partial H}{\partial \lambda_4} = \frac{1}{\tau_h} [h_\infty(v) - h(t)]
\]  
(97)

\[
\dot{\lambda}_1 = -Q (v(t) - r(t)) \\
+ \frac{\lambda_1(t)}{C} (g_K n(v)^4 + g_{Na} m(v)^3 h(v) + g_L) \\
- \lambda_2(t) \left( \frac{\partial \alpha_n(v)}{\partial v} (1 - n) - \frac{\partial \beta_n(v)}{\partial v} (n) \right) \\
- \lambda_3(t) \left( \frac{\partial \alpha_m(v)}{\partial v} (1 - m) - \frac{\partial \beta_m(v)}{\partial v} (m) \right) \\
- \lambda_4(t) \left( \frac{\partial \alpha_h(v)}{\partial v} (1 - h) - \frac{\partial \beta_h(v)}{\partial v} (h) \right)
\]  
(98)
\[ \dot{\lambda}_2 = -\frac{\partial H}{\partial n} = \frac{\lambda_1(t)}{C}(4g_K n(v)^3(v(t) - E_K) + \lambda_2(t)(\alpha_n(v) + \beta_n(v)) \quad (99) \]

\[ \dot{\lambda}_3 = -\frac{\partial H}{\partial m} = \frac{\lambda_1(t)}{C}(3g_{Na} m(v)^2 h(v))(v(t) - E_{Na}) + \lambda_3(t)(\alpha_m(v) + \beta_m(v)) \quad (100) \]

\[ \dot{\lambda}_4 = -\frac{\partial H}{\partial h} = \frac{\lambda_1(t)}{C}(3g_{Na} m(v)^3)(v(t) - E_{Na}) + \lambda_4(t)(\alpha_h(v) + \beta_h(v)) \quad (101) \]

with boundary conditions

\[ v(0) = v_0 \quad (102) \]
\[ n(0) = n_0 \quad (103) \]
\[ m(0) = m_0 \quad (104) \]
\[ h(0) = h_0 \quad (105) \]
\[ \lambda_1(T) = P(v(T) - r(T)) \quad (106) \]
\[ \lambda_2(T) = 0 \quad (107) \]
\[ \lambda_3(T) = 0 \quad (108) \]
\[ \lambda_4(T) = 0 \quad (109) \]

The input stimulus current \( i(t) \) can be removed by substitution using the stationarity condition,

\[ \frac{\partial H}{\partial i} = R\dot{i}(t) + \frac{\lambda_1(t)}{C} = 0, \quad (110) \]

and solving for \( i(t) \) yields

\[ i(t) = -\frac{1}{RC}\lambda_1(t). \quad (111) \]

Typically a numerical solution to the two-point boundary value problem is computed using the MATLAB® routine \texttt{bvp4c}, yielding \( i^*(t) \) for each choice of injected current stimulus and objective function constants \( P, Q, \) and \( R \).
5.2 Nonlinear Analysis and Optimal Control

Sections 5.2.1 through 5.2.4 examine system dynamics using nonlinear analysis and optimal control techniques presented in Chapter 3. Since the classical Hodgkin-Huxley model is a fourth-order system, techniques presented for higher-order models will be used. Specifically, fixed point locations will be computed using a derived function \( f(v) \) and localized behavior will be classified according to the eigenvalues of the linearized system in the immediate vicinity of system fixed points.

5.2.1 Fixed Point Location Using \( f(v) \)

Using equation (90) for \( f(v) \), the injected stimulus current \( I \) is varied from 2 µA/cm² to 15 µA/cm². Plotting \( f(v) \) for each value of \( I \) generates the family of curves plotted in Figure 85. A fixed point of the system is indicated by each location where \( f(v) = 0 \).

Since each curve for \( f(v) \) has a single root, the system has a single fixed point for all considered values of \( I \). Furthermore, since \( f(v) \) is monotonic and the injected current translates the curve vertically, it is observable from Figure 85 that the system will have a single fixed point for all injected current values.

An approximate value for the membrane voltage of the system fixed point is directly observable in Figure 85, and can be computed using \texttt{fsolve} to find the root of \( f(v) \) for each injected current value. The value computed for \( v \) is then back-substituted into \( n_\infty(v) \), \( m_\infty(v) \), and \( h_\infty(v) \) to find the values of the remaining state variables at the system fixed point.
Figure 85: Classical Hodgkin-Huxley fixed point location using derived function $f(v)$

Stability of the fixed point cannot be ascertained directly from the figure and requires further analysis per Section 5.2.2.

5.2.2 Fixed Point Classification Using Eigenvalues

Within this section, fixed points will be classified according to eigenvalues of the linearized system. Qualitative information from Section 5.2.1 greatly informs the process of fixed point classification as it provides insight as to the number and approximate location of system fixed points for any given injected current level.

Using \texttt{fsolve}, the numerical solution for the location of the fixed point is computed. The values for the state variables, in this case $v$, $n$, $m$, and $h$, are substituted into the Jacobian, allowing computation of eigenvalues according to equation (91).

When classifying system fixed points via linearization, it is necessary to verify the lin-
ear system, with neglected higher-order terms, faithfully represents the original nonlinear system. See Section 3.1.2.1 for further details.

Analysis of the classical Hodgkin-Huxley model proceeds with calculation of eigenvalues for the linearized system for each injected current value used to generate the family of curves in Section 5.2.1.

Each eigenvalue is plotted directly on the complex plane for each injected current value from $2 \mu A/cm^2$ to $15 \mu A/cm^2$. The chosen injected current values are $I = 2, 3, 5, 7,$ and $15 \mu A/cm^2$. The data point indicated with an asterisk denotes an injected current of $2 \mu A/cm^2$.

Figure 86: Classification of classical Hodgkin-Huxley model fixed points using eigenvalues

Figure 86 shows that for all selected injected current values, there are two eigenvalues on the real axis and a pair of complex conjugate eigenvalues. For some injected current
value between $5 \mu A/cm^2$ and $7 \mu A/cm^2$, the system fixed point becomes unstable based on movement into the right hand plane by the complex conjugate pair of eigenvalues, indicating a bifurcation of the system fixed point.

Information gained about the stability of the fixed point for each injected current value can now be incorporated into Figure 85 from Section 5.2.1. Fixed point stability will be indicated on the plot of $f(v)$ by filled and open dots where the fixed point is stable and unstable, respectively.

![Classical HH Model f(v) for I = 2 to 15](image)

Figure 87: Classical Hodgkin-Huxley fixed point location and stability with derived function $f(v)$

### 5.2.3 Bifurcations

Information from Section 5.2.2 provides insight into the injected current levels for which qualitatively different system behaviors occur, especially related to the number and stability
of system fixed points. However, bifurcation dynamics can exist, especially in higher-order nonlinear systems, which are not related to changes in the stability and number of system fixed points.

The classical Hodgkin-Huxley model is known to exhibit the inactive, single spike, and repetitive spiking behavior depending on the applied input stimulus [52]. When model parameters are set according to Table 6 it was found in [52, 4] that the transition to repetitive spiking occurs when $I \approx 6.44 \mu A/cm^2$ and the system fixed point loses stability when the stimulus current is further increased.

Table 6: Classical Hodgkin-Huxley model parameters [4]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$ ($\mu F/cm^2$)</td>
<td>1</td>
</tr>
<tr>
<td>$g_L$ ($mS/cm^2$)</td>
<td>0.3</td>
</tr>
<tr>
<td>$E_L$ ($mV$)</td>
<td>10</td>
</tr>
<tr>
<td>$g_{Na}$ ($mS/cm^2$)</td>
<td>120</td>
</tr>
<tr>
<td>$E_{Na}$ ($mV$)</td>
<td>115</td>
</tr>
<tr>
<td>$g_K$ ($mS/cm^2$)</td>
<td>36</td>
</tr>
<tr>
<td>$E_K$ ($mV$)</td>
<td>-12</td>
</tr>
</tbody>
</table>

The bifurcation dynamics published in [4] have been qualitatively verified with the classical Hodgkin-Huxley parameters shown in Table 5, and in this section, system dynamics will be illustrated using time domain plots for each injected current level.

Injected currents in the form of step inputs are used to investigate qualitatively different system dynamics. In each case the length of the simulation is 80 ms. The neuron model is initially quiescent at the resting membrane potential, followed by application of a step input at 15 ms.

Initial conditions for membrane voltage, $v$ and gating variables $n$, $m$, and $h$ were chosen by running a simulation with zero injected current, allowing any transients in the state variables to decay. This ensures a quiescent response prior to application of the step input. With the neuron model parameterized according to 5 initial conditions are $v_0 \approx 0.04626$ mV,
$n_0 \approx 0.3184$, $m_0 \approx 0.0532$, and $h_0 \approx 0.5944$.

Injected current values of $I = 2, 3, 5, 7, \text{ and } 15 \mu\text{A/cm}^2$ were chosen to exemplify the qualitatively different behaviors of the model neuron.

### 5.2.3.1 Dynamics in the Inactive Region

When a step current of $I = 2\mu\text{A/cm}^2$ is applied, the model neuron remains inactive, exhibiting subthreshold oscillations.

![Figure 88: Classical Hodgkin-Huxley model, inactive response, $I = 2\mu\text{A/cm}^2$](image)

The time domain plot, showing both injected current and membrane voltage response, is a plot representative of what could be measured experimentally. Additional traces can be added to this plot, including current contributions for each ion accounted for by the model, any gating variables, and time dependent ionic conductance values. Some of these traces...
are accessible experimentally, which can aid in verification of modeled neuron dynamics.

5.2.3.2 Dynamics in the Single Spike Region

Application of an injected current of $I = 3 \mu A/cm^2$ results in a single action potential. Increasing the injected current to $I = 5 \mu A/cm^2$ does not qualitatively change the response of the model neuron, but subthreshold oscillations following the action potential become pronounced.

Figure 89: Classical Hodgkin-Huxley model, single spike response, $I = 3 \mu A/cm^2$
Defining the neural response in terms of all or none spikes with a unique threshold has been largely replaced by the concept of action potentials as a dynamical response [1, 52]. However, when the boundary between qualitatively different behaviors is sufficiently narrow, as in the classical Hodgkin-Huxley model, the concept of threshold remains useful for practical discussion.

5.2.3.3 Dynamics in the Repetitive Spiking Region

Application of an injected current of $I = 7 \mu A/cm^2$ results in repetitive spiking. Raising the injected current further to $I = 10 \mu A/cm^2$ and $I = 15 \mu A/cm^2$ results in an increased spike frequency. Referring back to Figure 87, the system fixed point loses stability in the injected current range of $6 \mu A/cm^2 < I < 10 \mu A/cm^2$, which qualitatively agrees with the analysis of [4].
Figure 91: Classical Hodgkin-Huxley model, repetitive spiking response, $I = 7 \mu A/cm^2$
Figure 92: Classical Hodgkin-Huxley model, repetitive spiking response, $I = 10 \mu A/cm^2$
Figure 93: Classical Hodgkin-Huxley model, repetitive spiking response, $I = 15 \mu$A/cm$^2$

The threshold between “single spike” and “repetitive spiking” regions, much like the concept of unique threshold for a single action potential, is not an all or none transition. Carefully chosen injected current values can cause the neuron model to exhibit a finite number of action potentials. An injected current of $I = 5.15 \mu$A/cm$^2$, for example, causes the neuron model to elicit two action potentials as shown in Figure 94.
Figure 94: Classical Hodgkin-Huxley model, multiple spike response, $I = 5.15 \mu A/cm^2$

The plotted results verify qualitative behaviors published in [4] and predicted by the locus of eigenvalues.

5.2.4 Optimal Control

In Sections 5.2.2 and 5.2.3, three qualitatively different system behaviors of the classical Hodgkin-Huxley model were identified. These behaviors were the inactive, single spike, and repetitive spiking regions. In this section, optimal input stimuli will be computed for each category of system behavior.

5.2.4.1 Optimal Control in the Inactive Region

Application of a step current of $I = 2 \mu A/cm^2$ results in system behavior identified as the inactive region [52]. No action potential is generated, and the membrane potential exhibits
subthreshold oscillations. Using the membrane voltage generated by a $I = 2\mu A/cm^2$ step
input as the reference voltage, the optimal input stimuli is calculated for three different sets
of values for $P$, $Q$, and $R$.

The first plot, with $P = Q = 1$, and $R = 10$, represents an emphasis on reduction of
input stimuli energy at the expense of membrane voltage tracking accuracy. The third plot,
with $P = Q = 1000$, and $R = 1$, represents the opposite end of the spectrum, emphasizing
tracking accuracy. The remaining plot, with $P = Q = 100$ and $R = 1$, provides a balance
of these two competing objectives.
(a) $P = Q = 1$, $R = 10$

(b) $P = Q = 100$, $R = 1$

(c) $P = Q = 1000$, $R = 1$

Figure 95: Optimal control in the inactive region
As shown in Figure 95a, the exaggerated emphasis on reduction of input stimuli energy results in a membrane voltage is hardly disturbed from rest. Figure 95b, with $P = Q = 100$, and $R = 1$, displays quite accurate tracking of the reference membrane potential, but the optimal input current closely resembles the original input current. Further increasing emphasis on tracking in Figure 95c produces results which are not qualitatively different than those of Figure 95b.

The same values of $P$, $Q$, and $R$ will be used for computation of optimal input stimuli for single spike and repetitive spiking regions of the classical Hodgkin-Huxley model.

### 5.2.4.2 Optimal Control in the Single Spike Region

Application of injected current $I = 3 \mu A/cm^2$ results in system behavior identified as the single spike region [52]. Using the membrane voltage generated by a $I = 3 \mu A/cm^2$ step input as the reference voltage, the optimal input stimuli is calculated for three different sets of values for $P$, $Q$, and $R$.

The first plot, with $P = Q = 1$, and $R = 10$, represents an emphasis on reduction of input stimuli energy at the expense of membrane voltage tracking accuracy. The third plot, with $P = Q = 1000$, and $R = 1$, represents the opposite end of the spectrum, emphasizing tracking accuracy. The remaining plot, with $P = Q = 100$ and $R = 1$, provides a balance of these two competing objectives.
Figure 96: Optimal control in the single spike region

(a) $P = Q = 1, R = 10$

(b) $P = Q = 100, R = 1$

(c) $P = Q = 1000, R = 1$
As shown in Figure 96a, even with an exaggerated emphasis on reduction of input stimuli energy the membrane voltage still tracks the reference signal reasonably well. An action potential is generated, with noticeable errors existing mostly in the oscillations after in the range of 25 – 55 ms. Figure 96b, with \( P = Q = 100 \), and \( R = 1 \), displays quite accurate tracking of the reference membrane potential over the entire simulation interval with a marked characteristic dip during the course of the action potential. Further increasing emphasis on tracking in Figure 96c produces further reduced error between the reference and optimally generated membrane potential at the expense of greater input stimuli energy. A dip in the input stimulus still exists during action potential generation, but in other regions of the simulation interval the optimal input current \( i^*(t) \) closely resembles the original input current \( i(t) \).

5.2.4.3 Optimal Control in the Repetitive Spiking Region

Application of injected current \( I = 7 \mu A/cm^2 \) results in system behavior identified as the repetitive spiking region [52]. Using the membrane voltage generated by a \( I = 7 \mu A/cm^2 \) step input as the reference voltage, the optimal input stimuli is calculated for three different sets of values for \( P, Q, \) and \( R \). As described in [4] birth of a limit cycle attractor, enables the neuron model to produce repetitive spiking behavior.
(a) $P = Q = 1$, $R = 10$  
(b) $P = Q = 100$, $R = 1$  
(c) $P = Q = 1000$, $R = 1$

Figure 97: Optimal control in the repetitive spiking region
For Figure 97a, notice that the first 20 ms of the optimal input current very closely resembles the optimal input current computed for the single spike case in Figure 96a. For the remainder of the simulation interval, a continued reduction in input stimulus amplitude exists, but unlike Figure 96a, small appropriately timed pulses of current enable generation of action potentials which track the reference membrane voltage. Noticeable error is present between action potentials.

Characteristic dips in the optimal input current have been identified in previous publications [2, 3], and are prominent in both Figure 97b and 97c. The dips provide a marked decrease in the injected current ‘energy’ which clearly correlates with the generation of each action potential.

Looking at Figures 97a through 97c as a set reveals that tracking is quite accurate during each action potential in all cases. Emphasizing reference membrane voltage tracking with higher values of $P$ and $Q$ has the greatest impact on portions of the simulation interval outside of the action potentials.

5.2.5 Case Studies

Within this section, two additional case studies are performed to highlight characteristics of optimal input stimulus signals computed for the classical Hodgkin-Huxley model. The first case study in Section 5.2.5.1 investigates differences in optimal input stimuli when pulse width of the original reference signal is varied. The second case study in Section 5.2.5.2 investigates differences in the optimal input stimuli when amplitude of the original reference signal is varied. In both case studies the stimulus signal generates a response from the single spike region [4].

5.2.5.1 Case Study 1 - Pulse Width Study

Within this case study, two different input stimuli were selected of equal amplitude and different pulse widths. Both signals elicit a single action potential from the classical Hodgkin-Huxley model. Using the membrane voltage generated by each input stimulus as the reference signal $r(t)$, the optimal input stimuli $i^*(t)$ is calculated for three different sets
of values for $P$, $Q$, and $R$.

The first plot, with $P = Q = 1$, and $R = 10$, represents an emphasis on reduction of input stimuli energy at the expense of membrane voltage tracking accuracy. The third plot, with $P = Q = 100$, and $R = 1$, represents the opposite end of the spectrum, emphasizing tracking accuracy. The remaining plot, with $P = Q = 10$ and $R = 1$, provides a balance of these two competing objectives.
Figure 98: Optimal control pulse width case study, $P = Q = 1, R = 10$

Figure 99: Optimal control pulse width case study, $P = Q = 10, R = 1$

Figure 100: Optimal control pulse width case study, $P = Q = 100, R = 1$
For Figures 98 through 100, all of the left-hand plots represent simulations with an input stimulus of $I = 3 \mu A/cm^2$ and a stimulus duration of 3 ms. Right-hand plots in Figures 98 through 100 represent simulations with an input stimulus of $I = 3 \mu A/cm^2$ and a stimulus duration of 10 ms. In all cases, a single action potential is generated. Qualitatively, the plots are very similar with a small difference in the shape and timing of the action potential between 15−18 ms.

The most striking feature of the set of simulations is that optimal input stimuli are nearly identical in Figure 98a and 98b and the optimal stimuli more closely represent the original input stimulus in Figure 100. Figure 101 depicts the optimal input stimulus of for the 10 ms pulse width input when $P = Q = 1000$ and $R = 1$.

![Optimal Input Current with P, Q = 1000 and R = 1](image)

Figure 101: Optimal control pulse width case study, $P = Q = 1000$, $R = 1$

When the values chosen for $P$, $Q$, and $R$ emphasize reduction in input stimulus ampli-
tude, the computed optimal input stimulus is capable of recreating the qualitative features of the reference signal $r(t)$, and the resulting $i^*(t)$ is independent of the originally applied pulse width. When the values chosen for $P$, $Q$, and $R$ emphasize accurate tracking of the reference signal $r(t)$, the resulting optimal input stimulus is effected by small differences in the reference signal, and the optimal input stimulus recaptures general characteristics of the original input signal, along with a characteristic dip in $i^*(t)$. Figures 102a through 102c further highlight these characteristics by plotting the membrane voltage and optimal stimulus current for each set of values $P$, $Q$, and $R$ on a single plot.
Figure 102: Optimal control pulse width input comparison

(a) $P = Q = 1, R = 10$

(b) $P = Q = 10, R = 1$

(c) $P = Q = 100, R = 1$
5.2.5.2 Case Study 2 - Pulse Amplitude Study

Within this case study, two different input stimuli were selected of different amplitude and equal pulse widths. Both signals elicit a single action potential from the classical Hodgkin-Huxley model. Using the membrane voltage generated by each input stimulus as the reference signal $r(t)$, the optimal input stimuli $i^*(t)$ is calculated for three different sets of values for $P$, $Q$, and $R$.

The first plot, with $P = Q = 1$, and $R = 10$, represents an emphasis on reduction of input stimuli energy at the expense of membrane voltage tracking accuracy. The third plot, with $P = Q = 100$, and $R = 1$, represents the opposite end of the spectrum, emphasizing tracking accuracy. The remaining plot, with $P = Q = 10$ and $R = 1$, provides a balance of these two competing objectives.
Figure 103: Optimal control pulse amplitude case study, $P = Q = 1, R = 10$

Figure 104: Optimal control pulse amplitude case study, $P = Q = 10, R = 1$

Figure 105: Optimal control pulse amplitude case study, $P = Q = 100, R = 1$
For Figures 103 through 105 all of the left-hand plots represent simulations with an input stimulus of $I = 3 \mu A/cm^2$ and a stimulus duration of 3 ms. Right-hand plots in Figures 103 through 105 represent simulations with an input stimulus of $I = 5 \mu A/cm^2$ and a stimulus duration of 3 ms. In all cases a single action potential is generated. Qualitatively the plots are very similar with a small difference in the shape and timing of the action potential between 15 – 18 ms.

Optimal input stimuli are nearly identical in Figure 103a and 103b and the optimal stimuli more closely represent the original input stimulus in Figure 105. These results mirror those found in the pulse width case study in Section 5.2.5.1.

When the values chosen for $P$, $Q$, and $R$ emphasize reduction in input stimulus amplitude, the computed optimal input stimulus is capable of recreating the qualitative features of the reference signal $r(t)$, and the resulting $i^*(t)$ is independent of the originally applied pulse amplitude. When the values chosen for $P$, $Q$, and $R$ emphasize accurate tracking of the reference signal $r(t)$, the resulting optimal input stimulus is effected by small differences in the reference signal, namely timing of the action potential, and the optimal input stimulus recaptures features of the original input signal.

Figures 106a through 106c further highlight these findings by plotting the membrane voltage and optimal stimulus current for each set of values $P$, $Q$, and $R$ on a single plot. 
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(a) $P = Q = 1, R = 10$

(b) $P = Q = 10, R = 1$

(c) $P = Q = 100, R = 1$

Figure 106: Optimal control pulse amplitude input comparison
The most noticeable difference between the plotted signals in Figures 106a through 106c is the apparent time shift between the action potentials. The action potential computed as a result of the larger amplitude input stimulus occurs approximately 2 – 3 ms earlier in the simulation.

In Figure 106a, the optimal input stimuli emphasizing reduced stimulus amplitude are very similar, with a time shift between the two input stimuli. In Figures 106b and 106c the time shift becomes less noticeable as the optimal stimuli more closely represent the originally applied input stimuli.

In Section 5.2.5.1, as emphasis on reference signal tracking was increased, the optimal input signal recovered the wider pulse width of the originally applied input signal. Here as tracking accuracy is emphasized the optimal input signal more closely approximates the original input stimulus amplitude.

5.2.6 Discussion of Results

This section utilized the classical Hodgkin-Huxley model with parameters selected according to [1, p. 38]. The framework for nonlinear analysis and optimal control, presented as Figure 12 in Chapter 3, was the basis for investigating system dynamics.

The selected range of input stimuli produced three qualitatively different behaviors: inactive, single spike, and repetitive spiking [4]. A spectrum of optimal input stimuli were computed, ranging from emphasis on input ‘energy’ reduction to tracking accuracy, for injected current values representative of each qualitatively different behavior. Resulting bifurcation dynamics qualitatively agree with previously published dynamics [4, 52]. Minor quantitative differences are a result of different parameter values selected for $E_L$ and $E_{Na}$ as shown in Tables 5 and 6.

Two case studies demonstrated the commonality and divergence of computed optimal input stimuli when the originally applied input stimulus pulse width and amplitude are varied. The first and most important commonality across all computed inputs is that as emphasis on tracking increases the optimal input current $i^*(t)$ more closely represents the original input signal, with characteristic dips at the occurrence of action potentials. Conversely,
Figures 102a and 106a demonstrate that as energy reduction is emphasized the computed signals for $i^*(t)$ become increasingly similar, demonstrating a lack of dependence on the pulse width or amplitude of the originally applied input stimulus.

Another interesting characteristic of all simulations which emphasized energy reduction, where $P = Q = 1$, and $R = 10$, is the presence of a negative pre-pulse dip in the optimal input stimulus. The general form of the solution is reminiscent of input signals applied to exhibit post inhibitory rebound spikes or negative pre-step values often applied experimentally [1, p. 5, 52, 96, 243, 252]. This type of behavior was not witnessed in any of the reduced-order solutions, regardless of bifurcation type or values chosen for $P$, $Q$, and $R$.

Also, for all simulations presented as the trade-off between reduction of injected current energy and tracking accuracy is varied, an asymptotic characteristic indicates that through appropriate choice of $P$, $Q$, and $R$ values, a sweet spot will exist for an acceptable balance of tracking accuracy and input stimulus energy reduction can be found.

In summary, the optimal input stimulus calculation technique has sufficient generality to capture qualitative system dynamics with a marked reduction in input stimulus energy, along with enough fidelity to recover nuanced changes in the reference signal when tracking accuracy is emphasized. As an example, reference Figures 100b and 101 in the 22 – 25 ms time frame. Although there is not a noticeable difference between the membrane potentials in Figure 100a and 100b, further emphasis on tracking accuracy enables the wider input pulse to be recovered.
6 Experimental Feasibility

This chapter presents results which demonstrate experimental feasibility of the “Reduced Energy Input Stimulus Discovery Method” [2, 3]. Single cell intracellular stimulation and recordings using sharp microelectrodes enables injection of stimulus currents and measurement of resulting neuron membrane voltages. Experiments were conducted in neurons from the central nervous system (CNS) of the leech Hirudo verbana.

Prior to performing the experiment the reduced-order Hodgkin-Huxley type model of Chapter 4 was configured based on a qualitative estimate of the bifurcation type. A smooth input current pulse was applied in simulation to generate a single action potential and sets of optimal input current stimuli were computed for the modeled neuron.

Using sharp microelectrode recording techniques a non-smooth input current stimulus pulse was applied to neurons of the leech sufficient to generate an action potential. The amplitude and width of the experimentally applied pulse were used to scale the set of time-varying input stimuli which are optimal for the model neuron.

The scaled optimal input current stimuli was applied to the neuron. The resulting experimentally obtained membrane voltage waveform was compared to the original membrane voltage which was obtained in response to the square wave input stimulus.

The results demonstrate experimental feasibility of the “Reduced Energy Input Stimulus Discovery Method”, largely merging the theoretical approach published in [2, 3] and electrophysiology techniques performed at the rig. Specifically, the feasibility of computing and applying time-varying current stimuli which are optimal for the modeled neuron to biological neurons is validated. The last step not completed here is to use experimentally measured membrane voltages for the computation of optimal currents.

Some parameters of the experimental preparation are unique to each trial. Resting potential of the cell, resistance of the microelectrode, and the presence of any leakage currents resulting from sharp microelectrode recording are examples of variables not incorporated into this feasibility study.

This chapter proceeds as follows: An overview of the setup required to perform the
experiment is provided in Section 6.1, including rationale for selection of the experimental preparation, electrophysiology rig configuration, and application of the optimal control technique. Section 6.2 provides results from the feasibility analysis, describing the experimental method and results. Results of the experiment are discussed in Section 6.3.

6.1 Experiment Setup

This section describes preparatory work required prior to performing the feasibility study. An overview is provided, including why the nervous system of the leech *Hirudo verbana* was selected for this study, configuration of the electrophysiology rig, and computation of reduced energy optimal input stimuli.

6.1.1 Experiment Preparation

The leech *Hirudo verbana* was the focus of this feasibility study for the following reasons:

1. leeches possess a well-documented, segmentally organized, and consistent nervous system [53];

2. leeches exhibit complex behaviors; and

3. local expertise is available via the John Jellies laboratory [54, 7, 55].
The nervous system of the leech *Hirudo verbana* is organized in repeated segments, with each segment containing a ganglion with approximately 200 neurons. Ganglia are the small white spheres along the nerve cord at the center of the animal shown in Figure 108. Segments 9, 10, and 11 in the mid-body region of the leech will be utilized for this experiment. Figure 109 depicts three mid-body segments and the ventral nerve cord after removal.
Once the dissection and removal of mid-body ganglia are complete, the dish containing the experimental preparation is transferred to the microscope stand on the rig. P, N, and
T-cells are primary mechanosensory neurons, which are identifiable within each ganglion. A broad range of functionality is exhibited by P, N, and T-cells, ranging from low-threshold phasic response in T-cells to high-threshold tonic behavior in N-cells.

Since the model parameters were set a priori based on known properties of P and N-cells reliable identification of these cells in each preparation is essential. Future experiments will require sufficient sample size to exhibit statistical significance of the results prior to publication. The preparation is sufficiently robust to withstand experimentation on the rig upwards of one hour. This allows time for any required computations in the simulation environment. Repeatability and robustness of the leech preparation is an essential feature for this feasibility study.

6.1.2 Electrophysiology Rig

An electrophysiology rig has been assembled to support experimental application of the “Reduced Energy Input Stimulus Discovery Method” by Western Michigan University faculty [2, 3]. The main functional requirements for the rig is the capability to apply arbitrary injected stimulus currents and the ability to measure membrane voltage using sharp microelectrodes.
Figure 110: Electrophysiology rig utilized in the described experiments

Figure 110 shows the rig which is composed of the following components:

- Laptop computer running a custom graphical user interface built using LabVIEW® software;
- National Instruments (NI) USB 6211 Multifunction data acquisition (DAQ) unit;
- Tektronix Dual Channel Oscilloscopes;
- World Precision Instruments (WPI) Duo 773 Electrometer;
- Audio Speakers;
- Anti-vibration table;
- Microscope with light source; and a
- Micromanipulator.
A graphical user interface (GUI) provides (1) specification of current stimuli, and (2) acquisition and visualization of neuron stimulus and response signals. The laptop computer interfaces to the NI 6211 via standard universal serial bus (USB). The NI 6211 connects to the oscilloscope and the WPI Duo 773 using coaxial cables. The WPI Duo 773 is connected to audio speakers and the microelectrode head stage. The micromanipulator and microscope are somewhat isolated from vibration using an anti-vibration table. The microscope and light source enable visualizing the preparation. Figure 111 provides a block diagram of the described connections.

Visualization and control of electrical signals is accomplished using a GUI on the laptop. The GUI serves three purposes. It provides a convenient interface for the user while working at the rig, reads data files produced by MATLAB® simulations which are the time varying input stimulus signals, and controls the NI USB 6211 which is the electrical interface to the rig.

The NI USB 6211 is used to:

1. Generate a voltage signal proportional to the desired input current stimulus signal with sensitivity 1 nA/20 mV;
2. Monitor the actual stimulation current delivered by the WPI Duo 773;
3. Monitor the neuron membrane voltage at a rate of 40 kHz; and
4. Generate a trigger signal.
Oscilloscopes provide additional monitoring of these key signals. The WPI Duo 773 interfaces with the neuron via the head stage and sharp microelectrode.

The membrane voltage measured by the WPI Duo 773 is fed back into the NI USB 6211. Analog signals applied to the NI USB 6211 are sampled at a rate of 40 kHz and transmitted to the laptop over USB for storage.

### 6.1.3 Application of Optimal Control Technique

Qualitative properties of the P and N-cells were assessed according to Table 1 of Chapter 3 to determine which of the four fundamental bifurcation types presented in [1] reasonably describe the behavior of these cell types. Using a a reduced-order Hodgkin-Huxley type model and known neurocomputational properties of leech P and N-cells, it was determined that the transition from rest to a single action potential could be modeled by the saddle node on invariant circle bifurcation type. Section 4.2.4 provides a theoretical description of the nonlinear analysis and optimal control of the saddle node on invariant circle bifurcation type.

Prior to performing the experiment, a set of reference and optimal injected stimulus current waveforms were computed. Three different pulse widths were chosen, and in all cases the pulse amplitude was sufficient to generate a single action potential in the model cell. The three cases are a pulse with duration of 5 ms with amplitude of 6 $\mu$A/cm$^2$, 10 ms with amplitude of 5 $\mu$A/cm$^2$, and 20 ms with amplitude of 4.75 $\mu$A/cm$^2$. For each of these three input signals, a set of three optimal injected currents were generated with emphasis ranging from energy reduction to tracking accuracy. Pre-computed waveforms are included as Figures 112 through 114.

While closed-loop application of the "Reduced Energy Input Stimulus Discovery Method" is the ultimate goal, this set of pre-computed waveforms provided a preliminary assessment of experimental feasibility [2, 3]. Previous experiments with P and N-cell types reveals that the timing of the action potential varies with the choice of stimulus pulse width and amplitude. The three pre-computed input signals provide a qualitative range of behavior. Short duration 5 ms pulses provide an action potential occurring near the falling edge of the
stimulus pulse. The 10 ms pulse results in a slightly longer membrane depolarization prior to the action potential with a peak nearly coincident with the falling edge of the stimulus pulse. Lastly, a longer 20 ms pulse causes the cell to fire an action potential during the stimulus pulse. Experimentally obtained stimulus response pairs were qualitatively analyzed to determine the best match for the timing of the action potential in relation to the square wave stimulus pulse.

The pre-computed optimal injected current stimuli were used in an experimental setting as follows. After establishing a reliable sharp microelectrode recording for a cell, a non-smooth injected current pulse was applied. The injected current pulse amplitude was increased gradually until a single action potential was reliably received. Next, timing of the injected current pulse in relation to the action potential, as measured by the WPI Duo 773, are observed. It was qualitatively determined which of the pre-computed signals most accurately represented timing of the experimentally recorded action potential.

After determining which pulse width to use, the smooth injected current pulse of the pre-computed waveform is scaled in time and amplitude to match the experimentally applied injected current stimulus. The scale factor between the square wave pulses was used as a baseline for scaling the pre-computed optimal input stimulus $i^*(t)$ as shown in Figures 112 through 114.

This approach results in determining a square wave pulse with sufficient in amplitude to generate an action potential, and then applying a family of optimal injected stimuli. If the resulting membrane voltage of the cell approximates the originally recorded action potential, the utility of the optimal stimuli has been experimentally demonstrated.
(a) $P = Q = 1$, $R = 1$  
(b) $P = Q = 5$, $R = 1$  
(c) $P = Q = 10$, $R = 1$

Figure 112: Optimal input stimuli with $6 \mu A/cm^2$ and 5 ms pulse width
(a) $P = Q = 1$, $R = 1$

(b) $P = Q = 5$, $R = 1$

(c) $P = Q = 10$, $R = 1$

Figure 113: Optimal input stimuli with $5 \mu\text{A/cm}^2$ and 10 ms pulse width
Figure 114: Optimal input stimuli with 4.75 µA/cm$^2$ and 20 ms pulse width
6.1.4 Experiment Overview

The following steps were followed to conduct the described experiment:

1. Leech Preparation
   A leech is dissected, exposing the nervous system, as shown in Figure 108. The mid-body portion of the nervous system is removed and pinned into a separate dish, in saline solution, for use on the electrophysiology rig, as shown in Figure 109.

2. Microelectrode Preparation
   Using a Sutter Flaming-Brown micropipette puller, a sharp microelectrode is pulled to approximately 50 MΩ, and backfilled with 4 M potassium acetate.

3. Microelectrode Balance
   The micropipette is then installed on the head stage, with a sodium chloride coated silver wire immersed in the potassium acetate inside the micropipette. The position and angle of the head stage is adjusted and the microelectrode is lowered into the saline solution on the microscope stage.
   The WPI Duo 773 is used to balance the electrode, and resistance is verified between 40 and 60 MΩ.

4. Poke Cell
   Using the microscope and micromanipulator, the microelectrode is positioned and inserted into the selected P or N-cell. Before stimulating the neuron, a good seal between the microelectrode and cell membrane and the resting membrane potential were verified.

5. Stimulate Neuron with a Non-Smooth Current Pulse
   Apply a stimulus current to the neuron, beginning with a moderate pulse width and low pulse amplitude of approximately 25 ms and 0.5 nA. Gradually increase the amplitude until an action potential is generated by the neuron.
6. Scale Optimal Input Stimuli

Use a MATLAB® script and the values for pulse width and amplitude from step 5 to scale the pre-computed optimal input stimuli. The output of the MATLAB® script is a range of optimal input stimuli with differing emphasis on tracking accuracy and input stimulus energy reduction and uniform sample times that are able to be read by LabVIEW® for transmission to the USB 6211 and application to the target tissue.

7. Apply Scaled Optimal Input Stimuli to Neuron

First, determine the pulse width which most accurately aligns the action potential with the square wave stimulus pulse as compared to the experimental results in step 5. Using the 5, 10, or 20 ms pulse apply optimal input stimulus which most emphasizes tracking, $P = Q = 10$, $R = 1$. Verify the neuron still generates an action potential.

If the neuron consistently fires action potentials, apply the optimal input stimulus where $P = Q = 5$, $R = 1$, and verify the neuron still fires and action potential.

If the neuron consistently fires action potentials, apply the optimal input stimulus where $P = Q = 1$, $R = 1$, and verify the neuron still fires and action potential.

8. Compare Recorded Membrane Voltages

To compare the presence and timing of action potentials, the recorded data was compared on a single plot using MATLAB®.

6.2 Experimental Feasibility Analysis Results

This section describes the experiment conducted to analyze the feasibility of applying reduced energy optimal injected stimuli to P and N-cell neuron types in the leech central nervous system. An overview of the experimental results are provided.

The results presented within this section were recorded from one P-cell and one N-cell within a leech mid-body ganglion. Steps 1 through 3 of Section 6.1.4 were performed for the preparation. Next step 4 was performed for an identified P-cell. Results from the P-cell are presented in Section 6.2.1.
to the P-cell, an N-cell was identified and steps 4 through 7 were repeated. Results from
the N-cell are presented in Section 6.2.2.

6.2.1 Experimental Results in Leech P-Cell

Before applying optimal input stimuli, it is necessary to identify a square wave stimulus
pulse which is of sufficient amplitude to generate an action potential as described in step
5 of Section 6.1.4. A plot containing 16 injected current stimulus and response traces is
shown in Figure 115. As shown in Figure 116, timing of individual action potentials is quite
consistent within the baseline data set.

![Figure 115: Leech P-cell action potentials and input current stimuli (Baseline: Non-smooth
current pulse)(16 curves)](image)

Figure 115: Leech P-cell action potentials and input current stimuli (Baseline: Non-smooth
current pulse)(16 curves)
Figure 116: Leech P-cell peak action potential timing variation (Baseline: Non-smooth current pulse)(16 curves)

The original stimulus pulse is approximately 0.75 nA and has a duration of approximately 25 ms. The amplitude and duration of the injected stimulus is used to scale a predefined set of optimal input stimuli signals. Three sets of optimal input stimuli were generated for 5 ms, 10 ms, and 20 ms pulse widths. Time alignment between the original injected stimulus current and the resulting action potential was observed. Then, pre-computed optimal input stimuli having similar time alignment from the 10 ms and 20 ms waveform sets were applied to the P-cell under investigation.

6.2.1.1 Application of 10 ms Optimal Injected Currents in Leech P-Cell

To verify the scaling of optimal input signals, a 10 ms pulse was applied to the P-cell as pictured in Figure 117. The plot consists of 7 injected current stimulus and response traces.
Again the timing of individual action potentials is quite consistent.

Figure 117: Leech P-cell action potentials and reference input current stimuli (Smooth 10 ms reference current pulse)(7 curves)

Application of an optimal injected current with $P = Q = 5$ and $R = 1$ is shown in Figure 118. The plot consists of 14 injected current stimulus and response traces.
Figure 118: Leech P-cell action potentials and 10 ms optimal input current stimuli (Low energy reduction with $P = Q = 5$ and $R = 1$)(14 curves)

Application of an optimal injected current with $P = Q = 1$ and $R = 1$ is shown in Figure 119. The plot consists of 18 injected current stimulus and response traces. Even with a significantly reduced energy content between the 10 ms non-smooth current pulse and the optimal injected current in Figure 119, the neuron generates a consistently timed action potential in all cases. However, there is a change in the shape of the membrane potential around 30 ms preceding the action potential. This change represents a lack of tracking between the original membrane potential and the response to the neuron to the optimal input current.
Figure 119: Leech P-cell action potentials and 10 ms optimal input current stimuli (High energy reduction with $P = Q = 1$ and $R = 1$) (18 curves)

Comparing the results plotted in Figures 117 through 119 to each other provides an experimental example of the trade-off between membrane voltage tracking accuracy and input stimulus energy reduction. Figure 120 plots the 10 ms square wave stimulus and response as the reference signal, as compared to the optimal 10 ms stimulus with $P = Q = 5$ and $R = 1$. Figure 121 plots the 10 ms square wave stimulus and response as the reference signal, as compared to the optimal 10 ms stimulus with $P = Q = 1$ and $R = 1$. 
Figure 120: Reference vs. low energy reduction case with $P = Q = 5$ and $R = 1$

Within Figure 120, the reference data is the set of 7 traces presented in Figure 117. The optimal data is the set of 14 traces presented in Figure 118. As shown in Figure 120, there is very little difference between the membrane voltage response to reference and optimal input stimulus signals. A slight difference is noticeable in the membrane potentials immediately before and after the action potential, but action potential timing is well aligned between the two data sets.
Within Figure 121, the reference data is the set of 7 traces presented in Figure 117. The optimal data is the set of 18 traces presented in Figure 119. As shown in Figure 121, the main difference between the membrane voltage response to reference and optimal input stimulus signals is in timing of the action potentials. A noticeable difference in the membrane voltage waveform preceding the action potential results in delayed action potential timing in response to the optimal input stimulus. However, it is noteworthy that in all cases, the neuron still exhibits an action potential in response to the optimal input stimulus.

6.2.1.2 Application of 20\text{ms} Optimal Injected Currents in Leech P-Cell

After application of the optimal waveforms presented in Section 6.2.1.1, optimal waveforms related to the 20\text{ms} pulse width were applied to the same P-cell. Figure 122 corresponds to application of an optimal input stimulus with 20\text{ms} pulse width, $P = Q = 10$.
and $R = 1$. Figure 123 corresponds to application of an optimal input stimulus with 20 ms pulse width, $P = Q = 5$ and $R = 1$. Viability of the P-cell became questionable before application of the case with $P = Q = 1$ and $R = 1$ was performed.

Figure 122: Leech P-cell action potentials and 20 ms optimal input current stimuli (Lowest energy reduction with $P = Q = 10$ and $R = 1$)(29 curves)

Figure 122 consists of 29 injected current stimulus and response traces. Again, timing of all action potentials is consistent. Ideally, if the experiment design was more closely linked with the preparation of this trial, the dip in the optimal stimulus current at approximately 37 ms would be more closely timed with the arrival of the action potential. However, the shape of the action potential, including the membrane potential before the action potential and the depolarization corresponding with the increased stimulus current at 40 ms, does resemble the theoretical reference membrane potential presented in Figure 114c.
Figure 123: Leech P-cell action potentials and 20 ms optimal input current stimuli (Low energy reduction with $P = Q = 5$ and $R = 1$)(11 curves)(Note outlier)

Figure 123 consists of 11 injected current stimulus and response traces. The optimal input stimulus represents a further reduction in energy at the expense of membrane potential tracking accuracy. Notice that one action potential occurred outside the consistent arrival time of the other 10 traces. However, in Figure 123, the action potential is more closely aligned with the characteristic dip in the optimal input stimulus. Also, the shape of the 10 action potential waveforms does resemble that shown in Figure 114b.

6.2.2 Experimental Results in Leech N-Cell

Steps 4 and 5 were conducted in an identified N-cell within a leech mid-body ganglion. Scaled optimal input signals of a 20 ms pulse were applied to the N-cell, as pictured in Figures 124 through 126. Figure 124 represents application of an optimal input stimulus
with \( P = Q = 10 \) and \( R = 1 \), an emphasis on tracking the reference membrane potential.

Figure 124 consists of 8 injected current stimulus and response traces. Timing of individual action potentials is quite consistent and even with the open-loop nature of the experiment, the action potential is consistent with the characteristic dip in the optimal input stimulus.

Figure 125 represents application of an optimal input stimulus with \( P = Q = 5 \) and \( R = 1 \), a reduced emphasis on tracking the reference membrane potential with greater emphasis on reduction in input stimulus energy, consisting of 8 injected current stimulus and response traces. Notice the significant variation in action potential timing.
Figure 125: Leech N-cell action potentials and 20 ms optimal input current stimuli (Low energy reduction with $P = Q = 5$ and $R = 1$) (8 curves)

Figure 126 represents application of an optimal input stimulus with $P = Q = 1$ and $R = 1$, an emphasis on reduction in input stimulus energy, consisting of 11 injected current stimulus and response traces. In all cases, the neuron does not fire an action potential in response to the optimal input stimulus. Still, lack of subthreshold oscillations is a key observation when attempting to classify the bifurcation dynamics of the cell under investigation.
6.3 Discussion of Results

The results presented in this chapter demonstrate feasibility of the “Reduced Energy Input Stimulus Discovery Method” in P and N-cell of the leech central nervous system [2, 3]. Results for the P-cell present greater agreement between reference and optimal membrane potentials over a wider range of objective functions. However, as demonstrated in Chapter 4, when emphasis on reduction of input stimulus energy is increased the theoretical results of all four bifurcation types lacked action potentials in the repetitive spiking cases.

Results of the experiment confirm application of optimal control based techniques at the rig is a feasible approach. The leech P and N-cells provide a robust and reliable preparation for the experiment. The technique holds promise for investigating the biophysical basis
of functionality in the nervous system that integrates mathematical modeling, optimally
balancing competing performance objectives, and relation to bifurcations of system fixed
points fundamental to neurocomputation.
7 Conclusions

This chapter provides an overview of results, recommendations for further application and extension of the developed optimal control technique, and a discussion of the contributions of this work.

7.1 Results

The pioneering work of Hodgkin and Huxley is foundational to biophysically-based neuron models [1, p. 320][10, p. 41]. It has been demonstrated in [1] that a reduced-order conductance-based model is capable of producing the four bifurcation types fundamental to many neurocomputational properties. If dynamics under investigation depend upon additional ionic currents or activation properties, conductance-based models can be extended or modified to include the behavior of interest [3, 40].

Optimal control theory provides a mathematical framework for maximization or minimization of performance objectives. For the investigations presented in this dissertation, an objective function was developed which balances two competing criteria: tracking a reference membrane voltage and reducing the squared input stimulus current ‘energy’. A framework has been provided which facilitates application of the technique to conductance-based neuron models and provides guidance for interpretation of results.

The technique has been applied to the reduced-order conductance-based model of [1] which was also published in [2]. Within this dissertation, the technique has also been applied to the classical Hodgkin-Huxley model and a previous publication demonstrated its utility in a higher-order conductance-based model [3]. Reduced-order models offer facilitated analysis and reduced computation times while higher-order models enable incorporation of neural dynamics that may be of interest in specific investigations.

When applying this method, choice of the order of the model, as well as parameter value selection, should be considered carefully taking into account the dynamics of interest and computation time of the simulation. Increased complexity of the model comes at the expense of increased simulation time and more complex analysis of model results. If experimental
Application is needed at the rig, the simulation time needs to be considered preparation viability.

Application of the “Reduced Energy Input Stimulus Discovery Method” in theoretical simulations was successful in all cases, which included a variety of neuron responses [2, 3]. Emphasis on tracking accuracy increased the match between optimal input stimulus current and the original input stimulus. As reduction of input stimulus energy is emphasized it is common to see the resulting membrane potential track the original reference membrane potential to a lesser degree. How rapidly and dramatically the resulting and reference membrane potential diverge depends on the model dynamics. In all cases, when comparing original stimuli to optimal input stimulus currents, an optimal input with noticeably reduced energy has been found which enables acceptable membrane voltage tracking accuracy. Models with a more defined threshold tend to enable accurate tracking of the reference membrane potential with a greater reduction of input stimulus energy. The membrane voltage response of the classical Hodgkin-Huxley model in Chapter 5 is particularly striking. Figure 96a of Section 5.2.4.2 demonstrates that for the case with greatest emphasis on energy reduction, the “Reduced Energy Input Stimulus Discovery Method” computes a negative going prepulse which enables exceptionally accurate tracking of the reference membrane voltage with a dramatic decrease in input stimulus energy [2, 3]. It is interesting that this is essentially a mathematical discovery of a technique researchers commonly use at the rig to investigate the ability of neurons to fire post inhibitory rebound action potentials [1, p. 5]. The presence of ‘characteristic dips’ in the optimal injected stimulus current is another feature which is common to all repetitive spiking simulations within this dissertation.

A feasibility study has been conducted using neurons in the central nervous system of the leech Hirudo verbana. The reduced-order conductance-based model presented in [1] was used in the feasibility study. Model parameters were selected to cause a saddle node on invariant circle bifurcation of the system fixed point based on known properties of the cells under investigation. It was found that application of optimal input stimuli were capable of driving a neuron to fire action potentials in a manner consistent with the theoretical approach. In the leech P-cell, action potentials of consistent timing were produced for
the two selected performance indices applied with a 10 ms pulse width, as well as two selected performance indices with a 20 ms pulse width. Application of optimal injected stimulus signals into leech N-cell produced results which demonstrated consistent timing when tracking of reference membrane potential was emphasized, reduced consistency with increased emphasis on reduction in input stimulus energy, and no action potentials when emphasis on energy reduction was highest.

7.2 Contributions of this Work

Contributions of this work, including those presented within this dissertation are as follows:

- Successful implementation of the Reduced Energy Input Stimulus Discovery Method by using a membrane voltage naturally produced by the neuron model as the reference signal to be tracked. This enabled convergence of the boundary value problem solver required for practical application of this method [2].

- Extension of the Reduced Energy Input Stimulus Discovery Method to a sixth-order conductance-based Hodgkin-Huxley type model [3].

- Application of the Reduced Energy Input Stimulus Discovery Method to the classical Hodgkin-Huxley model (Chapter 5). The case studies of Section 5.2.5 are of particular interest. Reference Figures 103 through 105. When reduction of input stimulus current energy is emphasized, the optimal input stimuli in these two cases are remarkably similar to each other. Yet, even with very little difference between the two reference membrane potentials, the optimal control algorithm has sufficient fidelity to recover the original, wider pulse width when tracking accuracy is emphasized, as highlighted in Figure 97c.

- The “Reduced Energy Input Stimulus Discovery Method” substantiates use of negative going pre-pulse injected currents is similar to waveforms used by electrophysiologists for investigation of post inhibitory rebound spikes [2, 3]. The underlying
systems dynamics of the classical Hodgkin-Huxley model which cause optimal input current stimuli of this shape warrant further investigation since this characteristic is not present in the reduced-order models.

- The steps required for nonlinear system analysis and application of optimal control to Hodgkin-Huxley type conductance-based neuron models has been organized into a coherent framework, as summarized in Figure 12 of Chapter 3. The approach presented in this dissertation extends previous work by providing phase plane and eigenvalue analysis for classification of system fixed points and controlling initial transients of the state variables for improved presentation of results.

- Utilizing smoothed input current pulses extended previously published results which was essential for the transition to experimental applicability of the technique. A set of simulations including smooth input current pulses was the initial point of discussion for design of the experiment leading toward the demonstrated experimental feasibility of the technique as presented in Chapter 6. The utility of pre-computed wave forms along with a non-smooth current pulse was an essential simplification for initial application of optimal input current stimuli, and resulted in successful demonstration within neurons of the leech.

- Merging of theoretical simulations with preliminary experimental trials. Successful application of the technique results in a spectrum of results ranging from accurate reference membrane voltage tracking at one end reduction of input stimulus energy is at the other. The technique is effective for reduced-order models and is extensible to higher-order models. The conductance-based neuron models have sufficient fidelity to respond to small changes in post action potential membrane voltage levels while maintaining broad features of the neuron dynamics in energy reduction cases. A preliminary study has confirmed the experimental feasibility of using optimal injected current stimuli to drive neurons within the leech central nervous system to fire action potentials very similar to those produced using standard smooth input current pulses.
7.3 Future Work

Two directions to extend this work are to refine experimental techniques and investigate other objective functions.

7.3.1 Refined Experimental Techniques

The method used for the experimental feasibility study was a preliminary effort to demonstrate the application of this technique in a laboratory setting. Further refinement is required to streamline application of the technique.

Refining the experimental protocol primarily relates to “closing the loop” on more of the experimental variables. More specifically, rather than using pre-computed, scaled versions of the reference membrane potentials and optimal input stimuli it, would be a dramatic improvement in the technique to use the actual recorded membrane potential as the reference signal as the input to the reduced stimulus computation.

More tightly closing the loop in the experimental setting does not comprise continual incorporation of all experimental variables. Remembering the “pipe dream” described in [1, p. 20] can aid in deciding which variables are of significance. Variables which do not relate to the dynamical behavior of interest should be disregarded.

The electrophysiology rig employed for use in this dissertation is highly customizable in terms of application of electrical signals and graphical user interface. A more pragmatic aspect of refining the experimental techniques is related to automation of the routine aspects of the experiment. A simple example from this dissertation is that the number of traces captured for each trial was based simply on how long the rig was allowed to run. It would be simple to add a small number of buttons to the graphical interface to automate application and recording of 10 stimulus pulses. Additional features of this type which are aligned with the experiment of interest will promote simplified and consistent application of the technique.
7.3.2 Development of Additional Objective Functions

Using the Reduced Energy Input Stimulus Discovery Method” presented in this dissertation enabled demonstration of the feasibility of using optimal control with conductance-based neuron models [2, 3]. The objective function developed within this dissertation only represents a single application of a more general method. Development of different objective functions will allow investigation of other neural system functionality.

Developing objective functions which seek to optimize the activity of gating variables seems particularly promising since many disorders of the nervous system relate to improper function of a set of ion channels or neuroreceptors. Likewise, many pharmaceuticals which seek to alleviate neural conditions modify neural receptor or ion channel behavior. Optimization of performance indices related to gating variables and ion conductance could elucidate the biophysical basis of neural disorders and pharmacological treatments in this area of study.

7.4 Conclusions

The feasibility of this technique in an experimental setting, combined with the generality of its approach, is a novel and promising combination of theoretical and experimental techniques from the fields of neurobiology, control systems, and optimal control theory.
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