8-2009

Analytical, Computational and Experimental Studies of Capillary Flow in Complex Geometries

Yongqing Peng
Western Michigan University

Follow this and additional works at: http://scholarworks.wmich.edu/dissertations

Part of the Mechanical Engineering Commons

Recommended Citation
http://scholarworks.wmich.edu/dissertations/706

This Dissertation-Open Access is brought to you for free and open access by the Graduate College at ScholarWorks at WMU. It has been accepted for inclusion in Dissertations by an authorized administrator of ScholarWorks at WMU. For more information, please contact maira.bundza@wmich.edu.
ANALYTICAL, COMPUTATIONAL AND EXPERIMENTAL STUDIES OF CAPILLARY FLOW IN COMPLEX GEOMETRIES

by

Yongqing Peng

A Dissertation
Submitted to the
Faculty of The Graduate College
in partial fulfillment of the
requirements for the
Degree of Doctor of Philosophy
Department of Mechanical and Aeronautical Engineering
Advisors: William W. Liou, Ph.D. and Peter Parker, Ph.D.

Western Michigan University
Kalamazoo, Michigan
August 2009
The dynamic processes of capillary flow in complex geometries have been studied analytically, computationally and experimentally in this research. A general approach for modeling the capillary flow in arbitrary irregular geometries with straight axis of symmetry is proposed. Using this approach, the governing equation to describe the dynamic capillary rising motion in capillaries with nonuniform elliptical cross-section is first derived under the assumptions of parabolic distribution of the axial velocity and constant contact angle. The calculation results for the capillary flow in different tubes with irregular wall show that, in comparison with existing models that have been tested, the present model can improve the underestimation of the nonuniformity effects.

Using the perturbation method, an asymptotic solution of the flow field in nonuniform circular tubes is obtained and is shown to be superior to the traditional
Hagen-Poiseuille solutions in comparison to the numerical FLUENT results. A new DCA (dynamic contact angle) model, combining the current velocity-dependent model based on molecular-kinetic theory and empirical time-dependent model based on experiments, is proposed to describe the dynamic transition process of the gas-liquid interface. The applicable scope of the new DCA model is extended to the entire process from the initial state to the equilibrium state. The capillary flow model is further developed by using the new velocity distribution and the DCA model. The proposed theoretical models are validated by a series of experiments of capillary flow in complex geometries.

The industrial application of the research was explored by adopting the proposed model to describe the water flow through a multi-layer porous medium that is used in Procter & Gamble’s dewatering device for the paper making industry. Comparing with the experimental data, the proposed model has good predictions on the dewatering performance of the device, and hence, can potentially be used as an industrial design optimization tool.
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NOMENCLATURE

$A$  
Sinusoidal amplitude

$B$  
Numerical constant related to the surface tension

$c_1, c_2, c_3, c_4, c_5$  
Geometrical parameters of the non-uniform capillary model

$Ca$  
Capillary number

$C_v$  
Numerical constant of hydrodynamic contact angle models

$F_c$  
Additional frictional force

$g$  
Gravity acceleration

$H_i$  
Thickness of the $i$-th layer

$h$  
Capillary rise height

$h_e$  
Equilibrium capillary rise height

$K$  
Square of the ratio of the semi-major axis to the semi-minor axis

$K_{ss}$  
Constant of slip model

$L$  
Sinusoidal waveness

$L_H$  
Characteristic length of the flow in the outer region

$L_s$  
Slip length at the inner region

$N$  
pore number area density

$N_i$  
pore number area density of $i$-th layer

$\hat{n}$  
unit vector normal to the interface
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\( P \) \hspace{1cm} \text{Pressure}
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\( R_t \) \hspace{1cm} \text{Radius of pulp fiber}

\( R_{p1}, R_{p2} \) \hspace{1cm} \text{two principal radii of curvature at the interface}

\( R_s \) \hspace{1cm} \text{Radius of spherical meniscus}

\( R_0 \) \hspace{1cm} \text{Base radius}

\( U \) \hspace{1cm} \text{Contact line velocity}

\( v \) \hspace{1cm} \text{Velocity}

\( v_x, v_y, v_z \) \hspace{1cm} \text{Velocity components}

\( V_c \) \hspace{1cm} \text{Factor of the nonuniformity effect on the axial viscous term}

\( x, y, z \) \hspace{1cm} \text{Cartesian coordinates}

\( \beta \) \hspace{1cm} \text{Viscosity ratio of the two contacting fluids}

\( \Delta P \) \hspace{1cm} \text{Differential pressure across the capillary interface}

\( \kappa \) \hspace{1cm} \text{Net frequency}

\( \kappa^+ \) \hspace{1cm} \text{Frequency in the forward direction}

\( \kappa^- \) \hspace{1cm} \text{Frequency in the backward direction}

\( \kappa^0 \) \hspace{1cm} \text{Equilibrium frequency}

\( \lambda \) \hspace{1cm} \text{Nondimensionalized sinusoidal waviness}

xv
Nomenclature—continued

\[ \rho \] Density
\[ \theta \] Contact angle
\[ \theta_d \] Dynamic contact angle
\[ \theta_m \] Microscopic contact angle
\[ \theta_s \] Static contact angle
\[ \theta_Y \] Young angle
\[ \gamma \] Surface tension
\[ \mu \] Viscosity
\[ \zeta \] Contact line friction coefficient
CHAPTER 1
INTRODUCTION

Capillary phenomena, widespread in our encompassing world, have become an important subject of research since about two centuries ago and still are today because of their extensive applications in modern industries, such as flip-chip packaging [Huang 2002; Wan 2004; Wan and Zhang 2005, Wan et al. 2007, 2008; Hashimoto et al. 2008], microfluidics and nanofluidics [Ralston 2008; Franke and Wixforth 2008; Fang 2009], flows in soil [Watanabe and Flury 2008] and other porous media [Yang 1985; Lockington 2004; Lavi 2008]. An introduction of and literature reviews on the various aspects of the research of the capillary phenomena are provided in this chapter. The motivation of this dissertation is also presented.

1.1 Capillary Interface and Capillary Pressure

An identical feature of all the capillary phenomena is that a capillary interface forms when the two immiscible fluids are situated adjacent to each other.
The differential pressure across the curved interface appears due to the presence of surface tension on the fluid-fluid interface. Thomas Young (1805) developed the qualitative theory of surface tension and introduced the mathematical concept of mean curvature to describe the pressure difference across the capillary interface. The mathematical description of the mean curvature was completed by Laplace in 1806. The so-called Young-Laplace equation is expressed as [Rowlinson and Widom 2002]:

$$\Delta p = 2\gamma J = \gamma \nabla \cdot \hat{n} = \gamma \left( \frac{1}{R_{p1}} + \frac{1}{R_{p2}} \right)$$  \hspace{1cm} (1.1)

where, $\Delta p$ is the differential pressure across the capillary interface, $\gamma$ is the surface tension, $J$ is the mean curvature of the interface, $\hat{n}$ is the unit vector normal to the curvature interface, and $R_{p1}$ and $R_{p2}$ are the two principal radii of curvature at the interface.

For a circular tube with a radius of $r$ as shown in Figure 1.1, the capillary interface between two fluids forms a spherical meniscus with a radius $R_s$, which is equal to the two principal radii and related to the contact angle $\theta$ by:
Thus, the pressure difference can be written as:

$$\Delta p = \frac{2\gamma \cos \theta}{r}$$

(1.3)

This pressure difference is also often called "capillary pressure" to describe the driving force in capillary flow in the tube. Considering the pressure in the gas phase constant and the contact angle less than 90°, a pressure gradient will be established in the liquid phase due to the capillary pressure to drive the flow into the tube. This flow will continue until the capillary driven force is balanced by the induced gravitational force and a stable curvature condition of
the interface is obtained, where the corresponding contact angle, $\theta_s$, is called the equilibrium contact angle or static contact angle. For a vertical tube with a radius of $r$, the equilibrium height of the interface, $h_e$, can be written as:

$$h_e = \frac{2\gamma \cos \theta_s}{\rho gr} \quad (1.4)$$

Prior to the equilibrium state, the contact angle, $\theta$, of the moving liquid-gas interface is determined by the balance of surface tension force and viscous retarding force. The contact angle is usually termed as the dynamic contact angle, $\theta_d$, to describe the dynamic wetting process. $\theta_d$ depends on two groups of factors: (i) the material properties of the fluids and solid surface; (ii) the parameters of the flow field [Blake et al. 1999].

### 1.2 Experimental Studies on Dynamic Contact Angle

Earlier experiments indicate that the dynamic wetting process depends on the viscosity, the surface tension of the interface, the kinetic adsorption of surfactants, the state of the solid surface and possible
other parameters related to the composition of the contacting media [Blake 1999]. For example, Kwok and Neumann (2000) summarized recent experimental results of the low-rate dynamic contact angle for fourteen solid surfaces and provided an interpretation of the contact angle in terms of the solid-liquid and solid-vapor surface tension. Blake and Shikhmurzaev (2002) studied the dynamic contact angle for a series of water-glycerol solutions with viscosities ranging from 1.5 to 672 mPa·s. They considered the contact line is moving by the liquid rolling over the solid surface, and proposed a model to describe the dynamic wetting process of the disappearing of the liquid-gas interface and the forming of the liquid-solid interface. The viscosity dependence of the phenomenological parameters of their model brings them a conclusion that the microscopic physical mechanism of the interface formation is diffusive in nature. However, as noted in [Blake et al. 1999; Blake 2006], the precise mechanism of the wetting behavior still remains debatable, despite plenty of research over many years. This incomplete understanding is caused by two main difficulties. First, the scale of dynamic wetting ranges
from the macroscopic to the molecular level, but the experimental observations were usually restricted to the macroscopic properties at a resolution of micron level. Secondly, the separation of these factors is not straightforward because any change of a single parameter will inevitably alter other related physical-chemical properties.

Some studies focused on the influence of the capillary interface speed, also called contact-line speed, on the dynamic contact angle. It is widely accepted that there is a unique relationship between the contact-line speed and the dynamic contact angle. Rose and Heins (1962) reported that the advancing dynamic contact angle increased with the velocity of interface motion in a capillary tube for oleic acid and Nujol. Elliot and Riddiford (1967) found that advancing contact angles appear to be independent of the slow interfacial velocity in the range of 0-1 mm/min and increase linearly with a velocity above 1 mm/min, but the rate of change diminishes at higher speeds, until a limiting value is reached. Cain et al. (1983), using the capillary rise method between smooth and roughened siliconized plates,
reported the similar studies of dependence of dynamic contact angles on the rate of advance of the three-phase contact. The dynamic contact angle depends on not only the velocity magnitude but also the direction. This is shown schematically in Figure 1.2.

Figure 1.2 Velocity-dependence of the contact angle for a partially wetting liquid [after Dussan 1979; Blake 2006].

Nevertheless, such a conclusion of the velocity dependence of contact angle may be limited to viscous fluids. Recently, Tavana and Neumann (2006) reported that both the advancing angle and the receding angle are not influenced significantly by the contact-line speed up to 12 mm/min according to their experimental results of liquids with low viscosity. Figure 1.2 also exhibits the
hysteresis phenomenon between the advancing angle and the receding angle. The hysteresis of the contact angle is a characteristic to describe the surface wettability, but its origin has been in debate for over thirty years [Vedantam and Panchagnula, 2008]. Some important factors that have been shown to affect the contact angle hysteresis behavior consist of surface roughness [Eick et al. 1975; Oliver et al. 1980; Hennig et al. 2002], surface heterogeneity [Dettre and Johnson 1965; Schwartz and Garoff 1985; Brandon and Marmur 1996], molecular scale topography and rigidity of molecules [Fadeev and McCarthy 1999], molecular chains and surface configurations [Yasuda et al. 1994; Tavana et al. 2007], change in the electronic state of molecules at the uppermost layer of the solid film [Wang et al. 1994], penetration of liquid and swelling of the solid [Sedev et al. 1996], liquid sorption/retention on the surface [Lam et al. 2002], size and shape of liquid molecules [Lam et al. 2001] and strong interactions between molecules of solid and liquid at the three-phase line region [Extrand 2004; Chen et al. 2009]. Theoretically, contact angle hysteresis and surface tension arise from the kinetic
coefficients and the gradient term in the free energy respectively. Vedantam and Panchagnula (2008) introduced a constitutive phase field model to characterize the contact angle hysteresis of sessile drops and showed that the behavior of the drop on the surface with chemically heterogeneous islands is determined by material properties near the three-phase contact line in accordance with the experimental results in [Extrand 2003].

1.3 Theoretical Studies on Dynamic Contact Angle

The attempts to explain the experimental results have inspired an abundance of theoretical studies on the underlying mechanisms of dynamical wetting. These analytical studies essentially can be divided into four approaches in terms of their conceptual framework: hydrodynamic theory, molecular kinetic theory, combined molecular hydrodynamic theory and Shikhmurzaev theory.

Hydrodynamic Models

In hydrodynamic theory, the viscous flow within the wedge of liquid in the vicinity of the moving contact
line is the main source of the dissipation [Blake, 2006].
There are three relevant length scales within the
hydrodynamic model as shown in Figure 1.3.

![Figure 1.3 Viscous bending on the mesoscale for and
advancing interface [after Blake 2006].](image)

In the outer region, the capillary force is balanced
by the gravitational force, and the fluid interface obeys
the Laplace equation [Ralston et al. 2008]. In the inner
region where is in the vicinity of the contact line, the
interactions between the contacting phases play a
determining role. However, The variations of the
macroscopic dynamic contact angle, \( \theta_d \), as observed in
experiments, are attributed to viscous bending of the
moving liquid-gas interface within the mesoscopic region
where the capillary and viscous forces determine the
hydrodynamics [Blake 2006]. Moreover, the geometry of the system plays a role on the fluid interface profile in the outer region but not in the inner and intermediate regions [Ralston et al. 2008]. Governed by short-range intermolecular forces, the microscopic angle, $\theta_m$, is assumed to retain its static value, $\theta_s$. A well known drawback of the hydrodynamic model is the conflict between the moving contact line and the traditional no-slip boundary condition, which leads to unbounded stress at the wetting line and, therefore, an unphysical solution [Huh and Scriven 1971]. One treatment with this singularity is to artificially truncate the solution at the molecular scale, where the continuum description breaks down [Voinov 1976; Blake 2006]. Another usual treatment is to modify the flow equations and boundary condition by a relaxation of the no-slip condition in the vicinity of the contact line [Dussan 1976, 1979; Ngan and Dussan 1989; Huh and Scriven 1971; Huh and Mason 1977; Blake 2006]. Although the stresses on the three-phase contact line still remains unbounded in this case, the exerted force on the solid becomes finite. For both approaches, in a general function of capillary number,
Ca, microscopic contact angle, $\theta_d$, and a number of parameters, $\chi_i, i = 1, 2, 3, \ldots$, which represent material properties of the contact media, the macroscopic dynamic contact angle can be expressed as:

$$\theta_d = F(Ca, \theta_n, \chi_1, \chi_2, \chi_3 \ldots)$$ (1.5)

The capillary number, Ca, is defined as:

$$Ca = \frac{\mu}{\gamma} \cdot U$$ (1.6)

where, $\gamma$ is the surface tension, $\mu$ is the liquid viscosity and $U$ is the contact line velocity.

With the assumption of a small capillary number, the viscous bending is important only in the intermediate region. The liquid-gas interface far from the wetting line on the solid surface is considered to be in its static shape and can be determined by extrapolating the static interface of the inner region. By using the method of matched asymptotic expansions, the flow equations are solved and a simplest form of equation (1.6), correct to zero order in Ca for $Ca \to 0$, is obtained [Dussan et al. 1991; Blake 2006; Ralston et al. 2008]:

$$G(\theta_d) = G(\theta_n) + Ca \ln \left( \frac{L_u}{L_s} \right)$$ (1.7)
where the slip length $L_s$ denotes the scale of the inner region, $L_H$ the characteristic length of the flow in the outer region, and,

$$G(\theta) = \frac{1}{2} \int^\theta \left( \frac{\theta'}{\sin \theta'} - \cos \theta' \right) d\theta' \quad (1.8)$$

Voinov (1976) found an approximation of the above equation for $\theta < 150^\circ$:

$$G(\theta) \approx \frac{\theta^3}{9} \quad (1.9)$$

Cox (1986) considered up to the first order of $Ca$ and the possibility of other sources of dissipation. A more complete solution is obtained by matching the asymptotic solutions for the inner, intermediate and outer regions for the contact line of two immiscible fluids moving on a smooth solid surface [Ralston et al. 2008]. It is written as:

$$G(\theta_d) = G(\theta_m) + Ca \left[ \ln \left( \frac{L_H}{L_s} \right) + \frac{Q_{in}}{f(\theta_m)} - \frac{Q_{out}}{f(\theta_d)} \right] \quad (1.10)$$

Equation (1.9) is valid for $Ca \to 0$, $L_s / L_H \to 0$ and $Ca \cdot \ln \left( L_H / L_s \right) \to 1$. $Q_{in}$ is an integration constant for the capillary interface profile in the inner region that depends on $\mu$, $\theta_m$ and the particular slip law, while $Q_{out}$
is the integration constant for the profile of the outer region that depends on \( \mu, \theta_m \) and the geometry of the system. The functions \( G \) and \( f \) are defined in [Cox 1986]:

\[
G(\theta) = \int_0^\theta \frac{1}{f(\theta')} d\theta'
\]

\[
f(\theta) = \frac{2 \sin \theta \left\{ \beta^2 \left( \theta^2 - \sin^2 \theta \right) + 2\beta \left[ \theta \left( \pi - \theta \right) + \sin^2 \theta \right] \right\} + \left( \pi - \theta \right)^2 - \sin^2 \theta}{\beta \left( \theta^2 - \sin^2 \theta \right) \left( \pi - \theta + \sin \theta \cos \theta \right) + \left[ \left( \pi - \theta \right)^2 - \sin^2 \theta \right] \left( \theta - \sin \theta \cos \theta \right)}
\]

where \( \beta \) is the viscosity ratio of the two contacting fluids. For liquid-gas system, \( \beta \to 0 \) and equation (1.10) reduces to equation (1.8).

Zhou (1990) and Sheng (1992) reported that the same relationship between macroscopic dynamic contact angle \( \theta_d \) and capillary number \( Ca \) can be obtained for different slip models if the slip length is normalized by a constant \( K_{ss} \) related to the chosen slip model:

\[
G(\theta_d) = G(\theta_m) + Ca \cdot \ln \left( K_{ss} \cdot \frac{L_H}{L_s} \right)
\]

For the liquid-gas system, the dynamic contact angle, by using Voinov's approximation as in equation (1.9), can be expressed explicitly as:
where $C_v$ is a numerical constant. A linear relationship between $\theta_d^3$ and $Ca$ is predicted in equation (1.14).

In the above theories, it is assumed that $\theta_m$ is a constant and can be denoted by the Young angle $\theta_Y$ for ideal surfaces. For real surfaces, the recommendations of Cox (1986) include the effective equilibrium angle defined by Wenzel (1936; 1949), the minimum static receding contact angle, or the maximum static advancing contact angle [Ralston et al. 2008]. Alternatively, Zhou and Sheng (1990) and Stokes et al. (1990) reported that $\theta_m$ is also dependent on the contact line velocity because of an additional frictional force $F_c$, which can be approximated by:

$$F_c = B \cdot Ca^n, \quad 0 < n < 0.5$$

which yields

$$\cos \theta_m = \cos \theta_s - B \cdot Ca^n$$

Substituting it into equation (1.14) in turn gives:
\[ \theta_d = \left\{ \arccos \left( \theta_s - B \cdot Ca^0 \right) \right\}^3 + 9Ca \cdot \left[ \ln \left( \frac{L_u}{L_v} \right) - C_v \right]^{\frac{1}{3}} \]  

(1.17)

The numerical constant \( B \) is related to surface tension, liquid density, viscosity, and solid surface properties [Zhou and Sheng, 1990].

**Molecular Kinetic Models**

The molecular kinetic approach originates with the hypothesis that the liquid transport is a stress-modified molecular rate process [Blake 2006]. This approach focuses on the dissipation occurring in the immediate vicinity of the moving contact line. The dissipation arises from the dynamic friction associated with the moving contact line when the fluid molecules attach or detach to or from the solid surface, as schematically shown in Figure 1.4. There are only two length scales in this model: the molecular scale and the macroscopic scale [Blake 2006]. The dissipation occurs at the molecular scale and its effects are observed at the macroscopic scale. In contrast to the hydrodynamic theory, the contact angle at the microscopic scale is assumed to be
identical to the macroscopic observed angle, i.e. $\theta_d = \theta_m$, hence becomes also velocity-dependent.

Figure 1.4 Dynamic wetting according to the molecular kinetic theory [after Blake, 2006].

According to the molecular kinetic theory, the molecules of one fluid phase must displace those of the other as shown in Figure 1.4. Even at equilibrium, the molecules will be subject to constant thermal activity, instead of stationary, and the wetting line will fluctuate locally around its mean position. The wetting line tends to move if the system is deviated from the equilibrium due to the external force or potential gradient.
The wetting process is related to the statistical dynamics of the molecules within a three-phase zone, and the velocity of the contact-line can be defined as:

\[ U = \kappa \lambda = (\kappa^+ - \kappa^-) \lambda \]  

where \( \lambda \) is the mean length of the individual molecular displacements that occur to and from the adsorption sites on the solid surface as in Figure 1.4. Therefore, \( \lambda \) is influenced by the liquid molecular size and the distance of the putative adsorption sites. Table 1.1 shows that \( \lambda \) generally decreases with increasing viscosity. \( \kappa \) is the net frequency resulting from \( \kappa^+ \) in the forward direction and \( \kappa^- \) in the backward direction. At equilibrium, the velocity is zero, so is the net frequency \( \kappa \), thus both \( \kappa^+ \) and \( \kappa^- \) are identical the equilibrium frequency \( \kappa^0 \).

In the simplest form of the model [Blake 1969; 2006], the basic idea is that the disturbance of the adsorption equilibrium, due to the surface tension of the interface as the wetting line moves across the solid surface, is attributed to the velocity-dependence of the dynamic contact angle [Yarnold and Mason 1949]. Therefore, the out-of-balance surface tension force is
the force which drives the liquid-gas interface to overcome the energy barriers and move in a given direction, when the equilibrium is disturbed. It is written as:

\[ F_v = \gamma (\cos \theta_s - \cos \theta_d) \]  

(1.19)

Combining these ideas and applying the Frenkel-Eyring activated-rate theory [Glastone et al. 1941; Frenkel 1946; Blake and Coninck 2002;], the resultant equation for the contact line speed is:

\[ U = 2\kappa^0 \lambda \sinh \left[ \frac{\lambda^2 \gamma (\cos \theta_s - \cos \theta_d)}{2k_b T} \right] \]  

(1.20)

where \( T \) is the absolute temperature and \( k_b \) the Boltzmann constant. The net frequency \( \kappa^0 \) may be written in terms of the wetting activation free energy \( \Delta G^\gamma_c \):

\[ \kappa^0 = \left( \frac{k_b T}{h_p} \right) \exp \left( \frac{-\Delta G^\gamma_c}{N_A k_b T} \right) \]  

(1.21)

where \( h_p \) and \( N_A \) are the Planck constant and Avogadro number, respectively. The wetting activation free energy \( \Delta G^\gamma_c \) has both surface and viscous contributions, \( \Delta G^s_c \) and \( \Delta G^\gamma_c \), such that
\[ \Delta G'_v = \Delta G'_v + \Delta G'_s \]  \hspace{1cm} (1.22)

The viscosity of the liquid is related to \( \Delta G'_v \) as

[Glastone et al. 1941]:

\[ \mu = \frac{h_p}{V_m} \exp\left(\frac{-\Delta G'_v}{N_A k_B T}\right) \]  \hspace{1cm} (1.23)

where \( V_m \) is the molecular volume.

Table 1.1 Values of parameters obtained by applying the molecular-kinetic theory to experimental data for various system [after Blake 2006; deRuijter et al. 1997; Hoffman 1975].

<table>
<thead>
<tr>
<th>Liquid-solid system</th>
<th>( \mu )</th>
<th>( \gamma )</th>
<th>( \theta_s )</th>
<th>( \lambda )</th>
<th>( \kappa^0 )</th>
<th>( \zeta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water on PET(^a)</td>
<td>0.001</td>
<td>72.4</td>
<td>82</td>
<td>0.36</td>
<td>(8.6 \times 10^9)</td>
<td>0.01</td>
</tr>
<tr>
<td>16% Glycerol/water on PET</td>
<td>0.0015</td>
<td>69.7</td>
<td>72.5</td>
<td>0.46</td>
<td>(3.6 \times 10^9)</td>
<td>0.012</td>
</tr>
<tr>
<td>86% Glycerol/water on PET</td>
<td>0.104</td>
<td>65.8</td>
<td>65</td>
<td>0.46</td>
<td>(3.5 \times 10^7)</td>
<td>1.2</td>
</tr>
<tr>
<td>Di-n-butyl phthalate on PET</td>
<td>0.196</td>
<td>34.3</td>
<td>&lt;5</td>
<td>1.8</td>
<td>(1.1 \times 10^6)</td>
<td>6.4</td>
</tr>
<tr>
<td>Silicone oil on glass</td>
<td>0.958</td>
<td>21.3</td>
<td>0</td>
<td>0.8</td>
<td>(2.3 \times 10^5)</td>
<td>35.9</td>
</tr>
<tr>
<td>Silicone oil on glass</td>
<td>98.8</td>
<td>21.7</td>
<td>0</td>
<td>0.8</td>
<td>(2.3 \times 10^3)</td>
<td>3580</td>
</tr>
</tbody>
</table>

\(^a\) Polyethelene terephthalate tape.

Defining the frequency of molecular displacements retarded only by solid-liquid interactions, \( \kappa^0_s \), as
\[ \kappa_s^0 = \frac{k_B T}{h_p} \exp \left( \frac{-\Delta G_s^*}{N_A k_B T} \right) \]  

and combining equations (1.21), (1.22) and (1.23), a simple relationship between \( \kappa^0 \) and viscosity was obtained:

\[ \kappa^0 = \frac{k_B^0 h_p}{\mu V_s} \]  

and it shows that \( \kappa^0 \) is inversely proportional to viscosity and consistent with the experimental observations as in Table 1.1.

To further investigate the effect of solid-liquid interaction on dynamic wetting, the specific activation free energy of wetting per unit area \( \Delta g^*_w \) and its surface interaction component \( \Delta g^*_s \) are introduced as:

\[ \Delta g^*_w = \frac{\Delta G^*_w}{\lambda^2 N_A}, \quad \Delta g^*_s = \frac{\Delta G^*_s}{\lambda^2 N_A} \]  

Here, \( \Delta g^*_s \) describes the size of the energy barriers of the adsorption/desorption events when the contact line moves across unit area of the solid surface, and it can, in a first approximation, be equal to the reversible adhesion work between the solid and the liquid:
\[ \Delta g_s' = \gamma (1 + \cos \theta_s) \quad (1.27) \]

Combining equations (1.24), (1.25), (1.26) and (1.27), the equilibrium frequency of the liquid molecular motion can be written as:

\[ \kappa^0 = \frac{k_B T}{\mu V_m} \exp \left[ \frac{-\lambda^2 \gamma (1 + \cos \theta_s)}{k_B T} \right] \quad (1.28) \]

Hence, substituting equation (1.28) into equation (1.20), an explicit relationship between the dynamic contact angle and the contact line speed can be obtained as:

\[ U = \frac{\lambda k_B T}{2 \mu V_m} \exp \left[ -\frac{\lambda^2 \gamma (1 + \cos \theta_s)}{k_B T} \right] \sinh \left[ \frac{\lambda^2 \gamma (\cos \theta_s - \cos \theta_d)}{2 k_B T} \right] \quad (1.29) \]

If the sinh function is small, the contact-line velocity can be approximated by a linear form:

\[ U = \frac{\gamma (\cos \theta_s - \cos \theta_d)}{\zeta} \quad (1.30) \]

where \( \zeta \) is the friction coefficient of contact line and can be defined as:

\[ \zeta = \frac{k_B T}{\lambda^3 \kappa_0} \quad (1.31) \]

Substitution of equations (1.22) and (1.25) into equation (1.28) gives:
\[
\zeta = \frac{\mu V_m}{\lambda^3} \exp \left[ \frac{\lambda^2 \gamma (1 + \cos \theta_s)}{k_B T} \right]
\]  

(1.32)

Equation (1.32) indicates that the friction of the contact line increases both with the liquid viscosity and the adhesion work. Experimentally, \( \zeta \), with the same units as dynamic viscosity, is usually larger than the viscosity as observed and increases both with viscosity and the strength of liquid-solid interactions as shown in Table 1.1.

With a strong connection between \( \kappa^0 \) and the work of adhesion, the molecular kinetic model predicts a good range of experimental data very well [Blake 1993, 2006; Schneemilch et al. 1998; Petrov et al. 2003]. Because there is no definitive way to predict the values of \( \lambda \), \( \kappa^0 \) and \( \zeta \) for a given solid-liquid system, they must be considered as adjustable parameters, but the values obtained by curve-fitting to the experimental data are always unreasonable [Petrov et al. 1992; Gribanova 1992; Cazabat 1992; Hayes and Ralston 1993; Sharpe et al. 2002]. The lack of a link to the wider hydrodynamics region of the liquid-solid system is another weakness of the molecular kinetic model. An ad hoc way of making such
a link is to combine the molecular kinetic model with the hydrodynamic model although they are from two very different theoretical frameworks.

**Combined Molecular Hydrodynamic Models**

Although the hydrodynamic theory and molecular kinetic theory are fundamentally different, both the hydrodynamic and molecular-kinetic models have been shown to be effective in describing the observation of the dynamic wetting in a range of capillary systems [Blake 2006]. Therefore, it is possible to combine the two models. deGennes (1985) proposed that the total dissipation of the dynamic wetting include both the bulk viscous dissipation and the nonviscous dissipation at the moving contact line. Brochard-Wyart and deGennes (1992) considered that the process of dynamic wetting is irreversible, and proposed that the rate of energy dissipation per unit length of the contact line is the product of the out-of-balance surface tension force and the flux $U$. It is written as:

$$
\gamma \left( \cos \theta_s - \cos \theta_d \right) U = \frac{6 \mu U}{\theta_d} \ln \left( \frac{L_b}{L_s} \right) + \zeta U^2
$$

(1.33)
The first term on the right hand side denotes the viscous losses in the wedge of liquid in the vicinity of the moving contact line, and the second one represents the contact line friction using the lubrication approximation where the friction coefficient $\zeta$ is evaluated by equation (1.32). Therefore, a combined model of hydrodynamic and molecular kinetic theories describing the relation between dynamic contact angle $\theta_d$ and capillary number $Ca$ is obtained:

$$Ca = \frac{\cos \theta_s - \cos \theta_d}{\zeta + \frac{6}{\theta_d} \ln \left( \frac{L_y}{L_s} \right)}$$

Equation (1.33) indicates that the viscous friction term predominates for small contact angles, and nonhydrodynamic friction for large contact angles.

According to the energy conservation of the wetting process, the free-energy change, $\Delta G_s$, caused by the moving contact line and the work $W_p$ done by the surface tension force should be equal to the sum of the energy dissipation at the contact line $E_c$ and the bulk viscous energy dissipation $E_v$ [Voinov, 1976]. Using the creeping-flow model for the intermediate region, the bulk
quantities \( W_p \) and \( E_v \) can be evaluated for large contact angles. Voinov (1976) ignored the capillary pressure work \( W_p \) with the planar assumption and derived the relationship between the contact angle and the contact line frictional force \( F_c \):

\[
\cos \theta_s - \cos \theta_m = \frac{F_c}{\gamma} \tag{1.35}
\]

For the symmetric cases, the frictional force \( F_c \) can be substituted by the nonlinearized Blake-Haynes expression [Blake and Haynes 1969; Petrov and Petrov 1992]:

\[
F_c = \frac{2k_B T}{\lambda^2} \sinh^{-1}\left(\frac{U}{2\kappa^0 \lambda}\right) \tag{1.36}
\]

Combining equation (1.35) from molecular kinetic theory with equation (1.14) based on the hydrodynamics approach, the dynamic contact angle can be modeled as:

\[
\theta_d = \left[ \cos^{-1} \left( \cos \theta_s - \frac{2k_B T}{\gamma \lambda^2} \sinh^{-1} \left( \frac{\gamma}{2\kappa^0 \lambda \mu} \right) \right) \right]^{\frac{1}{3}} + 9Ca \cdot \left[ \ln \left( \frac{L_H}{L_0} \right) - C_v \right]
\]  

\( \theta_d - Ca \) can be obtained by the curve fit of experimental data.
The combination of the traditional hydrodynamic model and the molecular kinetic models provides better agreement with experimental data than either one alone, and the value of parameters appeared more reasonable [Petro and Petro 1992; Blake 2006]. However, the combined model is essentially phenomenological and lacks robustness in the fitted values. Moreover, the model still remains restricted to small capillary numbers.

Shikhmurzaev Model

Shikhmurzaev (1993; 1994; 1997) has proposed a potentially far-reaching model to mathematically describe the advancing contact-line motion on a smooth solid surface. The standard hydrodynamic channels are adopted for the dissipation in his continuum treatment, and the non-equilibrium thermodynamics is used for the dissipation that is sourced from the formation and destruction processes of the moving contact interface. Hence, the microscopic dynamic contact angle is coupled directly to the flow [Blake 2006]. An emphasized fact of this model is the liquid at the liquid-gas interface transfers to the solid-liquid interface when the liquid
interface advances on the solid surface. The experimental observation of the material flux from the liquid-gas interface to the solid-liquid interface through the contact line has been reported in [Dussan and Davis 1974], but this flux is ignored in the traditional model. The difference of the properties, such as surface tension, density and structure, of the liquid-gas interface and the solid-liquid interface leads to a reorganization process of the molecules of the interfacial regions. Such a process is naturally diffusive and requires some time to complete. Accordingly, the tension of the solid-liquid interface will be disturbed from its equilibrium value and the balance of the interfacial tensions at the contact line will be broken down [Blake 2006], which will affect the microscopic contact angle $\theta_m$. $\theta_m$ is largely responsible for the macroscopic dynamic contact angle $\theta_d$.

The starting point of this model is that the well-know Young equation [Young 1805] is still validated for the moving capillary interface. For the stationary liquid, the static contact angle $\theta_s$ is defined by the Young equation [Blake et al. 1999]:
\[ \gamma_{1e} \cos \theta_s = \gamma_{3e} - \gamma_{2e} \]  

(1.38)

where \( \gamma_{1e}, \gamma_{2e}, \) and \( \gamma_{3e} \) are the equilibrium surface tensions of the liquid-gas, solid-liquid, and gas-solid interfaces, respectively.

For the moving contact line, the order-of-magnitude analysis [Shikhmurzaev 1993] indicates that the convective momentum fluxes along the interfaces are negligible compared to the surface tensions. Therefore, the Young equation, describing the force balance on the direction tangent to the solid surface, is still valid,

\[ \gamma_1 \cos \theta_d = \gamma_3 - \gamma_2 \]  

(1.39)

Within the framework of fluid mechanics, the deviation of at least one of \( \gamma_i \) (i=1,2,3) from its equilibrium value \( \gamma_{ie} \) is the only possible reason leading to the fact that \( \theta_d \) deviates from \( \theta_s \) for moving contact line. Experiments in [Blake et al. 1999] show that the length scale of the variation of the surface tension is comparable with that of the flow field variations in the vicinity of the contact line.

The experiments of the liquid spreading on the solid surface indicate that the free surface undergoes a
rolling motion to pass through the contact line to become
the liquid-solid interface [Dussan and Davis 1974; Dussan
1979]. Thus, there will be a fluid element, initially
belong to the free surface, reaches the three-phase
interaction region, traverses in a finite time to become
an element of the solid-liquid interface and finally
moves away from the contact line [Blake et al. 1999].
Thus, the surface properties including the surface
tension, which are related to this fluid element, will be
altered because of its location change from liquid-gas
interface to liquid-solid interface. Besides the
temperature, Shikhmurzaev (1993) characterized the
current interface state by the surface density $\rho^s$, and
introduced a linear equation of state:

$$\gamma_i = \zeta \left( \rho_0^s - \rho_i^s \right), \quad (i=1,2)$$  \hspace{1cm} (1.40)

where $\rho_0^s$ is a phenomenological constant. $\zeta$ is the
equilibrium property independent of viscosity and
inversely proportional to the liquid compressibility
[Blake 2006]. For the free surface, $\rho^s$ is always less
than $\rho_0^s$ and then $\gamma_1 > 0$, while for the liquid-solid
interface, $\gamma_z$ can be positive or negative [Blake et al. 1999].

Because the special fluid elements belong to the entire flow field, the surface tension relaxation process and the surface tension distribution along the interfaces are related to the flow geometry and the characteristics of the bulk hydrodynamics. For a moving contact line with speed of $U$, the length scale $L$ of the surface tension relaxation can be defined as:

$$L = Ut$$

(1.41)

where $t$ is introduced as the surface tension relaxation time.

To remove the shear-stress singularity at the contact line, the boundary conditions for the Navier-Stokes equations, with the assumption that the displaced gas is inviscid, have been outlined in the following. On the gas-liquid interface,

$$\mathbf{n} \cdot \mathbf{P} \cdot \mathbf{n} + p_0 = \gamma_z \kappa$$

(1.42)

$$(\mathbf{I} - \mathbf{n} \mathbf{n}) \cdot \mathbf{P} \cdot \mathbf{n} + \nabla \gamma_1 = 0$$

(1.43)

$$\gamma_1 = \zeta \left( \rho_g^s - \rho_i^s \right)$$

(1.44)
and on the liquid-solid interface:

\[ (I - nn) \cdot \mathbf{P} \cdot n + \frac{1}{2} \nabla \gamma_2 = \beta (u - U) \] (1.47)

\[ \gamma_2 = \zeta \left( \rho_0^s - \rho_2^s \right) \] (1.48)

\[ \frac{\partial \rho_2^s}{\partial t} + \nabla \cdot (\rho_2^s \mathbf{v}_2^s) = - \frac{\rho_2^s - \rho_{2e}^s}{\tau} \] (1.49)

\[ \mathbf{v}_2^s = \frac{1}{2} (u + U) + \alpha \nabla \gamma_2 \] (1.50)

where \( u \) is the bulk velocity evaluated at the interface, \( I \) is the metric tensor, \( n \) is the inward normal to the gas-liquid interface, \( \kappa = \nabla \cdot n \) is the curvature of the gas-liquid interface, \( U \) is the velocity of the solid, \( \mathbf{v}_1^s \) and \( \mathbf{v}_2^s \) denotes the surface velocity of the gas-liquid and liquid-solid interfaces, \( \rho_1^s \) and \( \rho_2^s \) are phenomenological coefficients as \( \rho_0^s \), \( \mathbf{P} \) is the stress tensor in the liquid defined as:

\[ \mathbf{P} = -pI + \mu \left[ \nabla u + (\nabla u)^T \right] \] (1.51)

Here, \( p \) is the pressure and \( \mu \) is the viscosity.
Therefore, \((\mathbf{I} - \mathbf{n}n) \cdot \mathbf{P} \cdot \mathbf{n}\), which appears in equations (1.43) and (1.47) represents the shear stress acting on the liquid-solid. Equations (1.45) and (1.49) are the surface continuity equation of the gas-liquid and solid-liquid interfaces, respectively. Equation (1.46) is proposed to relate the gradient of the surface tension to the liquid-gas surface velocity \(v^s_1\) and the bulk velocity \(\mathbf{u}\). Parameters \(\alpha\) and \(\beta\) are introduced to characterize the viscous properties of the interfaces with respect to the external torque and the surface tension gradient [Shikhmurzaev 1993; 1994; Blake et al. 1999].

The equilibrium surface tensions on the two interfaces are denoted as:

\[
\gamma_{1e} = \gamma_1 \rho_{1e}^s
\]

\[
\gamma_{2e} = \gamma_2 \rho_{2e}^s
\]

The distributions of the surface tensions at the contact line are related through equation (1.39), where \(\gamma_3\) is assumed to be a constant \((\gamma_3 = \gamma_{3e})\), and the rolling motion of the liquid at the contact line gives:

\[
\rho_1^s v^s_1 \cdot \mathbf{e}_x = \rho_2^s v^s_2 \cdot \mathbf{e}_g
\]
where \( \mathbf{e}_x \) and \( \mathbf{e}_y \) are unit vectors normal to the contact line and tangential to the liquid-gas and solid-liquid interfaces, respectively.

Hitherto, a closed set of the boundary conditions is provided. The singularity of the shear stress is removed in equation (1.47), while the true kinematics of the flow is preserved in equation (1.54) and the dynamic contact angle is given in equation (1.39). For the region far from the contact line, boundary conditions (1.42)-(1.50) reduce to the classical ones. Within the framework of surface hydrodynamics and irreversible thermodynamics, Shikhmurzaev's model is self-consistent.

Based the hydrodynamic equations under the above conditions, an analytical expression is obtained with simplifications for some cases [Shikhmurzaev, 1993; 1994; 1997]. For \( \text{Ca} \rightarrow 0 \), the free surface near the contact line is assumed to be locally planar, and the surface tension relaxation region can be separated into two asymptotic subdomains: one is dominated by viscous effect, the other by surface effects. The flow parameters are determined in the framework of the classical formulations. By matching the solutions for the different
regions, the following analytical expression for the velocity dependence of the contact angle for the cases of small capillary numbers is derived as:

$$\cos \theta_s - \cos \theta_d = \frac{2 \text{Sc} \cdot \text{Ca} \left( \rho_{2e}^{s*} + \rho_{2e}^{s*} u_b \right)}{(1 - \rho_{ie}^{s*}) \left[ \rho_{2e}^{s*} + (\text{Sc} \cdot \text{Ca}) \right]^{1/2} + \text{Sc} \cdot \text{Ca}}$$

(1.55)

where $\rho_{ie}^{s*} = \rho_{ie}^{s} / \rho_{0}^{s}$, $\text{Ca} = \mu U / \gamma_{ie}$, and the scaling factor $\text{Sc}$ is written as:

$$\text{Sc} = \left[ \frac{\gamma_{ie}^2 \tau \beta}{\mu^2 \rho_{0}^{s*} \zeta (1 + 4 \alpha \beta)} \right]^{1/2}$$

(1.56)

The function $u_0$, dependent on $\theta_d$ and scaled by contact line velocity $U$, is the tangential component of the free surface velocity in the reference frame moving with the contact line and takes the form:

$$u_0 (\theta_d) = \frac{\sin \theta_d - \theta_d \cos \theta_d}{\sin \theta_d \cos \theta_d - \theta_d}$$

(1.57)

If the viscosity of the gas is considered, the above equation is replaced by:

$$u_0 (\theta_d, k_{\mu}) =$$

$$\left( \frac{\sin \theta_d - \theta_d \cos \theta_d}{\sin \theta_d \cos \theta_d - \theta_d} \right) K(\theta_d) - k_{\mu} \left( \frac{\sin \theta_d - \theta_d \cos \theta_d}{\sin \theta_d \cos \theta_d - \theta_d} \right) K(\theta_d)$$

$$\left( \frac{\sin \theta_d \cos \theta_d - \theta_d}{\sin \theta_d \cos \theta_d - \theta_d} \right) K(\theta_d) + k_{\mu} \left( \frac{\sin \theta_d \cos \theta_d - \theta_d}{\sin \theta_d \cos \theta_d - \theta_d} \right) K(\theta_d)$$

(1.58)
where $\theta_2 = \pi - \theta_d$, $K(\theta) = \theta^2 - \sin^2 \theta$, and $k_\mu$ denotes the gas-to-liquid viscosity ratio.

Equation (1.55) describes the velocity dependence of the dynamic contact angle for certain simplifying conditions. The model can fit the experimental data for different capillary systems reported in [Blake and Shikhmurzaev 2002]. Intrinsically, the model can be applied to solve many complex dynamic wetting problems, such as wetting on residual films and wetting with surfactant solutions, with parameters determined by independent experiments [Ralston et al. 2008]. It is shown that the macroscopic dynamic behavior of wetting can be influenced by the microscopic characteristics of the system, such as the flow field near the contact line [Blake et al. 1999], but the mechanism of how the surface characteristics are related to the action of intermolecular forces remains to be explored.

1.4 Dynamics of Capillary Flow

To understand and describe the physical processes associated with the capillary penetration in porous media is of considerable importance for a variety of fields and
applications, such as soil science [Watanabe K and Flury M 2008], powder technology [Lazghab M et al. 2005], suspensions and emulsions stability [Cui et al. 2005], and paper-making technology [Stelljes MG et al. 2004].

For applications dependent on the rate of capillary penetration into the porous media with extremely complex structures, the detailed modeling of capillary penetration into them is yet unrealistic. For the practical characterization or design purpose, a simplified and widely-used model is the capillary penetration method. The model is based on the assumption that an equivalent cylindrical capillary can be defined by equating the penetration rate into this capillary to that in the studied porous medium. There are two parameters, the equivalent radius and the equivalent contact angle, that need to be determined from experimental data by comparing with the Lucas-Washburn equation [Washburn 1921], which describes the capillary flow in a circular uniform tube.

Although what the Lucas-Washburn equation describes is the process of the liquid penetration into cylindrical capillaries, Washburn (1921) suggested that this equation
can be applied to the penetration of liquids into any porous media by assuming the porous body consists of assemblies of cylindrical capillary tubes which is the basic idea of the capillary penetration method of the porous media characterization. Elley and Pepper (1946) used such a cylindrical tube model to determine the adhesion tension of Nujol, benzene, and water in a vertical plug of Pyrex glass powders. Studebaker and Snow (1955) developed a method for determining contact angles of capillary flow in porous media. In this method, the times required for two liquids: the reference liquid with zero contact angle and the purpose liquid with a finite contact angle, to travel a given distance through a particular powder bed. The mean apparent radius, $r_a$, of the powder bed is obtained by comparing the data of the reference liquid with the calculated results of Lucas-Washburn equation. With the assumption that the geometrical contributions to flow behavior are the same for both liquids, the contact angle of the second liquid can be calculated from the following equation:

$$\cos \alpha = \frac{\gamma_1 \mu t_1}{\gamma_2 \mu t_2}$$ (1.59)
This method is also called the two-liquid method. Similar studies estimating adhesion tension and contact angles of liquids with powders using this approach have been carried out by Crowl and Wooldridge (1967), and Bruil and Van Aartsen (1974). Good (1973) discussed the validity of the Washburn equation when applied to a porous medium and found an additional driving force due to the reduction in free energy of the solid covered by an adsorbed vapor film which may lead to a faster rate of penetration than that predicted by the Washburn equation. Recently, Lavi et al. (2008) assessed the validity of using the Washburn equation for porous media characterization by the two-liquid capillary penetration method numerically and experimentally. It was found that using the Washburn equation and ignoring inertia and dynamic contact angle effects may lead to very erroneous assessment of the capillary radius and the equilibrium contact angle, for a relatively wide range of capillary radii and equilibrium contact angles.

The core problem of the dynamic capillary rise in porous media and the porous media characterization is establishing a simplified model describing the physical
process of the dynamic capillary flow in a single tube, which approximately represents the characteristic geometry in the real porous media. The reported models include the circular uniform tube model, also called cylindrical tube model or Lucas-Washburn model, noncircular uniform tube model and nonuniform tube model which are reviewed hereafter in this section.

Capillary Flow in Circular Uniform Tubes

Washburn (1921) developed the equation to describe the rate of penetration of liquids into small cylindrical capillaries based on the laws of hydraulics. He assumed that the distance traveling in the initial turbulence period is negligible, and the Poiseuille region covers practically the entire flow. According to Poiseuille's law, neglecting the air resistance, the rate of flow through a cylindrical takes the following form:

$$ Q = \frac{\pi \Delta \rho}{8 \mu h} \left( r^4 + L_s r^3 \right) $$

(1.60)
where, $r$ is the radius of the tube, $h$ is the capillary penetration distance, $L_s$ is the slip length. $Q$ is the rate of flow and for a cylindrical tube it is written by:

$$Q = \pi r^2 \frac{dh}{dt}$$ (1.61)

The total effective driving pressure, $\Delta p$, consists of the external pressure, $P_e$, the hydrostatic pressure, $P_h$ and the capillary pressure given by Young-Laplace equation (1.1). Combining Equations (1.1), (1.59) and (1.60) and neglecting the slip length gives the so-called Lucas-Washburn equation:

$$\frac{dh}{dt} = \frac{r^2}{8\mu h} \left( P_e + P_h + \frac{2\gamma \cos \theta}{r} \right)$$ (1.62)

If there is no external pressure, a commonly used form of Lucas-Washburn equation is written as:

$$8\mu h \frac{dh}{dt} = 2\gamma \cos \theta - \rho gh r^2 \sin \varphi$$ (1.63)

where $\varphi$ is the incline angle of the tube with respect to the horizontal surface. Equation (1.62) indicates that the surface tension driven force is balanced by the viscous force and the gravitational force. For capillary flow in a horizontal cylindrical tube or where the gravitational force is negligible, an analytical solution
of equation (1.62) excluding the last term can be obtained with the initial condition \( h(0) = 0 \):

\[
h = \sqrt{\frac{\gamma \cos \theta}{2\mu}} \cdot \sqrt{t} \tag{1.64}
\]

Equation (1.63) implies that the wetting length of the liquid driven by surface tension force is dependent on the square root of time. Rideal (1922) also obtained this equation through a rather simple derivation. Brittin (1946) derived a more rigorous formulation of Lucas-Washburn equation by including the momentum of the liquid in the tube and the end-effect drag on the fluid entering the tube:

\[
h \frac{d^2 h}{dt^2} + \frac{5}{4} \left( \frac{dh}{dt} \right)^2 + \frac{8\mu}{\rho r^2} h \frac{dh}{dt} + gh \sin \varphi - \frac{2\gamma \cos \theta}{\rho r} = 0 \tag{1.65}
\]

Analogous to the above derivation for the rate of penetration of a liquid into a cylindrical tube, Levine and Neale (1975) derived the equation for the rate of wetting in a porous medium based on Darcy's law and evaluated the value of permeability by a Happel's cell-type model, which regards the porous medium as one consisting of identical spherical particles. Levine et al. (1977) later investigated various factors governing
the rate of wetting/dewetting of porous media and derived a macroscopic equation for the capillary phenomenon by including the energy dissipation due to irreversible movement of the meniscus.

Xiao et al. (2006) considered the entrance pressure loss effects by using recent Dreyer's (1993) model and dynamic contact angle effect by Newman's (1968) model to further modified Lucas-Washburn equation:

\[ (h + 1.028r) \frac{d^2h}{dt^2} + 0.958 \left( \frac{dh}{dt} \right)^2 + \frac{8\mu}{\rho r^2} (h + 0.25r) \frac{dh}{dt} + gh \sin \phi - \frac{2\gamma \cos \theta_d}{\rho r} = 0 \]  

(1.66)

The modified Washburn equation is a second-order non-linear differential equation, the solution of which can be obtained in the form of a double Dirichlet series [Brittin 1946; Xiao et al. 2006]. Other modifications of Lucas-Washburn equation by using a different dynamic contact angle model as discussed in the previous section can be found in [Joos et al. 1990; Hamraoui and Nylander 2002; Popescu et al. 2008]. Fisher and Lark (1979) validated the Lucas-Washburn equation for the flow of water and cyclohexane in very fine glass capillaries. The application of the Washburn equation in simple geometric
systems has also been shown in Blake et al. (1967) in examining two-phase capillary flow at various applied pressures. Dimitrov et al. (2007) investigated the capillary rise in nanopores and provided a molecular dynamics evidence for the Lucas-Washburn equation by taking the slip length into account.

**Capillary Flow in Noncircular Uniform Tubes**

In addition to the commonly used circular uniform tube model, describing the capillary flow in porous media, similar approaches have also been extended to consider irregular geometries. For example, the modeling of fluid flow in porous petroleum reservoir rocks can be improved upon by considering the pores to be triangular tubes [Dong and Chatzis 1995; Dong et al. 1995; Lago and Araujo 2001; Helland and Skjaeveland 2006; Jia et al. 2008]. Moreover, the capillary effect may become prevalent in the fluid system in a microgravity environment of space where capillary imbibitions flow in interior corners, also called grooves or wedges, which are of particular importance in space applications including all kinds of fluid management and control such
as fuel propellants and biological wastes, design of heat exchangers and heat pipes [Su and Lai 2004].

The static capillary behavior of liquids in irregular cross-sectional geometries has been well addressed by literature. Concus and Finn reported the effect of the contact angle and corner half-angle [Concus and Finn 1974a; 1974b] and container aspect ratio and corner rounding [Concus and Finn 1990] on the static capillary free surface in a wedge. Mason and Morrow (1991) investigated the meniscus curvature in cylindrical capillaries with a triangular cross section. Wong et al. (1992) proposed a novel solution approach to describe three dimensional menisci in polygonal capillaries based on the inclusion of molecular forces. Mason and Morrow (1994) examined the effects of the pore shape in porous media and the contact angle on the capillary displacement curvatures in pore throats formed by the surfaces of equal spheres. Mittelmann and Zhu (1996) described a numerical method to determine the shape of capillary surfaces with differing contact angles on adjacent faces of the corner. Strictly based on the Gauss-Laplace equation, deLazzer et al. (1996) derived the mathematical
relations for the mean curvature, $H$, of wedge-wetting interfaces in cylindrical containers of $N$-polygonal cross section, which are written as:

$$H = \cos \theta \cdot \sqrt{\frac{N}{S}} \tan \left( \frac{\pi}{N} \right), \quad \theta \geq \frac{\pi}{N}$$  \hspace{1cm} (1.67)

$$H = \frac{1}{2} \sqrt{\frac{N}{S}} \left[ \cos \theta \sqrt{\tan \left( \frac{\pi}{N} \right)} + \sqrt{\cos \theta \cos \theta + \frac{\pi}{N} - \theta} \right], \quad \theta < \frac{\pi}{N}$$  \hspace{1cm} (1.68)

where $S$ is the area of the cross section and $\theta$ is the contact angle.

A significant amount of attention has also been devoted to the dynamics of capillary flow in irregular geometries. Ayyaswamy et al. (1974) proposed that the evolution of the liquid obeys a nonlinear convection-diffusion equation by assuming the advancing liquid flow is quasi-unidirectional and the inertial effect is negligible. The coefficients of the equation are found to be dependent on a friction factor or the hydraulic resistance of the walls to the flow. A similar two-dimensional hydrodynamic solution of the capillary flow in a wedge is also obtained by Ransohoff and Radke (1988), although, a different nondimensional velocity distribution at any cross section along the flow
direction was used. They both discussed the effects of
the variation of the contact angle and wedge angle on the
flow behavior. Dong and Chatzis (1995) adopt this
formulation to analyze the liquid imbibition in the
corners of the square cross sectional capillary tube and
found a similarity solution applicable to their problem.

Ma et al. (1994) obtained an analytical expression
of velocity distribution of any cross section by assuming
a constant velocity of the free surface and numerically
studied the liquid-gas frictional interaction of the flow
in triangular microgrooves. The analysis of the heat
transfer in microheat pipes were reported in their later
work [Peterson and Ma 1996a; 1996b; Ma and Peterson
1997a; 1997b].

Catton and Stroes (2002) proposed a semi-analytical,
one-dimensional model for predicting the wetted length of
inclined triangular capillary grooves subject to below
heating. The model utilizes a macroscopic approach with
the concept of an apparent contact angle and the
assumption of constant liquid properties. Beyond the
studies on the dynamics of the steady-state flow
behavior, Romero and Yost (1996) considered the capillary
flow in a V-shaped surface groove. The similarity solution of the diffusion equation, derived from the law of mass conservation and the Poiseuille flow conditions, show that the location of the contact line is proportional to \((Dt)^{1/2}\) where \(D\) is a diffusion coefficient written as:

\[
D = \frac{\gamma h_0}{\mu} K(\theta, \alpha) \tag{1.69}
\]

where \(\gamma\) is the gas-liquid surface tension, \(\mu\) is the liquid viscosity, \(h_0\) is the depth of the groove depth, \(\theta\) is the contact angle, \(\alpha\) is the groove angle, and

\[
K(\theta, \alpha) = \frac{\Gamma(\theta, \alpha) \sin(\alpha - \theta) \tan \alpha}{\tilde{A}(\theta, \alpha)} \tag{1.70}
\]

\[
\tilde{A}(\theta, \alpha) = \frac{\sin^2(\alpha - \theta) \tan \alpha - (\alpha - \theta) + \sin(\alpha - \theta) \cos(\alpha - \theta)}{\tan^2 \alpha \cdot \sin^2(\alpha - \theta)} \tag{1.71}
\]

\[
\Gamma(\theta, \alpha) \approx \frac{1}{6} \cdot \left(1 + \cot \alpha \cdot \frac{\cos(\alpha - \theta) - 1}{\sin(\alpha - \theta)} \right) \left(\frac{\tilde{A}(\theta, \alpha)}{\cot \alpha}\right)^{1/2} \tag{1.72}
\]

\[
\frac{\cot^3 \alpha + 3.4 \cot^4 \alpha + \cot^5 \alpha}{1 + 3.4 \cot \alpha + 4 \cot^2 \alpha + 3.4 \cot^3 \alpha + \cot^4 \alpha}
\]

Verbist et al. (1996) and Kovscek and Radke (1996) modified the governing equation to include the effect of the gravity force on the spreading process.
Weislogel and Lichter (1998) reported their measurements of the capillary flow in an interior corner from a 2.2s drop tower and found three stages in a transient capillary wedge flow: the start-up stage governed by inertia; the intermediate regime modeled by a constant-flow-like similarity solution; and the final stage with constant interface height. Theoretically, they considered the spontaneous redistribution of capillary flow along an interior corner and obtained an asymptotic formulation on the limit of a slender liquid column with small inertia and low gravity. For the constant flow region and the constant height region, their similarity solutions indicate that the tip location of the liquid column increases as $t^{3/5}$ and $t^{1/2}$, respectively. The same relations are obtained by Su and Lai (2004) in both the analytic solutions and the numerical simulations for a capillary flow in a wedge with constant contact angle interfacial shear stress, contact angle and wedge angle. They also found that the functional relationship becomes invalid when the interface shear-stress varies in the flow direction.
Higuera et al. (2008) studied the time evolution of capillary rise of a wetting liquid in the gap between two vertical plates with a small wedge angle numerically and experimentally. They found that the height of the liquid increases proportionally to time in the first stage of evolution, and the effect of the gravity is negligible in a region around the edge of the gap. However, the maximum height, attained outside of this region, is proportional to the cubic root of time.

The motion of long bubbles in angular capillary tubes is investigated by Kolb and Cerro (1993) and Bico and Quéré (2002). For low gravity applications, a collection of solutions for capillary driven flows in interior corners of interest is provided by Weislogel (2003).

reported results of capillary flow in rectangular microchannels under gravity.

**Capillary Flow in Nonuniform Tubes**

The drawback with the uniform tube model discussed above is that an effective capillary radius cannot be ascribed to describe the nature of the real porous media with constrictions and expansions along the flow paths. Typically, kinetics of capillary rise by taking an average pore radius based on the pore size distribution was found to be faster than that observed experimentally [Patro et al. 2007; Patro and Jayaram 2008]. More realistic models of nonuniform capillaries have been proposed to incorporate the essential convergent-divergent nature of flow path in a porous medium. Dullien (1977) attempted to approximate the nature of flow in a porous medium by a simple stepped tube model which ascribed the slow capillary rise in porous media to the small driving forces on the meniscus in the divergent sections. Einset (1996) used the two-sized single pore model to analyze the rate of capillary rise of a liquid into a porous medium made up of consolidated
particulates, and the predicted infiltration rate is consistent with the experimental results. Sinusoidal capillary models (Sharma, 1991; Staples and Shaffer, 2002) with convergent-divergent sections have been developed as a more realistic representation of flow paths in porous bodies. Erickson et al. (2002) studied the dynamic capillary driven flow in straight convergent-divergent and divergent-convergent capillary tubes by using finite element numerical simulation. Young (2004) extended the sinusoidal capillary model to analyze the capillary driven flow in Erickson et al. (2002)’s specific non-uniform geometries. Patro et al. (2007) adopted the same non-uniform capillary model to explain the capillary rise kinetics inside porous Al₂O₃ compacts by using a sinusoidal capillary wall with convergent-divergent sections to approximate the real flow path in the porous medium.

1.5 Objectives of the Research

The current models for capillaries of axially varying cross sectional shapes [Sharma and Ross 1991; Staples and Shaffer 2002; Young 2004; Patro et al. 2007; Patro and Jayaram 2008] considered the nonuniform
geometry effect on the viscous terms in the cross sectional plane. But the likely variation of the axial velocity component in the main stream direction has not been accounted for in the viscous terms. The inertial effects were also ignored in the models. There are industrial applications of capillary flow in complex porous media where the axial flow variation and the inertial effects can be important. For instance, the rigid-capillary-pressing (RCP) technology is used to improve the dewatering efficiency in the paper-making process [Stelljes et al. 2004]. The paper industry is one of the major industrial energy users, and a large proportion of this energy is used to dry the wet paper web. Large mechanical presses are used for many paper grades to reduce the water content from approximately 3 kg water / kg fiber to about 1.5 kg water/ kg fiber, with thermal energy being used to further reduce the water content to about 0.05 kg water / kg fiber. In addition, there are many grades of paper, such as bath and facial tissue, which cannot be mechanically pressed to dewater the sheet in order to maintain end-use properties. For these grades, virtually 100% of the water
(approximately 3 kg water / kg fiber) is currently removed via evaporation. Removal of some of this water via capillary action has the potential to substantially decrease the thermal energy use needed to dry these grades. Experiments have shown that capillary dewatering, using the layered, porous structures can remove approximately 0.5 to 0.7 kg water/kg fiber, which results in 16 - 20% thermal energy savings. During this dewatering process, the capillary flow passes through a thin porous medium with large change in pore sizes. The porous medium is composed of layers of lamina of pore sizes ranging possibly from 10μm to 1000μm.

A more physically realistic modeling of the capillary rise will help advance the understanding of the various fluid dynamic mechanisms at work in such porous media. A general non-uniform capillary model is proposed to describe the capillary flow kinetics in any varying cross-sectional tubes. The analysis started from the Navier-stokes equation and was based on the parabolic velocity profile assumption in the primary axis direction. The governing equation is derived by the
integration of the axial momentum equation over the liquid volume.

The present model is first validated by comparing the solutions of circular cylindrical tubes, rectangular cylindrical tube and the convergent-divergent and divergent-convergent tubes with the previous solutions. The proposed model is then applied to four different tube geometries, including a linearly divergent/convergent wall, parabolic varying wall, sinusoidal wall, and sinusoidal divergent wall. The nonuniformity effects are investigated in detail. The simulation results, especially for the capillary flow under the influence of gravity, show that the present model predicts significant effects of nonuniformity in comparison with the previous model.

Using perturbation method, a closed-form expression of velocity distribution is obtained by an asymptotic series solution of stream function in a circular ctube of varying radius, which offers an improvement over the parabolic form. Based on the new velocity distribution, a new governing equation is derived using the proposed theoretical approach. The modified capillary model also
considers the dynamic contact angle (DCA) effect. A new DCA model, combining the current velocity-dependent model based on molecular-kinetic theory and empirical time-dependent model based on experiments, is proposed to describe the dynamic transition process of the gas-liquid interface. The applicable scope of the new DCA model is extended to the entire process from the initial state to the equilibrium state. The proposed model is validated by examining a series of experiments of the capillary rise in nonuniform tubes.

The similar analytical approach has also been extended to investigate the capillary flow kinetics in a specific multi-layer porous medium, called Rigid-Capillary-Pressing (RCP) medium, which is invented by the Procter & Gamble company and is used for a high-efficiency dewatering in the paper making process. An analytical model has been developed to model the RCP dewatering process. In comparison with the experimental data, the proposed theoretical model predicts well the dewatering performance of the device, and hence, can potentially be used as an industrial design optimization tool.
This analytical work also can be applied to the capillary flow in other complex geometries and various porous media.
CHAPTER 2
MODELING OF CAPILLARY FLOW OF CONSTANT CONTACT ANGLE IN TUBES OF NONUNIFORM ELLIPTICAL CROSS SECTION

In this chapter, the capillary flows in nonuniform capillaries with elliptical cross section are investigated analytically. The analysis starts from the Navier-Stokes equations, and a governing equation is derived by the integration of the axial momentum equation over the liquid volume. The analysis has been developed by assuming a parabolic distribution for the velocity component in the primary flow direction and has considered the secondary flow components based on mass conservation. Compared to the classic Lucas-Washburn equation [Washburn 1921; Brittin 1946; Hamraoui and Nylander 2002; Xiao et al. 2006] and the existing nonuniform capillary model equations [Sharma and Ross 1991; Staples and Shaffer 2002; Young 2004; Patro et al. 2007; Patro and Jayaram 2008], the model presented in this chapter incorporates the inertial terms and the viscous terms for nonuniform geometries with the constant contact angle assumption. The derived nonlinear, second-
order differential equation is complex, and a MatLab code has been developed to solve the equation numerically by using the adaptive Runge-Kutta-Fehlberg method [Curtis and Patrick 1994]. The present model is first validated by comparing its solution with that of the existing model equations for the circular cylindrical tubes, rectangular cylindrical microchannels [Ichikawa et al. 2004; Jong et al. 2007], and convergent-divergent (C-D) and divergent-convergent (D-C) capillaries [Erickson 2002]. The proposed model is then applied to capillaries with parabolic varying wall, simple sinusoidal wall, and divergent sinusoidal wall. The nonuniform geometry effects are investigated in detail. The simulation results, especially those for capillaries with large variations of cross section, show that there are significant effects of nonuniform geometry in the cases studied.

2.1 Model Equation

The proposed model equation is first derived, and its characters are discussed in the section.
Derivation of the Governing Equation

For Newtonian, incompressible fluid flows of constant density and viscosity, the Navier-Stokes equations can be written in the Cartesian coordinates \( (x, y, z) \) as,

\[
\frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial y} + \frac{\partial v_z}{\partial z} = 0
\]

(2.1)

\[
\rho \left( \frac{\partial v_x}{\partial t} + v_x \frac{\partial v_x}{\partial x} + v_y \frac{\partial v_x}{\partial y} + v_z \frac{\partial v_x}{\partial z} \right)
= \mu \left( \frac{\partial^2 v_x}{\partial x^2} + \frac{\partial^2 v_x}{\partial y^2} + \frac{\partial^2 v_x}{\partial z^2} \right) - \frac{\partial p}{\partial x}
\]

(2.2)

\[
\rho \left( \frac{\partial v_y}{\partial t} + v_x \frac{\partial v_y}{\partial x} + v_y \frac{\partial v_y}{\partial y} + v_z \frac{\partial v_y}{\partial z} \right)
= \mu \left( \frac{\partial^2 v_y}{\partial x^2} + \frac{\partial^2 v_y}{\partial y^2} + \frac{\partial^2 v_y}{\partial z^2} \right) - \frac{\partial p}{\partial y}
\]

(2.3)

\[
\rho \left( \frac{\partial v_z}{\partial t} + v_x \frac{\partial v_z}{\partial x} + v_y \frac{\partial v_z}{\partial y} + v_z \frac{\partial v_z}{\partial z} \right)
= \mu \left( \frac{\partial^2 v_z}{\partial x^2} + \frac{\partial^2 v_z}{\partial y^2} + \frac{\partial^2 v_z}{\partial z^2} \right) - \frac{\partial p}{\partial z}
\]

(2.4)

where, \( v_x, v_y, \) and \( v_z \) are velocity components in \( x, y, \) and \( z \) directions, respectively. \( t, \rho, p, \) and \( \mu \) denote time, density, pressure, and viscosity, respectively.

The surface tension driven liquid flows in tubes with nonuniform cross section distribution along the axis of the tube are considered. Figure 2.1 shows a sketch of
such a capillary tube. Elliptic cross section is assumed, and the perimeter of the cross section is governed by:

\[ x^2 + Ky^2 = R^2(z) \]  \hspace{1cm} (2.5)

where \( R \) denotes the semi-major axis that varies along the \( z \) direction. \( K \) denotes the square of the ratio of the semi-major axis to the semi-minor axis.
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Figure 2.1 Schematic of a nonuniform tube with elliptical cross-section.

The elliptical cross section allows for the modeling of tubes with a cross section ranging from circular to near rectangular. In this analysis, the length scale of the local axial variation of the cross-sectional dimension is assumed small compared with the length of the capillary considered, which is valid for most engineering applications.
Due to the small Reynolds number, the capillary flows are laminar in nature, and a parabolic profile is assumed for the axial velocity component $v_z$. That is,

$$v_z(x, y, z, t) = 2 \frac{dh R^2(h)}{dt R^2(z)} \left(1 - \frac{x^2}{R^2(z)} - K \frac{y^2}{R^2(z)} \right), \quad z < h \quad (2.6)$$

where $h$ represents the height of the capillary rise and $dh / dt$ the average velocity of the flow front. Similar parabolic axial velocity distributions are widely used for the axial velocity component. Such a velocity distribution is not expected in regions near the entrance of the capillary and near the meniscus. However, for uniform circular capillaries, the entrance length was reported to be about two hydraulic diameters [Duarte et al. 1996], which is small compared with the length of the tubes studied here. The meniscus depth is also assumed small compared with tube length considered. Therefore, the error introduced by the approximation of $v_z$ is limited to a very short-time period after the meniscus is allowed to rise in the capillary tube. For $v_x$ and $v_y$, we consider a radial flow model and assume that:

$$\frac{v_y}{v_x} = \frac{y}{x} \quad (2.7)$$
From Equations (2.1), (2.6), and (2.7), the expressions for \( v_x \) and \( v_y \) are obtained as:

\[
v_x(x, y, z, t) = 2 \frac{R^2(h)}{R^2(z)} \frac{dh}{dt} \frac{dR(z)}{dz} \left( -\frac{x^3 + Ky^2x}{R^3(z)} + \frac{x}{R(z)} \right)\]  
(2.8)

\[
v_y(x, y, z, t) = 2 \frac{R^2(h)}{R^2(z)} \frac{dh}{dt} \frac{dR(z)}{dz} \left( -\frac{yx^2 + Ky^3}{R^3(z)} + \frac{y}{R(z)} \right)\]  
(2.9)

![Figure 2.2 Velocity contour and velocity vector for sinusoidal tube.](image)

Equations (2.6), (2.8), and (2.9) describe the three-dimensional velocity field model used in the current formulation for nonuniform cross sections. The velocity vectors and the velocity magnitude contours, normalized by \( 2 \frac{R^2(h)}{R^2(z)} \frac{dh}{dt} \), on the quarter planes for a sinusoidally varying tube are shown in Figure 2.2. The
velocity field model satisfies the no-slip boundary condition on the tube wall. At the limit of an interface height reaching equilibrium where \( dh / dt \to 0 \), the three modeled velocity components diminish, and the flow represented by the model becomes stationary. The velocity model suggests that the magnitudes of secondary velocity components vary with the axial variation of the cross sections \( dR / dz \). For cases with uniform cross sections, or \( dR / dz = 0 \), the secondary flow, represented by \( v_x \) and \( v_y \), becomes zero, which agrees with the widely used unidirectional flow approximation. For axially divergent tubes, where \( dR / dz > 0 \), the modeled secondary flow moves radially outward. Similarly, the modeled secondary flow moves inward for convergent tubes. According to the velocity model, the ratio of the velocity magnitude of the secondary flow to that of the primary flow is:

\[
\frac{\sqrt{v_x^2 + v_y^2}}{v_z} = \frac{\sqrt{x^2 + y^2}}{R(z)} \cdot \frac{dR(z)}{dz} \tag{2.10}
\]

For tubes with small divergence/convergence, the secondary flow is small, and the velocity model is valid. For tubes with large divergence/convergence, the secondary flow components are always small near the tube
centerline, but can become significant toward the perimeter of the tube. In this region, the approximation that the axial velocity component distributes in a parabolic manner can be less satisfactory.

To examine a transient capillary rise problem where the interface, starting from \( z = 0 \) at \( t = 0 \), has reached a height of \( z = h \) at time \( t \), a control volume enclosing the liquid in the capillary between the inlet and the interface is selected. The z-momentum Equation (2.4) is integrated in the control volume, which gives:

\[
\iiint \rho \left( \frac{\partial v_z}{\partial t} + v_x \frac{\partial v_z}{\partial x} + v_y \frac{\partial v_z}{\partial y} + v_z \frac{\partial v_z}{\partial z} \right) dV
\]

\[
= \iiint \mu \left( \frac{\partial^2 v_z}{\partial x^2} + \frac{\partial^2 v_z}{\partial y^2} + \frac{\partial^2 v_z}{\partial z^2} \right) dV + \iiint \left( \frac{\partial p}{\partial z} \right) dV
\]

Using the expressions of the velocity components \( v_x, v_y, v_z \) as shown in Equations (2.6), (2.8) and (2.9), the terms appeared in Equation (2.11) can be expressed as follows after the calculation of the area integration on the cross section.

\[
\iiint \rho \frac{\partial v_z}{\partial t} dV = \frac{\pi}{\sqrt{K}} \rho \frac{dh}{dt} \left[ \frac{d}{dt} R(h)^2 h \right]
\]
\[ \iiint \rho v_x \frac{\partial v_x}{\partial x} \, dV = \frac{4\pi}{3} \sqrt{K} (1 + K) (3K + 1) (3 + K) \rho \left( \frac{dh}{dt} \right)^2 R(h)^4 \int_0^h \frac{1}{R(z)^3} \, dR(z) \, dz \]  

(2.13)

\[ \iiint \rho v_y \frac{\partial v_z}{\partial y} \, dV = -\frac{4\pi}{3} \sqrt{K} (3K^2 + 14K - 1) \rho \left( \frac{dh}{dt} \right)^2 R(h)^4 \int_0^h \frac{1}{R(z)^3} \, dR(z) \, dz \]  

(2.14)

\[ \iiint \rho v_z \frac{\partial v_z}{\partial z} \, dV = -\frac{4\pi}{3\sqrt{K}} \rho \left( \frac{dh}{dt} \right)^2 R(h)^4 \int_0^h \frac{1}{R(z)^3} \, dR(z) \, dz \]  

(2.15)

\[ \iiint \mu \frac{\partial v_x}{\partial x^2} \, dV = -\frac{4\pi}{\sqrt{K}} \mu \frac{dh}{dt} R(h)^3 \int_0^h \frac{1}{R(z)^2} \, dz \]  

(2.16)

\[ \iiint \mu \frac{\partial v_y}{\partial y^2} \, dV = -4\pi\sqrt{K} \mu \frac{dh}{dt} R(h)^2 \int_0^h \frac{1}{R(z)^2} \, dz \]  

(2.17)

\[ \iiint \mu \frac{\partial v_z}{\partial z^2} \, dV = -\frac{8\pi}{\sqrt{K}} \mu R(h)^2 \frac{dh}{dt} \int_0^h \left( \frac{dR(z)}{dz} \right)^2 \frac{1}{R(z)^2} \, dz \]  

(2.18)

For the pressure term, it is known [Sharma and Ross 1991] that \( \partial p / \partial z \) is proportional to \( 1 / R(z)^4 \). A general expression is adopted here,

\[ \frac{\partial p}{\partial z} = \frac{E}{R(z)^4} \]  

(2.19)

where the function \( E \) is independent of \( z \). Since we are considering capillary-driven flow,

\[ \int_0^h \frac{E}{R(z)^4} \, dz = \frac{2y \cos \theta}{r_e} - \rho gh \]  

(2.20)
where, $\gamma$ is the surface tension coefficient, $\theta$ is the contact angle. $r_e$ is the effective radius of the cross section at the interface position. For the ellipse at $z = h$, the effective radius can be calculated by

$$r_e = \frac{\pi R(h)}{\pi + 2(\sqrt{K} - 1)} \quad (2.21)$$

Therefore,

$$E = \left( \frac{2\gamma \cos \alpha}{r_e} - \rho gh \right) \cdot \left[ \int_{0}^{h} \frac{1}{R(z)^4} \, dz \right]^{-1} \quad (2.22)$$

Then, the pressure term can be obtained as:

$$\iiint \left( -\frac{\partial P}{\partial z} \right) dV \quad (2.23)$$

$$= \frac{\pi}{\sqrt{K}} \cdot \left[ \frac{2\gamma \cos \alpha (\pi + 2(\sqrt{K} - 1))}{\pi R(h)} - \rho gh \right] \cdot \int_{0}^{h} \frac{1}{R(z)^4} \, dz$$

By rearranging the terms, we may write the above equation as:

$$\rho \frac{d}{dt} \left( \frac{dh}{dt} R(h)^2 h \right) - \frac{8}{3} \rho \left( \frac{dh}{dt} \right)^2 R(h)^4 c_i$$

$$= -8\mu R(h)^2 \frac{dh}{dt} \left[ c_2 + \frac{(1 + K) c_3}{2} \right]$$

$$+ \frac{2 \left[ \pi + 2(\sqrt{K} - 1) \right] \gamma \cos \theta}{\pi R(h)} \cdot \frac{c_3}{c_4} - \rho gh \cdot \frac{c_2}{c_4} \quad (2.24)$$
$\theta$ is the contact angle that, when incorporating the effect of the wall curvature [Patro et al. 2007], can be written as:

$$\theta = \theta_\alpha + \theta_c$$  \hspace{1cm} (2.25)

Here, $\tan \theta_\alpha = \frac{dR(z)}{dz}$ is the slope of the wall profile and $\theta_c$, the equilibrium contact angle.

The coefficients $c_1$, $c_2$, $c_3$ and $c_4$ that appear in Equation (2.12) are written as:

$$c_1 = \int R(z)^3 \frac{dR(z)}{dz} \, dz$$  \hspace{1cm} (2.26)

$$c_2 = \int \left( \frac{dR(z)}{dz} \right)^2 \frac{1}{R(z)^2} \, dz$$  \hspace{1cm} (2.27)

$$c_3 = \int \frac{1}{R(z)^2} \, dz$$  \hspace{1cm} (2.28)

$$c_4 = \int \frac{1}{R(z)^4} \, dz$$  \hspace{1cm} (2.29)

The governing equation (2.24) incorporates the nonuniformity geometry effect through the above parameters and the contact angle which is discussed thereafter.
Characteristics Analysis

The second-order nonlinear differential equation (2.24) governs the transient rise of the liquid interface in the nonuniform cross sectional capillary. Equation (2.24) contains terms commonly found in various forms of capillary equations. They are the viscous terms, the surface tension terms, and the gravity term, which, respectively, are the first, second, and the third terms on the right hand side of equation. In addition, the present model also includes the effects of fluid inertia on the left hand side of the equation.

For a circular ($k = 1$) cylindrical capillary of radius $R_0$, Equation (2.24) can be written as:

$$
\pi \rho R_0^2 \frac{d^2 h}{dt^2} + \pi \rho R_0^2 \left( \frac{dh}{dt} \right)^2 = -8 \pi \mu h \frac{dh}{dt} + 2 \pi \gamma R_0 \cos \theta_s - \pi \rho g R_0^2 h
$$

That is, the current model equation reduces to the modified Lucas-Washburn equation [Hamraoui and Nylander 2002]. For a nonuniform tube with circular cross section, Equation (2.24) can be written as:

$$
I_c + 8 \mu N_c (1 + V_c) \cdot \frac{dh}{dt} = 2 \gamma \cos \theta_s - \rho gh \cdot R(h)
$$

where,
\[ I_c = \frac{c_4}{c_3} \cdot \rho R(h) \frac{d}{dt} \left[ \frac{dh}{dt} R^3(h) \right] - \frac{8c_1c_4}{3c_3} \cdot \rho \left( \frac{dh}{dt} \right)^2 R^5(h) \quad (2.32) \]

\[ V_c = \frac{c_2}{c_3} \quad (2.33) \]

\[ N_c = c_4 R^3(h) \quad (2.34) \]

When the fluid inertia effect is negligible, equation (2.31) reduces to:

\[ 8\mu N_c \cdot (1 + V_c) \cdot \frac{dh}{dt} = 2\gamma \cos \theta - \rho gh \cdot R(h) \quad (2.35) \]

A comparison of Equation (2.35) and the equation reported by Staples and Shaffer (2002) and Young (2004) for nonuniform, circular capillary flows,

\[ 8\mu N_c \cdot \frac{dh}{dt} = 2\gamma \cos \theta - \rho gh \cdot R(h) \quad (2.36) \]

shows that both equations contain terms accounting for viscous, surface tension, and gravity effects and neglect inertia term \( I_c \). \( N_c \) appears in both models, and it represents the nonuniform geometry effect associated with the two viscous terms on the cross sectional plane: \( \mu \frac{\partial^2 v_x}{\partial x^2} \)

and \( \mu \frac{\partial^2 v_x}{\partial y^2} \). \( V_c \) represents the nonuniform geometry effects in the viscous terms in the current model equation that has not been considered in Equation (2.36) [Staples and Shaffer 2002; Young 2004]. \( V_c \) includes the nonuniformity...
effect associated with the axial viscous normal stress
\[ \mu \frac{\partial^2 v_z}{\partial z^2} \]. This term was neglected in the derivation of
Equation (2.36). Equation (2.35) reduces to Equation
(2.36) if \( V_c \) is set equal to zero. As will be shown, the
effect of the axial variation of the viscous stress and
the inertial terms can be significant in the cases
studied.

The capillary interface will reach equilibrium state
with the presence of gravity. At equilibrium, \( \frac{dh}{dt} = 0 \)
and Equation (2.31) becomes:
\[ 2\gamma \cos \theta - \rho gh \cdot R(h) = 0 \quad (2.37) \]
At the initial time, \( t \to 0 \) and \( h \to 0 \), Equation (31) can
be simplified as:
\[ \rho R_{h \to 0} \left( \frac{dh}{dt} \right)_{t \to 0}^2 = 2\gamma \cos \theta_{t \to 0} \quad (2.38) \]
An estimation of the speed of the initial capillary
rise under inertial effects can be made accordingly,
\[ v_0 = \frac{dh}{dt}_{t \to 0} = \sqrt{\frac{2\gamma \cos \theta_{t \to 0}}{\rho R_{h \to 0}}} \quad (2.39) \]
Without inertial effect, as indicated in Equation (2.35),
the initial capillary rise velocity approaches infinity
in the limit of \( h \to 0 \). The inertial effect, therefore,
renders the initial capillary rising speed finite, which can be observed from the results shown in the following section.

2.2 Model Validation

To validate the proposed nonuniform capillary model, the capillary flows in several commonly found geometries, including the circular cylindrical capillary, rectangular cylindrical microchannels, and Erickson’s nonuniform geometries [21], are investigated using the proposed model. For all the following cases, the second-order differential equation (2.31) and the first-order differential equations (2.35) and (2.36) are solved by using the Runge-Kutta method. The calculations start from an initial height of $10^{-13}$ m at $t = 0$. The time step is adaptively adjusted by using the Fehlberg scheme [Curtis and Patrick 1994] with critique error of $10^{-10}$, and the initial time step $\Delta t_{init} = 10^{-15}$ s. Numerical integration of Equation (2.31) is not sensitive to the value used for the initial velocity. For instance, the numerical solutions of different cases, of which the initial velocity ranges from zero up to $100$ m/s, quickly ($<10^{-10}$ s)
asymptote to the same solution curve as that obtained by using the value based on Equation (2.39).

Circular Cylindrical Capillary

To verify the model equations derived above, the rise of the meniscus in a capillary of a uniform circular cross section of radius \( R_0 = 50\, \mu m \) will be used as the first test problem.

Figure 2.3 Comparison of the present model solution with the FEM solution [Erickson et al. 2002] for the capillary rise in a 100-\( \mu \)m-diameter capillary tube.
The surface tensions used are 0.07 and 0.05 N/m, respectively. Also, $\theta_s = 30^\circ$, $\rho = 1000 \text{ kg/m}^3$, and 
$\mu = 0.001 \text{ kg} \cdot \text{m}^{-1} \text{s}^{-1}$.

Figure 2.3 compares the results of the present model with the finite element method (FEM) results [Erickson et al. 2002]. As it can be seen, the advancement of the interfaces as calculated by the present model agrees with the numerical solution for both surface tensions.

![Figure 2.4 Effects of fluid inertia on the capillary rise in circular cylindrical tubes of different radius.](image)
The inertia terms in the present model depend on the radius of the capillary, $R_0$, the rise velocity $dh/ dt$, and $d^2h/ dt^2$. To investigate the influence of the inertial terms on the capillary flow, we consider four tubes of different radii ($R_0 = 0.1, 0.2, 0.3,$ and $0.4\text{ mm}$) with $\gamma = 70\text{ mN/m}$. Figure 2.4 shows the time variation of the difference of the meniscus heights between that with the inertia terms included and that without. Without the fluid inertia, the flow fronts rise significantly faster initially for all four tubes. The meniscus for the two small tubes ($R_0 = 0.1$ and $0.2 \text{ mm}$) remain ahead at later time ($\Delta h > 0$), but the separation appear to decrease over the calculation time period.

For the tube with $R_0 = 0.3\text{ mm}$, $\Delta h$ turns negative for $t > 0.15\text{ sec}$. That is, the capillary rise is higher for the case with inertia than that without. For $R_0 = 0.4\text{ mm}$, the change of sign occurs earlier around $t = 0.1\text{ sec}$. At a later time, the effect of these overshoots disappears, and $\Delta h$ approaches zero. Therefore, the fluid inertia can modify the initial capillary rise significantly and the effect diminishes with time.
Rectangular Cylindrical Capillary

The capillary flows in uniform rectangular microchannels, that have been studied analytically [Ichikawa et al. 2004] and experimentally [Jong et al. 2007], are used as the second test problem for the present model.

![Graph](image)

Figure 2.5 Comparison of capillary rises for rectangular cylindrical tubes.

The dimensions of the rectangular cross sections are 20mm × 0.15mm and 20mm × 0.2mm. The surface tension used
is 0.0212 N/m, $\theta_s = 2^\circ$, $\rho = 970$ kg/m$^3$, and $\mu = 0.97$ kg/ms.

Since the aspect ratios of the rectangular cross sections are relatively large (133 and 100), it may be approximated by using the present elliptic cross section model in which the perimeters of the ellipses are the same as that of the rectangles, and the values of the corresponding $K$ of the ellipses are 17,689 and 10,000, respectively.

As shown in Figure 2.5, the present solutions agree with both the measurement [Jong et al. 2007] and the analytical results obtained by Ichikawa's uniform rectangular capillary model [Ichikawa et al. 2004].

**Circular Convergent-Divergent (C-D) and Divergent-Convergent (D-C) Capillary**

The two test cases shown above validate the present model for uniform capillary flows with circular and rectangular cross sections. Since the present model is proposed for capillary flows in nonuniform tubes, the capillary flow in nonuniform geometries [Erickson et al. 2002] shown in Figure 2.6 is used as the third test problem.
The reported solutions [Erickson et al. 2002] were obtained by solving the Navier-Stokes equations using FEM without including the gravitational body force. The overall length of the two microchannels, and the corresponding length of the contraction and the expansion sections are the same between the two capillaries. They are $H_1=20\text{mm}$, $H_2=H_3=2.8647\text{mm}$, $H_4=40\text{mm}$, $\theta_s=0.5^\circ$. The cross section is circular and $R_{\text{max}}=50\mu\text{m}$, $R_{\text{min}}=25\mu\text{m}$. The fluid properties are $\rho=1000\ \text{kg/m}^3$, $\mu=0.001\ \text{kg/ms}$, $\gamma=30\ \text{mN/m}$, $\theta_s=30^\circ$.

![Diagram of capillary geometries](image)

Figure 2.6 Convergent-divergent and divergent-convergent capillary geometries [Erickson et al. 2002].
Since the gravity effect is not considered [Erickson et al. 2002], the present model equation can be written as:

\[ I_c + 8\mu N_c \cdot (1 + V_c) \cdot \frac{dh}{dt} = 2\gamma \cos \theta \] (2.40)

Figure 2.7 Convergent-divergent and divergent-convergent capillary geometries [Erickson et al. 2002].

The results for the capillary rises, \( h \) versus time \( t \), are compared with the results obtained by using FEM [Erickson et al. 2002] as shown in Figure 2.7. For
comparison, the results obtained by using the previous model equation (2.36) [Staples and Shaffer 2002; Young 2004] less the gravity term are also included. That is,

\[ 8\mu N_c \cdot \frac{dh}{dt} = 2\gamma \cos \theta \quad (2.41) \]

Figure 2.7 shows that the present model results agree with both the FEM solution and that based on the model proposed by Staples and Shaffer (2002) and Young (2004). The results indicate that both the values of \( I_c \) and \( V_c \) are approximately zero. As was discussed earlier, the inertial effect diminishes with time, and the nonuniformity effect is related to the axial normal stress term \( \mu \frac{\partial^2 v_i}{\partial z^2} \), which exists only when the flow interface passes through nonuniform cross sections. Since the converging/diverging sections (i.e. \( H_2 \) and \( H_4 \)) are much shorter than the uniform sections (i.e. \( H_1, H_3 \) and \( H_5 \)) in the cases considered, the nonuniform effect in \( V_c \) is less apparent.

2.3 Results of Nonuniform Capillaries

The proposed model is applied to the capillary flow in tubes of nonuniform cross section. The capillary rises
in parabolic nonuniform tubes are assessed, and the nonuniformity effects appearing in the present model Equation (2.31) are investigated in detail. Moreover, the capillary flows in sinusoidal and divergent sinusoidal tubes, which model capillary flows in porous media, are also considered.

Parabolic Nonuniform Capillary

To examine fully the nonuniform effect on the capillary rise, a microscale capillary a with parabolic varying wall as shown in Figure 2.8 is considered.

![Figure 2.8 Sketch of capillary with parabolic wall.](image)

The throat is located at \( z_0 \). Circular cross section is considered \((K=1)\), and the radius \( R(z) = R_0 + R_k (z - z_0)^2 \), where \( R_k \) is a constant. The base radius \( R_0 = 20\mu m \). The fluid properties are \( \rho = 998.2\text{kg/m}^3 \), \( \gamma = 72\text{mN/m} \),
\( \mu = 0.001 \text{kg/ms}, \) and \( \theta_s = 30^\circ. \) The coefficients \( c_1, c_2, c_3, \) and \( c_4 \) in Equation (2.24) can be expressed explicitly by substituting the geometry relations into Equations (2.26)-(2.29) as follows:

\[
c_1 = \frac{1}{2} \left[ \frac{1}{R(0)^2} - \frac{1}{R(h)^2} \right]
\]

\[
c_2 = 2 \left[ \frac{1}{\sqrt{R_0 / R_k}} \tan \left( \frac{h - z_0}{\sqrt{R_0 / R_k}} \right) \right. \\
\left. + \frac{1}{\sqrt{R_0 / R_k}} \tan \left( \frac{z_0}{\sqrt{R_0 / R_k}} \right) - \frac{R_k(h - z_0)}{R_h} - \frac{R_k z_0}{R(0)} \right]
\]

\[
c_3 = \frac{1}{2R_0} \left[ \frac{h - z_0}{R(h)} + \frac{z_0}{R(0)} + \frac{\tan \left( \frac{h - z_0}{\sqrt{R_0 / R_k}} \right)}{\sqrt{R_0 R_k}} + \frac{\tan \left( \frac{z_0}{\sqrt{R_0 / R_k}} \right)}{\sqrt{R_k R_0}} \right]
\]

\[
c_4 = \left[ \frac{1}{6} \frac{h - z_0}{R(h)^3 R_0} + \frac{5}{24} \frac{h - z_0}{R_0^2 R(h)^2} + \frac{5}{16} \frac{h - z_0}{R_0^3 R(h)} \\
+ \frac{1}{6} \frac{z_0}{R(0)^3 R_0} + \frac{5}{24} \frac{z_0}{R_0^2 R(0)^2} + \frac{5}{16} \frac{z_0}{R_0^3 R(0)} \\
+ \frac{5}{16} \frac{\tan \left( \frac{h - z_0}{\sqrt{R_0 / R_k}} \right)}{R_0^3 \sqrt{R_k R_0}} + \frac{5}{16} \frac{\tan \left( \frac{z_0}{\sqrt{R_0 / R_k}} \right)}{R_0^3 \sqrt{R_k R_0}} \right]
\]

For \( R_k = 10, \) Figures 2.9 and 2.10 show the capillary rise and velocity of the present model obtained with and without inertia term \( I_c, \) respectively. They are compared
with that obtained by using the previous model equation (2.36) [Staples and Shaffer 2002; Young 2004]. Without the inertial terms, the solution of the present model agrees well with the solution obtained by using Equation (2.36) in the entire capillary rise. In the initial time period, these two solutions show faster interface rises compared to that obtained by the present model with the inertia terms included, as shown Figure 2.9b. The three solutions have the same equilibrium height of 13.89mm. Figure 2.10 gives the corresponding velocity variations. Without including the effect of the fluid inertia, the velocity curve of the present model equation (2.35) overlaps with that of Equation (2.36), and the capillary velocity monotonically decreases from large values initially to zero at equilibrium. With the inertial effect, the initial capillary rising velocity is 0.698m/s. The velocity increases from 0.698m/s to 4.33m/s at h=4.4mm before reaching the throat. From there, the velocity merges with that for the no-inertia cases.
Figure 2.9 Capillary rise for parabolic circular tube with $R_x = 10$. (a), $t = 0 \sim 10 \text{ sec}$; (b), $t = 0 \sim 5 \times 10^{-3} \text{ sec}$.
For wider geometry variation, a case with $R_K = 100$ has been studied. Figures 2.11 and 2.12 show the capillary rise and velocity results. As shown in Figure 2.11c, the capillary rise curve of the present model without the inertial terms is lower than that of Equation (2.36) in the initial 0.4ms time period, and the two solutions merge at a later time.
Figure 2.11 Capillary rise for parabolic circular tube with $R_x = 100$. (a), $t=0-4$ sec; (b), $t=0-1 \times 10^{-2}$ sec; (c), $t=0-1 \times 10^{-3}$ sec.
With the inertial terms, the capillary rise curve is lower than the other two curves without the inertial effect before \( t = 8 \text{ms} \) as shown in Figure 2.11b. Figure 2.11a shows that the three solutions tend to converge in later time \( t > 1 \text{sec} \), and the calculations show that they have the same equilibrium height of 7.972mm, which is lower than the equilibrium height 13.892mm for \( R_k = 10 \).

Figure 2.12 Comparison of capillary rise for parabolic circular tube with \( R_k = 100 \).
Figure 2.12 gives the velocity variation. Without the inertial effect, the velocity predicted by the present model is smaller than that of the previous model, due to the geometry effect on viscous terms represented by $V_c$ until the capillary interface reaches the height of about 4mm. The capillary rise speed with inertia included gradually increases from an initial value of 0.235m/s to the maximum velocity of 183.6m/s at the throat ($h=5\text{mm}$). The rise merges with the curves without the inertial effects later ($h=6.4\text{mm}$) as the speeds decrease to zero.

The results shown above for the parabolic varying nonuniform capillary tubes suggest that the inertial effect is responsible for keeping the initial capillary rise speed finite. When the capillary interface rises toward the throat, $R$ and $dR/dz$ decrease and, consequently, so does the inertial effect. The decreasing inertia effect results in an increasing capillary velocity until the interface reaches the throat region. The difference between the present model without inertial effect Equation (2.35) and the previous model Equation (2.36) is the geometry effect on viscous terms, which is
represented by $V_c$. Substituting the expressions of $c_2$ and $c_3$ in Equations (2.42) and (2.43) into $V_c$, we obtain,

$$V_c = \frac{c_2}{c_3}$$

(2.46)

$$= 4R_x R_0 \cdot \frac{\tan \frac{h-z_0}{\sqrt{R_0/R_x}} + \tan \frac{z_0}{\sqrt{R_x R_0}} - \frac{h-z_0}{R(h) - z_0}}{\sqrt{R_x R_0}} + \frac{\tan \frac{h-z_0}{\sqrt{R_0/R_x}} + \tan \frac{z_0}{\sqrt{R_x R_0}} + \frac{h-z_0}{R(h) + z_0}}{R(0)}$$

Figure 2.13 Viscous effect for parabolic circular tubes.

Figure 2.13 shows the relation between the viscous factor $V_c$ and capillary rise, $h$, for different values of $R_x$. For $R_x=10$, the viscous factor is near zero, while
for $R_s=100$, the viscous factor is large at $h=0$ and decreases with the rise of the interface height up to the throat area.

**Sinusoidal Varying Wall Capillary**

The surface tension driven flow in nonuniform tubes with sinusoidal wall is now considered. The radius of the sinusoidal varying wall can be described as

$$R(z) = R_0 \left[ 1 + A \sin \left( \frac{2\pi z}{L} \right) \right], \text{ where } R_0 \text{ is the base radius.}$$

$A$ and $L$ are, respectively, the sinusoidal amplitude and the wavelength that are nondimensionalized by $R_0$. The flow was previously investigated [Patro et al. 2007; Patro and Javaram 2008; Sharma and Ross 1991; Staples and Shaffer 2002] because of its potential applications in porous media flow cases.

![Sinusoidal geometry](image)

Figure 2.14 Sinusoidal geometry.

The sketch of the sinusoidal varying tube is given in Figure 2.14. The fluid properties are $\rho = 998.2 \text{ kg/m}^3$. 
\( \gamma = 72\text{mN/m}, \ \mu = 0.001\text{kg/ms}, \ \text{and} \ \theta_s = 20^\circ. \)

Four sinusoidal geometries with \( R_0 = 200\ \mu\text{m} \) are considered in this section. They are for two amplitudes (\( A = 0.3 \) and 0.6) and two wavelengths (\( L = 2 \) and 4). Figures 15-18 show the comparison of the capillary rise results predicted by the present model with the inertial terms, Equation (2.31), and the present model without the inertia term, Equation (2.35), and the previous model, Equation (2.36). The coefficients \( c_1, c_2, c_3 \) and \( c_4 \) in the present model are obtained via numerical integration. The comparison of the capillary rise solutions of Equations (2.35) and (2.36) in Figure 2.15a-2.18a indicates that the geometry nonuniformity effect in the viscous terms \( V_c \) has no influence on the equilibrium height. It slows down the capillary rise and increases the time to reach the equilibrium state. This effect increases with the rate of change of the cross section \( dR/dz \). Dynamically, the existence of the fluid inertia gives a much slower capillary rise at the initial time for all the four cases as can be seen from Figures 2.15b-2.18b.
Figure 2.15 Comparison of capillary rise for sinusoidal circular tubes with $L = 2$ and $A = 0.3$. (a), $t=0-2$ sec; (b), $t=0-20 \times 10^{-3}$ sec.
Figure 2.16 Comparison of capillary rise for sinusoidal circular tubes with \( L = 2 \) and \( A = 0.6 \). (a), \( t=0-6 \) sec; (b), \( t=0-20 \times 10^{-3} \) sec.
Figure 2.17 Comparison of capillary rise for sinusoidal circular tubes with $L = 4$ and $A = 0.3$. (a), $t=0-3$ sec; (b), $t=0-20 \times 10^{-3}$ sec.
Figure 2.18 Comparison of capillary rise for sinusoidal circular tubes with $L = 4$ and $A = 0.6$. (a), $t=0-8$ sec; (b), $t=0-20 \times 10^{-3}$ sec.
However, similar to the parabolic wall cases studied, the capillary rises for the cases with the inertia terms would catch up with those without at later locations. As was observed in [Duarte et al. 1996] for circular uniform tubes, the fluid inertia can also cause a slight overshoot of the equilibrium location. Figure 15a also shows that the equilibrium height for the cases with the inertia terms included is different from those without. The observed overshoot and the equilibrium height variation for the nonuniform tubes will be studied in more detail later.

Figures 2.19-2.22 give the variation of the capillary rise velocity \( \frac{dh}{dt} \) at initial stage and equilibrium close stage. For reference, the actual tube geometries are also provided at the bottom of all the figures. The velocity varies with sinusoidal waviness of the nonuniform capillary tube, increasing at the converging sections and decreasing at the diverging sections.

The interface velocity for the current model with inertia varies in a similar manner with the wall waviness as those of the non-inertia cases.
Figure 2.19 Comparison of capillary rise velocity for sinusoidal circular tubes with $L = 2$ and $A = 0.3$. (a), Initial stage; (b), equilibrium stage.
Figure 2.20 Comparison of capillary rise velocity for sinusoidal circular tubes with $L = 2$ and $A = 0.6$. (a), Initial stage; (b), equilibrium stage.
Figure 2.21 Comparison of capillary rise velocity for sinusoidal circular tubes with $L = 4$ and $A = 0.3$. (a), Initial stage; (b), equilibrium stage.
Figure 2.22 Comparison of capillary rise velocity for sinusoidal circular tubes with $L = 4$ and $A = 0.6$. (a), Initial stage; (b), equilibrium stage.
The curves with inertia are slightly offset from those non-inertia curves with smaller amplitudes. At equilibrium, the interface ceases to move farther up, and its speed drops to zero.

The viscous terms in the previous model equation (2.36) and that in the present model are different by a factor of $V_c$. The geometry nonuniformity effect in the viscous term $V_c$ renders lower interface speed for the present model than that from the previous model Equation (2.36).

Figure 2.23 Viscous effect for sinusoidal tubes.
Figure 2.23 gives the relation between the viscous factor $V_c$ and the capillary rise height. $V_c$ oscillates with the waviness of the sinusoidal tube wall with large fluctuation at the initial time. The fluctuations decay at later time for all cases. The overall values of $V_c$ increase with the increase of amplitude and with the decrease of wavelength. This dependence of the value of $V_c$ on the wall amplitude and the wavelength in the present model has resulted in the difference of the interface velocity between the present model (without the inertial terms) and these obtained by Equation (2.36) shown in Figures 2.15-2.18.

In Figure 2.19b, for the flow with $L=2$, $A=0.3$, the smaller velocity variation in its amplitude for the case with inertia helps maintain a finite velocity when the solutions for the two cases without inertial effects show zero velocity, i.e. reaching equilibrium. In fact, the interface speed for the inertia-included case did not drop below machine accuracy for another ten radii ($R_o$) downstream. That is to say, for the case with the inertial effects included, the interface equilibrium height is about $10R_o$ higher than those without taking
consideration of the inertial effect. This can also be observed in Figure 2.15a.

To further study of the inertial effects in the current non-uniform sinusoidal capillaries, we first examine the equilibrium height of the interface. According to Equation (2.37), we define a force function $F(h)$,

$$F(h) = \frac{2\gamma \cos \alpha}{R(h)} - \rho gh$$

such that the equilibrium height of the interface can be found by the zeros of $F(h)$. It can be shown that, due to the periodic nature of $R(h)$, $F(h) = 0$ has a series of solutions that, when arranged in increasing magnitude, can be denoted by $h_{e1}$, $h_{e2}$, $h_{e3}$, $h_{e4}$, ... . When the inertial effects are not considered, such as that in the Washburn equation, and an initial value problem is solved starting from a zero interface height, the interface will asymptote to $h_{e1}$, and $h_{e1}$ becomes the equilibrium height. Results shown in Figure 15a-18a indicate that, for all but one ($L=2$ and $A=0.3$) of the four cases calculated, $h_{e1}$ is also the equilibrium height when the inertia terms are included. For $L=2$ and $A=0.3$, the noninertial equilibrium height is lower than that with the inertial effects.
Figure 2.24 gives a composite plot of the function $F(h)$ and the variation of interface height $h$ with time for the case of $L=2$ and $A=0.3$. For clarity, the time, in Figure 2.24, is offset by a factor $t_e$ which is the time to reach a height of 31mm in Figure 2.24.

![Figure 2.24 Force function $F(h)$ and equilibrium heights for $L = 2, A = 0.3$.](image)

The phenomenon that the capillary interface overshoots the equilibrium height in uniform capillaries has been reported [Duarte et al. 1996] and contributed to
the effects of the fluid inertia. A similar phenomenon may also be observed in the capillary rise results predicted by the present model with inertia as shown in Figure 2.24. If the inertia is ignored, there would be no overshoot and the interface will reach the first equilibrium height \( h_{e1} \) and stop there. With the inertia included, the interface will overshoot \( h_{e1} \). There is one pair of equilibrium height solutions in each sinusoidal section. When the overshoot exceeds \( h_{e2} \) also, the interface will be elevated to the next equilibrium height \( h_{e3} \). Figure 2.24 shows that the interface continues to rise until the overshoot fails to overcome the difference between the pair of the equilibrium heights \( h_{e11} \) and \( h_{e12} \), and \( h_{e11} \) becomes the final equilibrium height.

**Divergent Sinusoidal Wall Capillary**

In the paper industry, rigid-capillary-pressing technology is used to improve the dewatering efficiency in the paper making process [Stelljes et al. 2004]. During this process, the capillary flow passes through a thin porous medium laminated with a number of layers of pores of different sizes. The sizes can vary from 10 \( \mu \)m
to 1mm. This configuration can be approximated by a sinusoidal divergent wall in the current model framework. One such approximation is studied in this section. The cross section of the capillary is considered circular. The radius $R$ that varies along the axial direction $z$ can be described as:

$$R(z) = R_0(z) \left\{ 1 + A \sin \left( \frac{2\pi z}{\lambda(z)} \right) \right\}$$  \hspace{1cm} (2.48)

The base radius $R_0$, and wavelength $\lambda$ are also varying along the $z$ direction to simulate the increasing pore size along the flow path. That is,

$$R_0(z) = R_{\text{min}} + \frac{z}{H_t} (R_{\text{max}} - R_{\text{min}}), \quad \lambda(z) = \lambda_{\text{min}} + \frac{z}{H_t} (\lambda_{\text{max}} - \lambda_{\text{min}})$$  \hspace{1cm} (2.49)

where $H_t$ is the length of the tube. $R_{\text{max}}$, $R_{\text{min}}$, $\lambda_{\text{max}}$, and $\lambda_{\text{min}}$ represent the maximum and minimum radius and wavelength of the tube, respectively. Figure 2.25 shows a sketch of such capillaries.

![Figure 2.25 Sketch of sinusoidal divergent tube.](image)
In the following simulation example, $R_{\text{min}} = 50\mu\text{m}$, $R_{\text{max}} = 500\mu\text{m}$, $\lambda_{\text{min}} = 100\mu\text{m}$, $\lambda_{\text{max}} = 1\text{mm}$, and $H_t = 50\text{mm}$. The fluid properties are: $\gamma = 72 \text{ mN/m}$, $\theta_s = 20^\circ$, $\rho = 998.2\text{ kg/m}^3$, and $\mu = 0.001\text{ kg/ms}$. The coefficients $c_1, c_2, c_3$, and $c_4$ that appear in Equation (2.31) are obtained via numerical integration. The calculation results for two cases of $A = 0.3$, and 0.6 are given in Figure 2.26. For comparison, the result for a linearly divergent wall with $A=0$ is also shown.

Figure 2.26a shows the capillary rises immediately after the simulations begin from $h = 0$ and the long-time behavior of the capillary rises is shown in Figure 2.26b. Comparing with the case of the linear wall ($A=0$), we can see that the sinusoidal variation of the geometry introduces fluctuations into the capillary rise. By referencing to the local geometry shown on the right hand side of the capillary rise curves in Fig. 2.14, it can be seen that the velocity of the capillary rise increases in the convergent section and decreases in the divergent section for the cases of $A=0.3$ and 0.6. Compared with the linear wall case, the sinusoidal geometry slows down the
capillary rises. This effect increases with the amplitude A.

Figure 2.26 Capillary rise velocity for sinusoidal divergent tubes. (a), Initial stage; (b), entire stage.
Figure 2.26a shows that, at the initial time, the present model has a much slower initial velocity than those of the previous model Equation (2.36). As a result, the capillary rise in the initial time for the present model is slower than that obtained by Equation (2.36). For $A=0.3$, the capillary interface of the present model remains behind that of Equation (2.36) until they reach the same equilibrium height. For $A=0.6$, the interface height calculated by the present model becomes higher for a period of time, but lags again and remains behind the interface calculated by Equation (2.36) until they reach equilibrium. As was discussed above, the inertial effect is dominant in the initial time, but negligible when compared with the effect of $V_c$ when the interface is close to the equilibrium height. The viscous effect prolongs the time it takes for the interface to pass through the divergent sections of the tube. This effect increases with the amplitude, $A$, as shown in Figure 2.26b. The equilibrium heights for the three cases are located in the divergent section.

Figure 2.27 shows that the variation of $V_c$, which is a factor that reflects the nonuniformity effect in the
viscous terms in the present model. For the case of $A = 0$, $V_c = \tan^2 \theta$. With the slope angle of $\theta = 0.516^\circ$, $V_c = 8.1 \times 10^{-5}$. From the initial stage to the equilibrium, $V_c$ decreases from 0.9 to 0.296 for the case of $A = 0.3$, and from 3.53 to 0.895 for $A = 0.6$. Figure 2.27 show that $V_c$, overall, increases with the amplitude of the sine function $A$.

Figure 2.27 Nonuniformity effect in viscous terms.
A new model for the time-dependent rise of the capillary interface in a tube with cross sections that are not uniformly varying along its axis is proposed. Compared with the existing models, the proposed model includes the full viscous terms and the effects of the fluid inertia. The results for the cases studied, which include capillaries of five different wall variations, show the following.

(1) The nonuniformity effects on the viscous terms can be underestimated in the existing nonuniform cross section models. The impact of the viscous terms included in the proposed model is proportional to the slope of the wall. The viscous effects tend to slow down the rise of the capillary interface, but have no influence on the initial capillary rise velocity and on the equilibrium height.

(2) For nonuniform capillaries, the capillary rise velocity at the convergent section is faster than that at the divergent section. The interface reaches the equilibrium height at the divergent section for all the cases considered.
(3) It is shown that, with the inertial effects included, an estimation of the initial rise velocity of the interface can be obtained analytically. The initial velocity depends on the liquid density, surface tension, contact angle, the capillary geometry, and is of finite value. During the initial dynamic capillary rise process, inertia can counter balance the effect of viscosity.

(4) Due to the fact that the equilibrium height solutions are non-unique for the periodic, sinusoidal capillary case, the inertial effect considered in the proposed model can drive the interface to overshoot the lowest equilibrium location and reach a different equilibrium height, compared with the height reached without including the inertial effects.

The present model is applicable to industrial capillary flow problems under gravity with arbitrary wall profile. The developed approach can be extended to predict the dynamic capillary flow of arbitrary irregular capillaries with well-defined geometry.
CHAPTER 3
MODELING OF CAPILLARY FLOW WITH DYNAMIC CONTACT ANGLE IN TUBES OF NONUNIFORM CIRCULAR CROSS SECTION

In this chapter, the capillary flows in nonuniform capillaries with circular cross section are investigated analytically. Firstly, a closed-form expression of velocity distribution is obtained by an asymptotic series solution of the stream function in a tube of varying radius, which offers an improvement over the parabolic form. Based on the new velocity distribution, a new governing equation is derived by the integration of the axial momentum equation over the liquid volume with an average operating in each cross section to include the nonuniformity effect on the pressure gradient. The dynamic contact angle model is also discussed in detail in this chapter. The proposed model is validated by examining a series of capillary rise experiments.

3.1 Asymptotic Series Solution of Flow Field

In this section, the asymptotic solution of stream function for low Reynolds number flow of a Newtonian
incompressible fluid through an axisymmetric tube with varying radius is obtained by using a perturbation analysis established by Manton (1971) which was later corrected by Van Dyke (1987) and validated by Sisavath et al. (2001).

The analysis starts from the Navier-Stokes equations in cylindrical coordinates \((r, \theta, z)\):

\[
\frac{1}{r} \frac{\partial}{\partial r} (r v_r) + \frac{\partial}{\partial z} (v_z) = 0 \tag{3.1}
\]

\[
\frac{\partial v_r}{\partial t} + v_r \frac{\partial v_r}{\partial r} + v_z \frac{\partial v_r}{\partial z} = - \frac{1}{\rho} \frac{\partial p}{\partial r} + \frac{\mu}{\rho} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v_r}{\partial r} \right) + \frac{\partial^2 v_r}{\partial z^2} - \frac{v_r}{r^2} \right] \tag{3.2}
\]

\[
\frac{\partial v_z}{\partial t} + v_r \frac{\partial v_z}{\partial r} + v_z \frac{\partial v_z}{\partial z} = - \frac{1}{\rho} \frac{\partial p}{\partial z} + \frac{\mu}{\rho} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v_z}{\partial r} \right) + \frac{\partial^2 v_z}{\partial z^2} \right] \tag{3.3}
\]

where, \(v_r\) and \(v_z\) are velocity components in the radial and axial directions, respectively. With the axisymmetric assumption of the geometry, \(v_\theta\) and all derivatives \(\partial / \partial \theta\) are set to zero.

Differentiations of Equations (3.2) and (3.3) with respect to \(z\) gives:
\[
\frac{\partial^2 v_r}{\partial t \partial z} + \frac{\partial}{\partial z} \left( v_r \frac{\partial v_r}{\partial r} \right) + \frac{\partial}{\partial z} \left( v_z \frac{\partial v_z}{\partial z} \right)
= -\frac{1}{\rho} \frac{\partial^2 p}{\partial r \partial z} + \frac{\mu}{\rho} \left[ \frac{1}{r} \frac{\partial^2}{\partial r \partial z} \left( r \frac{\partial v_r}{\partial r} \right) + \frac{\partial^3 v_r}{\partial z^3} - \frac{1}{r^2} \frac{\partial v_r}{\partial z} \right]
\]

\[
\frac{\partial^2 v_z}{\partial t \partial r} + \frac{\partial}{\partial r} \left( v_r \frac{\partial v_z}{\partial r} \right) + \frac{\partial}{\partial z} \left( v_z \frac{\partial v_z}{\partial z} \right)
= -\frac{1}{\rho} \frac{\partial^2 p}{\partial r \partial z} + \frac{\mu}{\rho} \frac{\partial}{\partial r} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v_z}{\partial r} \right) + \frac{\partial^3 v_z}{\partial z^3} \right]
\]

The pressure terms are eliminated by subtracting equation (3.5) from equation (3.4),

\[
\frac{\partial}{\partial t} \left( \frac{\partial v_r}{\partial z} - \frac{\partial v_z}{\partial r} \right) + v_r \frac{\partial^2 v_r}{\partial r \partial z} + \frac{\partial v_r}{\partial r} \frac{\partial v_r}{\partial z} + v_z \frac{\partial^2 v_z}{\partial z^2}
+ \frac{\partial v_r}{\partial z} \frac{\partial v_z}{\partial z} - v_r \frac{\partial^2 v_z}{\partial r^2} - \frac{\partial v_r}{\partial r} \frac{\partial v_z}{\partial z} - v_z \frac{\partial^2 v_z}{\partial z^2} - \frac{\partial v_z}{\partial z} \frac{\partial v_z}{\partial z}
= \mu \rho \left[ \frac{\partial^3 v_r}{\partial r^2 \partial z} + \frac{1}{r} \frac{\partial^3 v_r}{\partial r \partial z^2} - \frac{1}{r^2} \frac{\partial v_r}{\partial z} - \frac{\partial^3 v_z}{\partial r^3} \right]
\]

Let's introduce the stream function, \( \psi \), that is defined as:

\[
v_r = -\frac{\partial \psi}{\partial r}
\]

\[
v_z = \frac{\partial \psi}{\partial z}
\]

The stream function must satisfy the boundary conditions [Manton 1971; Van Dyke 1987; Sisavath et al. 2001]:
\[ \frac{\partial \psi}{\partial r} \bigg|_{r=R(z)} = 0 \]  
(3.9)

\[ \psi \bigg|_{r=R(z)} = \psi_c = \frac{q}{2\pi} \]  
(3.10)

\[ \psi \bigg|_{r \to 0} = O(r^2) \]  
(3.11)

\[ \frac{1}{r} \frac{\partial \psi}{\partial z} \bigg|_{r \to 0} \to 0 \]  
(3.12)

\[ \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) \bigg|_{r \to 0} \to 0 \]  
(3.13)

The condition (3.9) corresponds to the no-slip boundary condition, whereas conditions (3.10) and (3.11) specify that the flow rate \( q \) is constant along \( z \) direction.

Condition (3.11) implies the boundary conditions (3.12) and (3.13) which ensure that the solution is regular along the axis of the tube.

Substituting Equations (3.7) and (3.8) into Equation (3.6) and neglecting the time-dependent terms by the steady state assumption give:

\[
\frac{3\psi_r \cdot \psi_s}{r^4} - \frac{2\psi_{zz} \cdot \psi_z}{r^3} - \frac{3\psi_{rr} \cdot \psi_{rr}}{r^3} + \frac{\psi_{r,z} \cdot \psi_r}{r^3} \\
+ \frac{\psi_{rr,zz} \cdot \psi_z}{r^2} - \frac{\psi_{r,z} \cdot \psi_{zzz}}{r^2} + \frac{\psi_{rrr} \cdot \psi_z}{r^2} - \frac{\psi_{r,z} \cdot \psi_{rr,zz}}{r^2}
= \frac{\mu}{\rho} \left( \frac{3\psi_r}{r^4} - \frac{3\psi_{rr}}{r^3} + \frac{2\psi_{r,zz}}{r^2} + \frac{2\psi_{rrr}}{r} - \frac{2\psi_{zzz}}{r} - \frac{\psi_{rrr,zz}}{r} \right)
\]  
(3.14)

which may be written in dimensionless form:
where, a characteristic length scale $R_c$ is introduced, and other variables can be nondimensionalized as:

$$Re = \frac{\rho \psi_c}{\mu R_c}, \quad \hat{r} = \frac{r}{R_c}, \quad \hat{z} = \frac{z}{R_c}, \quad \hat{\psi} = \frac{\psi}{\psi_c},$$

$\hat{v}_z = v_z \cdot \frac{R_c^2}{\psi_c}, \quad \hat{v}_r = v_r \cdot \frac{R_c^2}{\psi_c}, \quad \hat{p} = p \cdot \frac{\mu \psi_c}{R_c^3}$

To proceed with Manton's method, a small dimensionless perturbation parameter $\tilde{\varepsilon}$, characterizing the varying geometry nature, is introduced as:

$$\tilde{z} = \tilde{\varepsilon} \hat{z}$$

which represents the contraction of the axial coordinate and can transform the differential equation (3.15) to

$$\frac{Re}{\hat{r}} \left( \begin{array}{c} 3 \frac{\partial \hat{\psi}}{\partial \hat{r}} \cdot \frac{\partial \hat{\psi}}{\partial \hat{r}} - 2 \frac{\partial^2 \hat{\psi}}{\partial \hat{r}^2} \frac{\partial \hat{\psi}}{\partial \hat{r}} - 3 \frac{\partial^3 \hat{\psi}}{\partial \hat{r}^3} + \frac{1}{\hat{r}} \frac{\partial^2 \hat{\psi}}{\partial \hat{r} \partial \hat{z}} \frac{\partial \hat{\psi}}{\partial \hat{r}} \\ + \frac{\partial^2 \hat{\psi}}{\partial \hat{z}^2} \frac{\partial \hat{\psi}}{\partial \hat{z}} - \frac{\partial^3 \hat{\psi}}{\partial \hat{z}^3} + \frac{\partial^4 \hat{\psi}}{\partial \hat{z}^4} \end{array} \right)$$

$$\times \left( \begin{array}{c} 3 \frac{\partial \hat{\psi}}{\partial \hat{r}} - 3 \frac{\partial^2 \hat{\psi}}{\partial \hat{r}^2} + 2 \frac{\partial^3 \hat{\psi}}{\partial \hat{r}^3} - 2 \frac{\partial^4 \hat{\psi}}{\partial \hat{r}^4} \\ \frac{\partial^2 \hat{\psi}}{\partial \hat{z}^2} - \frac{\partial^3 \hat{\psi}}{\partial \hat{z}^3} \end{array} \right) = \left( \begin{array}{c} \hat{\psi} \hat{v}_z \frac{\partial \hat{\psi}}{\partial \hat{r}} - \hat{\psi} \frac{\partial^2 \hat{\psi}}{\partial \hat{r}^2} \hat{v}_r \frac{\partial \hat{\psi}}{\partial \hat{r}} + \hat{\psi} \frac{\partial^3 \hat{\psi}}{\partial \hat{r}^3} \hat{v}_r \frac{\partial \hat{\psi}}{\partial \hat{r}} - \hat{\psi} \frac{\partial \hat{\psi}}{\partial \hat{z}} \frac{\partial \hat{\psi}}{\partial \hat{z}} + \hat{\psi} \frac{\partial \hat{\psi}}{\partial \hat{z}} \frac{\partial \hat{\psi}}{\partial \hat{z}} + \hat{\psi} \frac{\partial \hat{\psi}}{\partial \hat{z}} \frac{\partial \hat{\psi}}{\partial \hat{z}} \\ - \hat{\psi} \frac{\partial \hat{\psi}}{\partial \hat{r}} \frac{\partial \hat{\psi}}{\partial \hat{r}} - \hat{\psi} \frac{\partial \hat{\psi}}{\partial \hat{r}} \frac{\partial \hat{\psi}}{\partial \hat{r}} \end{array} \right)$$
We expand $\tilde{\psi}$ in asymptotic power series in $\tilde{\varepsilon}$ as:

$$\tilde{\psi}(\tilde{z}, \tilde{z}) = \sum_{i=0}^{\infty} \tilde{\varepsilon}^i \tilde{\psi}_i(\tilde{z}, \tilde{z})$$  \hfill (3.19)$$

and substitute it into Equation (3.18) with neglecting the third order and higher terms:

$$\begin{align*}
\text{Re} \left( \frac{1}{\tilde{r}} \right) & \left[ \frac{3\tilde{\varepsilon}}{\tilde{r}^2} \left( \frac{\partial \tilde{\psi}_0}{\partial \tilde{r}} + \tilde{\varepsilon} \frac{\partial \tilde{\psi}_1}{\partial \tilde{r}} + \tilde{\varepsilon}^2 \frac{\partial \tilde{\psi}_2}{\partial \tilde{r}} \right) \left( \frac{\partial \tilde{\psi}_0}{\partial \tilde{Z}} + \tilde{\varepsilon} \frac{\partial \tilde{\psi}_1}{\partial \tilde{Z}} + \tilde{\varepsilon}^2 \frac{\partial \tilde{\psi}_2}{\partial \tilde{Z}} \right) \right] \\
& - \frac{2\tilde{\varepsilon}^3}{\tilde{r}} \left( \frac{\partial^2 \tilde{\psi}_0}{\partial \tilde{r}^2} + \tilde{\varepsilon} \frac{\partial^2 \tilde{\psi}_1}{\partial \tilde{r}^2} + \tilde{\varepsilon}^2 \frac{\partial^2 \tilde{\psi}_2}{\partial \tilde{r}^2} \right) \left( \frac{\partial \tilde{\psi}_0}{\partial \tilde{Z}} + \tilde{\varepsilon} \frac{\partial \tilde{\psi}_1}{\partial \tilde{Z}} + \tilde{\varepsilon}^2 \frac{\partial \tilde{\psi}_2}{\partial \tilde{Z}} \right) \\
& - \frac{3\tilde{\varepsilon}^3}{\tilde{r}} \left( \frac{\partial^3 \tilde{\psi}_0}{\partial \tilde{r}^3} + \tilde{\varepsilon} \frac{\partial^3 \tilde{\psi}_1}{\partial \tilde{r}^3} + \tilde{\varepsilon}^2 \frac{\partial^3 \tilde{\psi}_2}{\partial \tilde{r}^3} \right) \left( \frac{\partial \tilde{\psi}_0}{\partial \tilde{Z}} + \tilde{\varepsilon} \frac{\partial \tilde{\psi}_1}{\partial \tilde{Z}} + \tilde{\varepsilon}^2 \frac{\partial \tilde{\psi}_2}{\partial \tilde{Z}} \right) \\
& \quad + \tilde{\varepsilon} \left( \frac{\partial^3 \tilde{\psi}_0}{\partial \tilde{Z}^3} + \tilde{\varepsilon} \frac{\partial^3 \tilde{\psi}_1}{\partial \tilde{Z}^3} + \tilde{\varepsilon}^2 \frac{\partial^3 \tilde{\psi}_2}{\partial \tilde{Z}^3} \right) \left( \frac{\partial \tilde{\psi}_0}{\partial \tilde{r}} + \tilde{\varepsilon} \frac{\partial \tilde{\psi}_1}{\partial \tilde{r}} + \tilde{\varepsilon}^2 \frac{\partial \tilde{\psi}_2}{\partial \tilde{r}} \right) \\
& \quad + \tilde{\varepsilon}^2 \left( \frac{\partial^4 \tilde{\psi}_0}{\partial \tilde{Z}^4} + \tilde{\varepsilon} \frac{\partial^4 \tilde{\psi}_1}{\partial \tilde{Z}^4} + \tilde{\varepsilon}^2 \frac{\partial^4 \tilde{\psi}_2}{\partial \tilde{Z}^4} \right) \\
& \quad - \tilde{\varepsilon} \left( \frac{\partial^4 \tilde{\psi}_0}{\partial \tilde{r}^4} + \tilde{\varepsilon} \frac{\partial^4 \tilde{\psi}_1}{\partial \tilde{r}^4} + \tilde{\varepsilon}^2 \frac{\partial^4 \tilde{\psi}_2}{\partial \tilde{r}^4} \right) \\
& \quad + \tilde{\varepsilon}^2 \left( \frac{\partial^4 \tilde{\psi}_0}{\partial \tilde{Z}^4} + \tilde{\varepsilon} \frac{\partial^4 \tilde{\psi}_1}{\partial \tilde{Z}^4} + \tilde{\varepsilon}^2 \frac{\partial^4 \tilde{\psi}_2}{\partial \tilde{Z}^4} \right) \\
& \quad - \tilde{\varepsilon} \left( \frac{\partial^4 \tilde{\psi}_0}{\partial \tilde{r}^4} + \tilde{\varepsilon} \frac{\partial^4 \tilde{\psi}_1}{\partial \tilde{r}^4} + \tilde{\varepsilon}^2 \frac{\partial^4 \tilde{\psi}_2}{\partial \tilde{r}^4} \right)
\right] \\
& = \begin{bmatrix}
\frac{3}{\tilde{r}^3} \left( \frac{\partial \tilde{\psi}_0}{\partial \tilde{r}} + \tilde{\varepsilon} \frac{\partial \tilde{\psi}_1}{\partial \tilde{r}} + \tilde{\varepsilon}^2 \frac{\partial \tilde{\psi}_2}{\partial \tilde{r}} \right) \\
\frac{2}{\tilde{r}^2} \tilde{\varepsilon}^2 \left( \frac{\partial^2 \tilde{\psi}_0}{\partial \tilde{r}^2} + \tilde{\varepsilon} \frac{\partial^2 \tilde{\psi}_1}{\partial \tilde{r}^2} + \tilde{\varepsilon}^2 \frac{\partial^2 \tilde{\psi}_2}{\partial \tilde{r}^2} \right) \\
-2\tilde{\varepsilon}^2 \left( \frac{\partial^3 \tilde{\psi}_0}{\partial \tilde{r}^3} + \tilde{\varepsilon} \frac{\partial^3 \tilde{\psi}_1}{\partial \tilde{r}^3} + \tilde{\varepsilon}^2 \frac{\partial^3 \tilde{\psi}_2}{\partial \tilde{r}^3} \right) \\
-\tilde{\varepsilon}^4 \left( \frac{\partial^4 \tilde{\psi}_0}{\partial \tilde{r}^4} + \tilde{\varepsilon} \frac{\partial^4 \tilde{\psi}_1}{\partial \tilde{r}^4} + \tilde{\varepsilon}^2 \frac{\partial^4 \tilde{\psi}_2}{\partial \tilde{r}^4} \right)
\end{bmatrix}
\right]
\end{align*}$$
A feasible asymptotic solution of the above equation can be obtained by decomposing the equation in terms of the order of \( \bar{\varepsilon} \) and solving the decomposed equations separately.

Zeroth-order Stream Function Solution

For terms of \( \bar{\varepsilon}^0 \), Equations (3.20) reduces to:

\[
\bar{\mathcal{F}}^3 \frac{\partial^4 \bar{\psi}_0}{\partial \bar{\mathcal{F}}^4} - 2\bar{\mathcal{F}}^2 \frac{\partial^3 \bar{\psi}_0}{\partial \bar{\mathcal{F}}^3} + 3\bar{\mathcal{F}} \frac{\partial^2 \bar{\psi}_0}{\partial \bar{\mathcal{F}}^2} - 3 \frac{\partial \bar{\psi}_0}{\partial \bar{\mathcal{F}}} = 0 \tag{3.21}
\]

The general solution of Equation (3.21) can be written as:

\[
\bar{\psi}_0 (\bar{\mathcal{F}}, \bar{z}) = C_1 (\bar{z}) + C_2 (\bar{z}) \bar{\mathcal{F}}^2 + C_3 (\bar{z}) \bar{\mathcal{F}}^2 \log (\bar{\mathcal{F}}) + C_4 (\bar{z}) \bar{\mathcal{F}}^4 \tag{3.22}
\]

To remove the singularity at \( \bar{\mathcal{F}} = 0 \), \( C_3 \) should be set to zero. From conditions (3.9)-(3.11), the boundary conditions of Equation (3.22) can be written as:

\[
\frac{\partial \bar{\psi}_0 (\bar{\mathcal{F}}, \bar{z})}{\partial \bar{\mathcal{F}}} \bigg|_{\bar{\mathcal{F}} = \bar{\mathcal{F}}_0 (\bar{z})} = 0 \tag{3.23}
\]

\[
\bar{\psi}_0 (\bar{\mathcal{F}}_0 (\bar{z}), \bar{z}) = 1 \tag{3.24}
\]

\[
\bar{\psi}_0 (0, \bar{z}) = 0 \tag{3.25}
\]

\( C_1, C_2 \) and \( C_4 \) can be determined by conditions (3.23)-(3.25) and, finally, \( \bar{\psi}_0 \) can be expressed as:
\[ \dot{\psi}_0 = 2\eta^2 - \eta^4 \]  

(3.26)

where

\[ \eta = \frac{\bar{R}}{R_c(z)} \]  

(3.27)

\[ \bar{R}_c(z) = \bar{R}(z) = \frac{R(z)}{R_c} \]  

(3.28)

The zeroth-order solution leads to the parabolic velocity distribution, that is the Hagen-Poiseuille solution of the pressure-driven flow in the uniform circular tube and adopted in the analysis in chapter 2.

First-order Stream Function Solution

For terms of \( \tilde{\alpha}^1 \), Equations (3.20) reduces to:

\[
\text{Re} \left[ \frac{3\tilde{\alpha}}{\bar{R}^2} \left( \frac{\partial \dot{\psi}_0}{\partial \bar{R}} \right) \left( \frac{\partial \dot{\psi}_0}{\partial \bar{Z}} \right) - \frac{3\tilde{\alpha}}{\bar{R}} \left( \frac{\partial^2 \dot{\psi}_0}{\partial \bar{R}^2} \right) \left( \frac{\partial \dot{\psi}_0}{\partial \bar{Z}} \right) + \frac{\tilde{\alpha}}{\bar{R}} \left( \frac{\partial^2 \dot{\psi}_0}{\partial \bar{Z} \partial \bar{R}} \right) \left( \frac{\partial \dot{\psi}_0}{\partial \bar{R}} \right) \right] + \tilde{\alpha}^3 \left( \frac{\partial \dot{\psi}_0}{\partial \bar{R}^3} \right) \left( \frac{\partial \dot{\psi}_0}{\partial \bar{Z}} \right) = \frac{3}{\bar{R}^3} \left( \tilde{\alpha} \frac{\partial \dot{\psi}_0}{\partial \bar{R}} \right) - \frac{3}{\bar{R}^2} \left( \tilde{\alpha} \frac{\partial^2 \dot{\psi}_0}{\partial \bar{R}^2} \right) + 2 \left( \tilde{\alpha} \frac{\partial^3 \dot{\psi}_0}{\partial \bar{R}^3} \right) - \left( \tilde{\alpha} \frac{\partial \dot{\psi}_0}{\partial \bar{R}^4} \right) \]  

(3.29)

Substituting the solution of \( \dot{\psi}_0 \) into Equation (3.29) gives:
The general solution of Equation (3.30) can be written as:

\[ \tilde{\psi}_1 = -\frac{1}{36} \frac{1}{\tilde{R}_e(\tilde{Z})} \left[ \begin{array}{c}
-36C_1\tilde{R}_e(\tilde{Z}) - 18C_2\tilde{R}_e(\tilde{Z})\tilde{\xi}^2 + 9C_3\tilde{R}_e(\tilde{Z})\tilde{\xi}^4 \\
-18C_2\tilde{R}_e(\tilde{Z})\tilde{\xi}^2 \ln \tilde{\xi} - 9C_4\tilde{R}_e(\tilde{Z})\tilde{\xi}^4 \\
-24 \Re \frac{d\tilde{R}_e(\tilde{Z})}{d\tilde{Z}} \frac{\tilde{\xi}^6}{\tilde{R}_e^6(\tilde{Z})} + 4 \Re \frac{d\tilde{R}_e(\tilde{Z})}{d\tilde{Z}} \frac{\tilde{\xi}^8}{\tilde{R}_e^8(\tilde{Z})}
\end{array} \right] \]  

(3.31)

Similar to the zeroth-order, \( C_3 \) should be set to zero to remove the singularity at \( \tilde{\xi} = 0 \). From conditions (3.32)-(3.34), the boundary conditions of Equation (3.31) can be written as:

\[ \left. \frac{\partial \tilde{\psi}_1(\tilde{\xi}, \tilde{Z})}{\partial \tilde{\xi}} \right|_{\tilde{\xi} = \tilde{R}_e(\tilde{Z})} = 0 \]  

(3.32)

\[ \tilde{\psi}_1(\tilde{R}_e(\tilde{Z}), \tilde{Z}) = 0 \]  

(3.33)

\[ \tilde{\psi}_1(0, \tilde{Z}) = 0 \]  

(3.34)

\( C_1, C_2 \) and \( C_4 \) can be determined by conditions (3.32)-(3.34) and, finally, \( \tilde{\psi}_1 \) can be expressed as:

\[ \tilde{\psi}_1 = \frac{1}{18} \Re \frac{d\tilde{R}_e(\tilde{Z})}{d\tilde{Z}} \frac{1}{\tilde{R}_e(\tilde{Z})} \left( 8\eta^2 - 16\eta^4 + 12\eta^6 - 2\eta^8 \right) \]  

(3.35)
For a uniform tube, \( \frac{dR_r(\hat{Z})}{d\hat{Z}} = 0 \) leads to \( \tilde{\psi}_1 = 0 \) which indicates that \( \tilde{\psi}_1 \), superimposing on \( \tilde{\psi}_0 \), is caused by the nonuniformity effect of the tube geometry.

Second-order Stream Function Solution

For terms of \( \tilde{e}^2 \), Equations (3.20) reduces to:

\[
\begin{align*}
\frac{3\tilde{e}}{\tilde{r}^3} \left( \tilde{\psi}_0 \frac{\partial \tilde{\psi}_0}{\partial \tilde{r}} + \tilde{\psi}_1 \frac{\partial \tilde{\psi}_1}{\partial \tilde{r}} \right) & \\
- \frac{3\tilde{e}}{\tilde{r}^2} \left( \tilde{\psi}_0 \frac{\partial^2 \tilde{\psi}_0}{\partial \tilde{r}^2} + \tilde{\psi}_1 \frac{\partial^2 \tilde{\psi}_1}{\partial \tilde{r}^2} \right) & \\
+ \tilde{e} \left( \tilde{\psi}_1 \frac{\partial \tilde{\psi}_0}{\partial \tilde{Z}} + \tilde{\psi}_0 \frac{\partial \tilde{\psi}_1}{\partial \tilde{Z}} \right) & \\
+ \tilde{e} \left( \tilde{\psi}_1 \frac{\partial^2 \tilde{\psi}_0}{\partial \tilde{Z}^2} + \tilde{\psi}_0 \frac{\partial^2 \tilde{\psi}_1}{\partial \tilde{Z}^2} \right) & \\
+ \tilde{e} \left( \tilde{\psi}_1 \frac{\partial^3 \tilde{\psi}_0}{\partial \tilde{Z}^3} + \tilde{\psi}_0 \frac{\partial^3 \tilde{\psi}_1}{\partial \tilde{Z}^3} - \frac{\partial^2 \tilde{\psi}_1}{\partial \tilde{Z} \partial \tilde{r}} \frac{\partial \tilde{\psi}_0}{\partial \tilde{r}} - \frac{\partial \tilde{\psi}_1}{\partial \tilde{r}} \frac{\partial^2 \tilde{\psi}_0}{\partial \tilde{Z}^2} \right) & \\
- \frac{3}{\tilde{r}^3} \left( \tilde{\psi}_0 \frac{\partial^3 \tilde{\psi}_0}{\partial \tilde{r}^3} \right) & \\
- \frac{3}{\tilde{r}^2} \left( \tilde{\psi}_0 \frac{\partial^4 \tilde{\psi}_0}{\partial \tilde{r}^4} \right) & \\
+ 2 \tilde{e} \frac{\partial \tilde{\psi}_1}{\tilde{Z} \partial \tilde{r}} \frac{\partial \tilde{\psi}_0}{\partial \tilde{Z}} + 2 \tilde{e} \frac{\partial^2 \tilde{\psi}_0}{\partial \tilde{Z}^2 \partial \tilde{r}} + 2 \tilde{e} \frac{\partial^2 \tilde{\psi}_1}{\partial \tilde{Z}^2} & \\
- 2\tilde{e} \frac{\partial^2 \tilde{\psi}_0}{\partial \tilde{Z}^2 \partial \tilde{r}^2} - \left( \tilde{e}^2 \frac{\partial^4 \tilde{\psi}_0}{\partial \tilde{r}^4} \right) &
\end{align*}
\]

Substituting the solutions of \( \tilde{\psi}_0 \) and \( \tilde{\psi}_1 \) into Equation (3.36) gives:
For convenience, let
\[ \psi_2 = \psi_{21} + \psi_{22} + \psi_{23} \]  
and divide equation (3.37) into:

\[ 3 \left( \frac{\partial \psi_{21}}{\partial \eta} \right) - 3\eta \frac{\partial^2 \psi_{21}}{\partial \eta^2} + 2\eta^2 \frac{\partial^3 \psi_{21}}{\partial \eta^3} - \eta^3 \frac{\partial^4 \psi_{21}}{\partial \eta^4} \]

+ 64\eta^5 \left[ 5 \left( \frac{d \tilde{R}_e(\tilde{Z})}{d \tilde{Z}} \right)^2 - \tilde{R}_e(\tilde{Z}) \frac{d^2 \tilde{R}_e(\tilde{Z})}{d \tilde{Z}^2} \right] = 0

\[ 3 \left( \frac{\partial \psi_{22}}{\partial \eta} \right) - 3\eta \frac{\partial^2 \psi_{22}}{\partial \eta^2} + 2\eta^2 \frac{\partial^3 \psi_{22}}{\partial \eta^3} - \eta^3 \frac{\partial^4 \psi_{22}}{\partial \eta^4} \]

= \frac{2}{9} \text{Re}^2 \left( \frac{d \tilde{R}_e(\tilde{Z})}{d \tilde{Z}} \right)^2 (-848\eta^5 + 2736\eta^7 - 2496\eta^9 + 608\eta^{11})

\[ 3 \left( \frac{\partial \psi_{23}}{\partial \eta} \right) - 3\eta \frac{\partial^2 \psi_{23}}{\partial \eta^2} + 2\eta^2 \frac{\partial^3 \psi_{23}}{\partial \eta^3} - \eta^3 \frac{\partial^4 \psi_{23}}{\partial \eta^4} \]

= \frac{2}{9} \text{Re}^2 \frac{d^2 \tilde{R}_e(\tilde{Z})}{d \tilde{Z}^2} \left( 144\eta^5 - 432\eta^7 + 384\eta^9 - 96\eta^{11} \right)

With the boundary conditions:
\[
\left. \frac{\partial \tilde{\psi}_{21}(\tilde{r}, \tilde{z})}{\partial \tilde{r}} \right|_{\tilde{r}=\tilde{R}(\tilde{z})} = 0
\]  
(3.42)

\[
\tilde{\psi}_{21}(\tilde{R}_e(\tilde{z}), \tilde{z}) = 0
\]  
(3.43)

\[
\tilde{\psi}_{21}(0, \tilde{z}) = 0
\]  
(3.44)

The solutions of Equations (3.39)-(3.41) are obtained:

\[
\tilde{\psi}_{21} = C_{10}(\tilde{z}) - \frac{1}{4} C_{11}(\tilde{z})\eta^2 + \frac{1}{2} C_{11}(\tilde{z})\eta^2 \ln (\eta) + \frac{1}{2} C_{12}(\tilde{z})\eta^2
\]

\[
+ \frac{1}{4} C_{13}(\tilde{z})\eta^4 + \frac{1}{3} \left[ 5 \left( \frac{d\tilde{R}_e(\tilde{z})}{d\tilde{z}} \right)^2 - \tilde{R}_e(\tilde{z}) \frac{d^2\tilde{R}_e(\tilde{z})}{d\tilde{z}^2} \right] \eta^6
\]  
(3.45)

\[
\tilde{\psi}_{22} = C_{20}(\tilde{z}) - \frac{1}{4} C_{21}(\tilde{z})\eta^2 + \frac{1}{2} C_{21}(\tilde{z})\eta^2 \ln (\eta) + \frac{1}{2} C_{22}(\tilde{z})\eta^2
\]

\[
+ \frac{1}{4} C_{23}(\tilde{z})\eta^4
\]

\[
+ \frac{\text{Re}^2}{\tilde{R}_e(\tilde{z})} \frac{d^2\tilde{R}_e(\tilde{z})}{d\tilde{z}^2} \left( \frac{53}{54} \eta^6 - \frac{19}{36} \eta^8 + \frac{13}{90} \eta^{10} - \frac{19}{1350} \eta^{12} \right)
\]  
(3.46)

\[
\tilde{\psi}_{23} = C_{30}(\tilde{z}) - \frac{1}{4} C_{31}(\tilde{z})\eta^2 + \frac{1}{2} C_{31}(\tilde{z})\eta^2 \ln (\eta) + \frac{1}{2} C_{32}(\tilde{z})\eta^2
\]

\[
+ \frac{1}{4} C_{33}(\tilde{z})\eta^4
\]

\[
+ \frac{\text{Re}^2}{\tilde{R}_e(\tilde{z})} \frac{d^2\tilde{R}_e(\tilde{z})}{d\tilde{z}^2} \left( -\frac{1}{6} \eta^6 + \frac{1}{12} \eta^8 - \frac{1}{45} \eta^{10} + \frac{1}{450} \eta^{12} \right)
\]  
(3.47)

Applying the boundary conditions:

\[
\left. \frac{\partial \tilde{\psi}_{21}(\tilde{r}, \tilde{z})}{\partial \tilde{r}} \right|_{\tilde{r}=\tilde{R}(\tilde{z})} = 0
\]  
(3.48)

\[
\tilde{\psi}_{21}(\tilde{R}_e(\tilde{z}), \tilde{z}) = 0
\]  
(3.49)
and the similar treatment that set the logarithm terms to zero to remove the singularity at the axis, equations (3.45)-(3.47) can be finally written as:

\[
\psi_{21} = \frac{1}{3} \left[ 5 \left( \frac{d\tilde{R}(\tilde{Z})}{d\tilde{Z}} \right)^2 - \tilde{R}(\tilde{Z}) \frac{d^2 \tilde{R}(\tilde{Z})}{d\tilde{Z}^2} \right] (\eta^2 - 2\eta^4 + \eta^6) \tag{3.51}
\]

\[
\psi_{22} = \frac{\Re^2}{R^2(\tilde{Z})} \left( \frac{d\tilde{R}(\tilde{Z})}{d\tilde{Z}} \right)^2 \left( \frac{409}{1350} \eta^2 - \frac{479}{540} \eta^4 + \frac{53}{54} \eta^6 - \frac{19}{36} \eta^8 \right) + \frac{13}{90} \eta^{10} - \frac{19}{1350} \eta^{12} \tag{3.52}
\]

\[
\psi_{23} = \frac{\Re^2}{R^2(\tilde{Z})} \frac{d^2 \tilde{R}(\tilde{Z})}{d\tilde{Z}^2} \left( -\frac{13}{225} \eta^2 + \frac{29}{180} \eta^4 - \frac{1}{6} \eta^6 + \frac{1}{12} \eta^8 \right) - \frac{1}{45} \eta^{10} + \frac{1}{450} \eta^{12} \tag{3.53}
\]

Hence, the perturbation solution of stream function is obtained:

\[
\tilde{\psi} = 2\eta^2 - \eta^4
\]

\[
+ \epsilon \left\{ \frac{1}{18} \Re \frac{d\tilde{R}(\tilde{Z})}{d\tilde{Z}} \frac{1}{\tilde{R}(\tilde{Z})} \left[ 8\eta^2 - 18\eta^4 + 12\eta^6 - 2\eta^8 \right] \right\}
\]

\[
+ \tilde{\epsilon}^2 \left\{ \frac{1}{3} \left[ 5 \left( \frac{d\tilde{R}(\tilde{Z})}{d\tilde{Z}} \right)^2 - \tilde{R}(\tilde{Z}) \frac{d^2 \tilde{R}(\tilde{Z})}{d\tilde{Z}^2} \right] (\eta^6 - 2\eta^4 + \eta^2) \right\}
\]

\[
+ \tilde{\epsilon}^2 \left\{ + \frac{1}{2700} \Re^2 \left( \frac{d\tilde{R}(\tilde{Z})}{d\tilde{Z}} \right)^2 \left[ -38\eta^{12} + 390\eta^{10} - 1425\eta^8 \right] + 2650\eta^6 - 2395\eta^4 + 818\eta^2 \right\}
\]

\[
+ \frac{1}{2700} \Re^2 \frac{d^2 \tilde{R}(\tilde{Z})}{d\tilde{Z}^2} \left[ 6\eta^{12} - 60\eta^{10} + 225\eta^8 \right] - 450\eta^6 + 435\eta^4 - 156\eta^2 \right\}
\]
The resulting solution of stream function obtained by Manton's perturbation method [Manton 1971] is identical to that reported by Van Dyke (1987) who corrected an error in Manton's coefficients. This correct version is also tacitly confirmed by Kasivisvanathan et al. (1991), Kotorynski (1995) and Sisavath et al. (2001).

The dependence on the perturbation parameter \( \varepsilon \) can be removed by the expansion of axial coordinate \( \tilde{z} \) to \( z \):

\[
\tilde{\psi} = 2\eta^2 - \eta^4 \\
+ \frac{1}{18} \text{Re} \frac{d\tilde{R}(\tilde{z})}{d\tilde{z}} \frac{1}{\tilde{R}(\tilde{z})} \left( 8\eta^2 - 18\eta^4 + 12\eta^6 - 2\eta^8 \right) \\
+ \frac{1}{3} \left[ 5 \left( \frac{d\tilde{R}(\tilde{z})}{d\tilde{z}} \right)^2 - \tilde{R}(\tilde{z}) \frac{d^2\tilde{R}(\tilde{z})}{d\tilde{z}^2} \right] \left( \eta^6 - 2\eta^4 + \eta^2 \right) \\
+ \frac{1}{2700} \text{Re}^2 \left( \frac{d\tilde{R}(\tilde{z})}{d\tilde{z}} \right)^2 \left[ -38\eta^{12} + 390\eta^{10} - 1425\eta^8 \right] \\
+ \frac{1}{2700} \frac{\text{Re}^2}{\tilde{R}(\tilde{z})} \frac{d^2\tilde{R}(\tilde{z})}{d\tilde{z}^2} \left[ 6\eta^{12} - 60\eta^{10} + 225\eta^8 \right] \\
+ \frac{1}{2700} \frac{\text{Re}^2}{\tilde{R}(\tilde{z})} \frac{d^2\tilde{R}(\tilde{z})}{d\tilde{z}^2} \left[ -450\eta^6 + 435\eta^4 - 156\eta^2 \right]
\]

(3.55)

For small Reynolds number flows, the terms including the Reynolds number can be excluded,

\[
\tilde{\psi} = 2\eta^2 - \eta^4 + \frac{1}{3} \left[ 5 \left( \frac{d\tilde{R}(\tilde{z})}{d\tilde{z}} \right)^2 - \tilde{R}(\tilde{z}) \frac{d^2\tilde{R}(\tilde{z})}{d\tilde{z}^2} \right] \left( \eta^6 - 2\eta^4 + \eta^2 \right) \\
+ \frac{1}{18} \text{Re} \frac{d\tilde{R}(\tilde{z})}{d\tilde{z}} \frac{1}{\tilde{R}(\tilde{z})} \left( 8\eta^2 - 18\eta^4 + 12\eta^6 - 2\eta^8 \right)
\]

(3.56)

Figures 3.1 and 3.2 show the stream lines obtained from Equations (3.55) and (3.56) for sinusoidal tubes as depicted in Chapter 2 with \( \text{Re}=0.1 \) and \( \text{Re}=4 \), respectively.
The geometry is described by $\bar{R}(\bar{z}) = 1 + A \sin\left(\frac{2\pi \bar{z}}{L}\right)$. $\bar{R}$, $\bar{z}$ and $L$ are nondimensionalized by $R_c = 200\mu m$. For the calculation, $L=4$ and $A=0.3$. The analytical results are compared to the stream lines numerically obtained from FLUENT simulation. The basic setting in FLUENT is shown in Figure 3.1, where the parabolic profile is designated to both the inlet and outlet straight wall regions. One period section of the intermediate sinusoidal tube is selected for the observation of the geometrical effect on the laminar flow with different Reynolds numbers in Figure 3.2.

![Figure 3.1 Schematic of geometry setting in FLUENT.](image)

For the small Reynolds number, both the solutions of Equations (3.55) and (3.56) are consistent with that of FLUENT. However, as indicated in Figure 3.2b, the Reynolds number terms in Equation (3.55) become large for $Re=4$ and produce unrealistic deviations from the FLUENT
Figure 3.2 Stream line in sinusoidal tube. Solid line: Equation (3.56); Dash line: Equation (3.55); Discrete points: FLUENT Results.
stream lines, and Equation (3.56) still holds for Re=4 giving results consistent with those of FLUENT. A further series of comparisons with FLUENT results for more Reynolds number implies that the asymptotic stream function solution excluding the Reynolds number terms as in Equation (3.56) may be applicable to laminar flow with a Reynolds number up to a critical value Re_{cr}=10 where the flow separation happens for L=4, A=0.3. Deiber and Schowalter (1979) reported Re_{cr}=75 for the sinusoidal tube with L=10, A=0.3 through their experimental observations. It implies the critical value varies with different geometries.

From the definition of the stream function, the axial velocity component can be obtained using Equation (3.56):

\[
\tilde{v}_z = \left\{ \frac{4}{R^2(\tilde{z})} \left(1 - \eta^2\right) + \frac{1}{3} \left[ 5 \frac{1}{R^2(\tilde{z})} \left(\frac{d\tilde{R}(\tilde{z})}{d\tilde{z}}\right)^2 - \frac{1}{R(\tilde{z})} \frac{d^2\tilde{R}(\tilde{z})}{d\tilde{z}^2} \right](3\eta^4 - 4\eta^2 + 1) \right\}
\] (3.57)

And the radial velocity component is written as:
\[
\tilde{\nu}_z = \left\{ \begin{array}{c}
4 \frac{d\tilde{R}(\hat{z})}{d\hat{z}} (\eta - \eta^3) + \frac{10}{3} \frac{1}{\tilde{R}^2(\hat{z})} \left( \frac{d\tilde{R}(\hat{z})}{d\hat{z}} \right)^3 (3\eta^5 - 4\eta^3 + \eta) \\
- \frac{1}{3} \frac{d\tilde{R}(\hat{z})}{d\hat{z}} \frac{d^2\tilde{R}(\hat{z})}{d\hat{z}^2} (15\eta^5 - 26\eta^3 + 11\eta) \\
+ \frac{1}{3} \frac{d^3\tilde{R}(\hat{z})}{d\hat{z}^3} (\eta^5 - 2\eta^3 + \eta)
\end{array} \right\} \tag{3.58}
\]

For a comparison, we write the simple velocity model, Equations (2.6), (2.8) and (2.9), used in Chapter 2 in the cylindrical coordinate system, and the same dimensionless form as:

\[
\tilde{\nu}_z = \frac{4}{\tilde{R}^2(\hat{z})} (1 - \eta^2) \tag{3.59}
\]

\[
\tilde{\nu}_r = \frac{4}{\tilde{R}^2(\hat{z})} \frac{d\tilde{R}(\hat{z})}{d\hat{z}} (\eta - \eta^3) \tag{3.60}
\]

It implies that the parabolic velocity model in Chapter 2 is essentially the zero-th order solution of the asymptotic analysis described in this section.

Figures 3.3 - 3.8 present the comparison of the proposed velocity distribution with previous parabolic solution as well as FLUENT results and show that there are improvements with Equations (3.57) and (3.59) over the simple parabolic model to predict the velocity profiles in both axial and radial directions.
Figure 3.3 Velocity distribution in the cross section plane at \( z=0 \) of a sinusoidal tube.
Figure 3.4 Velocity distribution in the cross section plane at $z=-L/8$ of a sinusoidal tube.
Figure 3.5 Velocity distribution in the cross section plane at $z=\frac{L}{8}$ of a sinusoidal tube.
Figure 3.6 Velocity distribution in the cross section plane at $z=3L/8$ of a sinusoidal tube.
Figure 3.7 Velocity distribution in the cross section plane at $z=4L/8$ of a sinusoidal tube.
Figure 3.8 Velocity distribution in the cross section plane at \( z=5L/8 \) of a sinusoidal tube.
According to Equations (3.2) and (3.3) and neglecting the time-dependent terms, the dimensionless pressure gradient in radial and axial directions can be expressed as:

\[
\frac{\partial \bar{p}}{\partial \bar{r}} = \left[ \frac{1}{\bar{r}} \frac{\partial}{\partial \bar{r}} \left( \bar{r} \frac{\partial \bar{v}_r}{\partial \bar{r}} \right) + \frac{\partial^2 \bar{v}_r}{\partial \bar{z}^2} - \frac{\bar{v}_r}{\bar{r}^2} \right] - \text{Re} \left( \bar{v}_r \frac{\partial \bar{v}_r}{\partial \bar{r}} + \bar{v}_z \frac{\partial \bar{v}_z}{\partial \bar{z}} \right) \tag{3.61}
\]

\[
\frac{\partial \bar{p}}{\partial \bar{z}} = \left[ \frac{1}{\bar{r}} \frac{\partial}{\partial \bar{r}} \left( \bar{r} \frac{\partial \bar{v}_z}{\partial \bar{r}} \right) + \frac{\partial^2 \bar{v}_z}{\partial \bar{z}^2} \right] - \text{Re} \left( \bar{v}_r \frac{\partial \bar{v}_z}{\partial \bar{r}} + \bar{v}_z \frac{\partial \bar{v}_z}{\partial \bar{z}} \right) \tag{3.62}
\]

Substituting the obtained expressions of the velocity components into Equations (3.57) and (3.58) and neglecting the \( \epsilon^4 \) and higher order terms give:

\[
\frac{\partial \bar{p}}{\partial \bar{r}} = -\eta \left[ \left( \frac{32}{d\bar{z}} \frac{d\bar{R}(\bar{z})}{d\bar{z}} \frac{1}{\bar{R}(\bar{z})^4} + 4 \left( \frac{d^3 \bar{R}(\bar{z})}{d\bar{z}^3} \frac{1}{\bar{R}(\bar{z})^2} \left( \frac{1}{3} - \eta^2 \right) \right) \right) + 20 \left( \frac{d^2 \bar{R}(\bar{z})}{d\bar{z}^2} \frac{d\bar{R}(\bar{z})}{d\bar{z}} \frac{1}{\bar{R}(\bar{z})^3} \left( \frac{5}{3} + 3\eta^2 \right) \right) + 8 \left( \frac{d\bar{R}(\bar{z})}{d\bar{z}} \right)^3 \frac{1}{\bar{R}(\bar{z})^4} \left( \frac{22}{3} - 15\eta^2 \right) \right] + 8 \text{Re} \left( \frac{d^2 \bar{R}(\bar{z})}{d\bar{z}^2} \frac{1}{\bar{R}(\bar{z})^4} (1 - 4\eta^2 + 2\eta^4) \right) + 32 \text{Re} \left( \frac{d\bar{R}(\bar{z})}{d\bar{z}} \right)^2 \frac{1}{\bar{R}(\bar{z})^5} (-1 + 2\eta^2 - \eta^4) \right]
\]
Equation (3.63) shows that the geometry variation of the tube produces radial pressure gradient to cause the radial flow. For practical application, the axial pressure gradient averaging in the cross section is important. It can be written as:

\[
\frac{\partial \bar{p}}{\partial \bar{z}} = 2 \int_0^\infty \eta \frac{\partial \bar{p}}{\partial \bar{z}} d\eta
\]

Excluding the terms of Reynolds number, Equation (3.65) reduces to:
The pressure drop from \( z=z_1 \) to \( z_2 \) is:

\[
\overline{\Delta P} = -16 \int_{z_1}^{z_2} \frac{1}{R(z)^4} \, dz - 16 \int_{z_1}^{z_2} \frac{d^2 R(z)}{dz^2} \, \frac{1}{R(z)^3} \, dz + \frac{32}{3} \left( \frac{dR(z)}{dz} \right)^2 \frac{1}{R(z)^4} \, dz
\]  

(3.67)

Compared to the integral form of Hagen-Poiseuille equation which is used in the derivation of the capillary model in Chapter 2 and other nonuniform capillary model [Sharma and Ross 1991; Staples and Shaffer 2002; Young 2004; Patro et al. 2007; Patro and Jayaram 2008]:

\[
\Delta P = -16 \int_{z_1}^{z_2} \frac{1}{R(z)^4} \, dz
\]  

(3.68)

Equation (3.67) include two more terms related to the geometry variations. Figure 3.9 shows that the comparison of the analytical results of Equations (3.67) and (3.69) the numerical results obtained from FLUENT. In Figure 3.9, the abscissa represents the location in axial direction of the sinusoidal tube, while the ordinate denotes the dimensionless pressure drop refer to the location at \( x=-L/2 \). Figure 3.9 indicates that there is an improvement of the asymptotic solution beyond the classic Hagen-Poiseuille solution for the prediction of the
pressure gradient distribution in tubes of varying radius.

Figure 3.9 Pressure drop in axial direction of a sinusoidal tube.

3.2 New Derivation of Governing Equation of Capillary Flow

In this section, the governing equation of capillary flow in tubes of varying radius is derived based on the velocity distribution obtained in the previous section. The derivation is started from the integral form of the momentum equation in the axial direction:
\[ \frac{d}{dt} \iiint \rho \frac{\partial v}{\partial x} \, dv + \iiint \rho \frac{\partial v}{\partial y} \, dv + \iiint \rho \frac{\partial v}{\partial z} \, dv \]

\[ = -\iiint \frac{1}{\rho} \frac{\partial p}{\partial z} \, dv + \iiint \frac{\mu}{\rho} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v}{\partial r} \right) + \frac{\partial^2 v}{\partial z^2} \right] \, dv \]

For the capillary rise problem, the average velocity of the capillary interface can be approximated by the time derivative of the rising height, i.e. \( \frac{dh}{dt} \). Hence the characteristic stream function \( \psi_c \) can be defined as:

\[ \psi_c = \frac{1}{2} \frac{dh}{dt} R(h)^2 \]  

(3.70)

and the dimensional velocity components, according to Equations (3.57) and (3.58), can be expressed as:

\[ v_z = \frac{dh}{dt} \left\{ \frac{2R(h)^2}{R^2(z)} \left(1 - \eta^2\right) + \frac{1}{6} \left[ \frac{5}{R^2(z)} \left( \frac{dR(z)}{dz} \right)^2 - \frac{R(h)^2}{R(z)} \frac{d^2 R(z)}{dz^2} \right] \left(3\eta^4 - 4\eta^2 + 1\right) \right\} \]  

(3.71)

\[ \frac{2R(h)^2}{R^2(z)} \frac{dR(z)}{dz} \left( \eta - \eta^3 \right) \]

\[ + \frac{5}{3} \frac{R(h)^2}{R^2(z)} \left( \frac{dR(z)}{dz} \right)^3 \left(3\eta^5 - 4\eta^3 + \eta\right) \]

\[ - \frac{1}{6} \frac{R(h)^2}{R(z)} \frac{dR(z)}{dz} \frac{d^2 R(z)}{dz^2} \left(15\eta^5 - 26\eta^3 + 11\eta\right) \]

\[ + \frac{1}{6} \frac{R(h)^2}{R^3(z)} \left( \eta^5 - 2\eta^3 + \eta \right) \]  

(3.72)
Using the expression in Equation (3.65), the volume integration in the first term of Equation (3.69) can be calculated as:

\[
\int \int \int \nu_z dV = \pi h R(h)^2 \frac{dh}{dt}
\]  

(3.73)

After decomposing the volume integration of other terms into cross section area integration and integration in the axial direction, Equation (3.69) can be written in the form:

\[
\int_0^h \frac{1}{h} \frac{d}{dt} \left( \pi h R(h)^2 \frac{dh}{dt} \right) dz + \int_0^h \int \nu_r \frac{\partial \nu_z}{\partial r} dAdz + \int_0^h \int \nu_z \frac{\partial \nu_z}{\partial z} dAdz
\]  

(3.74)

\[
= -\int_0^h \int \frac{1}{\rho} \frac{\partial p}{\partial z} dAdz + \int_0^h \int \mu \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \nu_z}{\partial r} \right) + \frac{\partial^2 \nu_z}{\partial z^2} \right] dAdz
\]

Since Equation (3.68) satisfies any positive \( h \), it leads to:

\[
\frac{\rho}{h} \frac{d}{dt} \left( \pi h R(h)^2 \frac{dh}{dt} \right) + \rho \int \int \nu_r \frac{\partial \nu_z}{\partial r} dA + \rho \int \int \nu_z \frac{\partial \nu_z}{\partial z} dA
\]  

(3.75)

\[
= -\int \int \frac{\partial p}{\partial z} dA + \int \int \mu \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \nu_z}{\partial r} \right) + \frac{\partial^2 \nu_z}{\partial z^2} \right] dA
\]

which describes the momentum balance in the cross-sectional area integral form. We do an average operation on each term of Equation (3.69),
\[
\frac{1}{\pi R(z)^2} \rho \frac{d}{dt} \left( \pi hR(h)^2 \frac{dh}{dt} \right) + \frac{1}{\pi R(z)^2} \rho \iiint v_r \frac{\partial v_z}{\partial r} \, dA \\
+ \frac{1}{\pi R(z)^2} \rho \iiint v_z \frac{\partial v_z}{\partial z} \, dA
\]

= \frac{1}{\pi R(z)^2} \iiint \frac{\partial p}{\partial z} \, dA + \frac{1}{\pi R(z)^2} \iiint \mu \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v_z}{\partial r} \right) + \frac{\partial^2 v_z}{\partial z^2} \right] \, dA

Integrating each term in the axial direction from 0 to \( h \), we derive:

\[
\int_0^h \frac{1}{R(z)^2} \rho \frac{d}{dt} \left( hR(h)^2 \frac{dh}{dt} \right) \, dz
\]

\[
+ \frac{1}{\pi R(z)^2} \rho \iiint \left( v_r \frac{\partial v_z}{\partial r} + v_z \frac{\partial v_z}{\partial z} \right) \, dAdz = -\frac{1}{\pi R(z)^2} \iiint \frac{\partial p}{\partial z} \, dAdz
\]

\[
+ \frac{1}{\pi R(z)^2} \iiint \mu \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v_z}{\partial r} \right) + \frac{\partial^2 v_z}{\partial z^2} \right] \, dAdz
\]

Physically, the first term of the right hand side of the above equation is the integration of the average pressure gradient from the tube inlet to the capillary interface. It represents the average pressure drop from the inlet \((z=0)\) to the meniscus \((z=h)\) and consists of the combination of the capillary pressure, gravitational hydrostatic pressure, the pressure loss of the entry flow at the inlet and the excess pressure drop of the developing flow in the entrance region of the tube.

Following the similar analysis of capillary flow in uniform tubes [Sparrow et al. 1964; Levine et al. 1976; Stange et al. 2003], it can be formulated as:
In the above expression, $\theta$ is the apparent contact angle that will be discussed later. $K_s$ is related to the excess pressure drop due to the velocity profile development within the entrance region of the tube and can be related to $h$ as:

$$K_s(h) = \frac{1}{6} + \sum_{i=1}^{\infty} \frac{4}{\alpha_i^2} \left[ \exp \left( -\frac{4\alpha_i^2 \text{Re}_h}{\text{Re}_d^2} \right) - 3 \right] \cdot \exp \left( -\frac{4\alpha_i^2 \text{Re}_h}{\text{Re}_d^2} \right)$$

(3.79)

where,

$$\text{Re}_h = \frac{\rho h}{\mu} \frac{dh}{dt}, \quad \text{Re}_d = 2 \frac{\rho}{\mu} \frac{R^2(h)}{R(0)} \frac{dh}{dt}$$

(3.80)

and the first 25 values of $\alpha_i$ for circular tubes are computed by Sparrow et al. (1964) as given in Table 3.1.

For the laminar flow, the length scale of the entrance region $L_e$ reads $L_e / d \approx 0.06 \text{Re}_d$. Equation (3.79) yields $K_s = 1/6$ for $h > L_e$.

The second integration of Equation (3.77) is from the convection terms of Navier-Stokes equation. To reduce its nonlinearity, the simple parabolic velocity
distribution expressed in Equation (3.59) and (3.60) is used to calculate the convection terms as:

$$
\int_0^h \frac{1}{\pi R^2(z)} \iint_{A} \rho \left( v_r \frac{\partial v_z}{\partial r} + v_z \frac{\partial v_r}{\partial z} \right) dA dz 
= -\frac{8}{3} \rho R^4(h) \left( \frac{dh}{dt} \right)^2 \int_0^h \frac{dR(z)}{dz} \frac{1}{R^5(z)} dz
$$

(3.81)

Table 3.1 Values of $\alpha_i$ for circular tubes [after Sparrow et al. 1964].

<table>
<thead>
<tr>
<th>i</th>
<th>$\alpha_i$</th>
<th>i</th>
<th>$\alpha_i$</th>
<th>i</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.13562</td>
<td>10</td>
<td>33.7165</td>
<td>19</td>
<td>62.0162</td>
</tr>
<tr>
<td>2</td>
<td>8.41724</td>
<td>11</td>
<td>36.8629</td>
<td>20</td>
<td>65.1593</td>
</tr>
<tr>
<td>3</td>
<td>11.6198</td>
<td>12</td>
<td>40.0085</td>
<td>21</td>
<td>68.3022</td>
</tr>
<tr>
<td>4</td>
<td>14.7960</td>
<td>13</td>
<td>43.1535</td>
<td>22</td>
<td>71.4450</td>
</tr>
<tr>
<td>5</td>
<td>17.9598</td>
<td>14</td>
<td>46.2980</td>
<td>23</td>
<td>74.5877</td>
</tr>
<tr>
<td>6</td>
<td>21.1170</td>
<td>15</td>
<td>49.4422</td>
<td>24</td>
<td>77.7303</td>
</tr>
<tr>
<td>7</td>
<td>24.2701</td>
<td>16</td>
<td>52.5860</td>
<td>25</td>
<td>80.8728</td>
</tr>
<tr>
<td>8</td>
<td>27.4206</td>
<td>17</td>
<td>55.7296</td>
<td>26</td>
<td>84.0162</td>
</tr>
<tr>
<td>9</td>
<td>30.5692</td>
<td>18</td>
<td>58.8730</td>
<td>27</td>
<td>87.1593</td>
</tr>
</tbody>
</table>

Substituting the expressions of velocity components into the other terms of Equation (3.77), the final form of the governing equation can be written as:
\begin{equation}
\rho \left[ c_0 + \frac{73}{60} \frac{1}{R(0)} \right] R^2(h) \frac{d^2h}{dt^2} + \rho \left[ c_0 \frac{R^2(h)}{h} + 2 \left( c_0 + \frac{73}{60} \frac{1}{R(0)} \right) R(h) \frac{dR(h)}{dh} \right] \left( \frac{dh}{dt} \right)^2
+ K_s \frac{R^2(h)}{R^2(0)} - \frac{8}{3} \sigma c_j R^4(h)
\right]
= \frac{2\gamma \cos \theta_1}{R(h)} - \rho gh - \delta \mu \left( c_1 + c_2 - \frac{1}{3} c_4 + \frac{1}{4R^2(0)} \right) R^2(h) \frac{dh}{dt}
\end{equation}

where \( c_0, c_1, c_2, c_3 \) and \( c_4 \) are geometrical parameters defined as:

\begin{align}
\label{eq:3.83}
c_0 &= \int_0^b \frac{1}{R^2(z)} \, dz \\
\label{eq:3.84}
c_1 &= \int_0^b \frac{1}{R^4(z)} \, dz \\
\label{eq:3.85}
c_2 &= \int_0^b \frac{1}{R^4(z)} \left( \frac{dR(z)}{dz} \right)^2 \, dz \\
\label{eq:3.86}
c_3 &= \int_0^b \frac{1}{R^5(z)} \frac{dR(z)}{dz} \, dz \\
\label{eq:3.87}
c_4 &= \int_0^b \frac{1}{R^4(z)} \left[ 5 \left( \frac{dR(z)}{dz} \right)^4 - R(z) \left( \frac{dR(z)}{dz} \right)^2 \frac{d^2R(z)}{dz^2} \right]
- \left[ -R(z) \frac{d^2R(z)}{dz^2} + 5 \left( \frac{dR(z)}{dz} \right)^2 \right] \, dz
\end{align}

In Equation (3.82), a relaxation parameter \( \sigma \) is introduced as:
\[ \varpi = \begin{cases} 
0, & \frac{d^2R}{dh^2} < 0; \\
1, & \frac{d^2R}{dh^2} > 0; 
\end{cases} \tag{3.88} \]

which is schematically shown in Figure 3.10. It is proposed to improve the stability of the model by ignoring the convection effect when the capillary interface, with a slow speed, passes the region of concave varying wall. Whereas, the convection effect is taken into account when the capillary interface, with a fast speed, passes the region of convex varying wall.

Figure 3.10 Convection parameter in a sinusoidal tube.

### 3.3 Dynamic Contact Angle Model of Capillary Flow in Nonuniform Tubes

The dynamic contact angle $\theta_d$ is an important parameter of the dynamic wetting process. As summarized in Chapter 1, the dynamic variation of the contact angle of a moving contact line may depend on contact line
velocity, surface tension, viscosity and other possible contact surface properties.

Based on the hydrodynamics theory, the existing models of the dynamic contact angle can be written in a general form as:

$$\theta_d^3 = \theta_m^3 + 9Ca \cdot \left[ \ln \left( \frac{L_H}{L_s} \right) - C_v \right]$$

(3.89)

where $L_H$ is the characteristic length of the flow. The slip length $L_s$ and the numerical constant $C_v$ are empirically determined by experiments. $\theta_m$ is a constant contact angle on microscopic scale and is suggested by Cox (1986) to be the static contact angle $\theta_s$.

Alternatively, Zhou and Sheng (1990) and Stokes et al. (1990) reported that $\theta_m$ is also dependent on the contact line velocity because of an additional frictional force and can be approximated by:

$$\cos \theta_m = \cos \theta_s - B \cdot Ca^n, 0 < n < 0.5$$

(3.90)

where the numerical constant $B$ is related to the surface tension, liquid density, viscosity and solid surface properties.
Nevertheless, a simpler expression of the velocity-dependent dynamic contact angle based on the Classic Molecular-kinetic theory is obtained as [Blake 2006]:

\[
\cos \theta_d = \cos \theta_m - \frac{\zeta \, dh}{\gamma \, dt}
\]  

(3.91)

where \( \zeta \) is the coefficient of wetting-line friction and physically defined in Equation (1.31). Practically, \( \zeta \) can be determined by experiments, and \( \theta_m \) is also suggested to be the value of static contact angle \( \theta_s \) by current researchers.

The author would like to point out that both the hydrodynamic and molecular kinetic models of dynamic contact angle are originated from the experimental studies of the dynamic wetting of a liquid drop on a solid surface. They describe the dynamic variation process of the contact angle from an initial angle to the sole equilibrium angle \( \theta_m \) when the capillary interface velocity reduces to zero. However, \( \theta_m \) may be velocity-dependent as indicated in Equation (3.90). It may also be time-dependent for some special cases such as capillary rise in tubes.
In the capillary rise experiment as shown in Figure 3.11, the dimension of the outer liquid surface of the sink is much bigger than that of the capillary tube. Therefore, the initial contact angle $\theta_0$ is in an equilibrium state and equal to $90^\circ$ with respect to the vertical capillary tube before the tip of the solid tube contacts the liquid. Consequently, $\theta_m$ is $\theta_0$ at $t=0$ when the liquid surface is brought in contact with the tube. As time progressing, there will be a stage transition of $\theta_m$ from $\theta_0$ to $\theta_s$. The time-dependent transition process can be described by an empirical relation based on a series of experiments:

$$\theta_m = \frac{\theta_0 + \theta_s}{2} + \left(\frac{\theta_0 - \theta_s}{2}\right) \cdot \frac{A_d \cdot e^{-B_d \cdot M_p (t-t_c)} - e^{N_p (t-t_c)}}{e^{N_p (t-t_c)} + e^{N_p (t-t_c)}}$$

(3.92)

where, $A_d$, $B_d$, $t_c$ and $M_p$ are parameters to be determined experimentally and may relate to the practical setting.
such as the depth of the tube dipped in the liquid. Compared to the existing models of dynamic contact angle, which are only applicable to the vicinity of the equilibrium state, the applicable scope of the present model has been extended to the initial stage. The combined dynamic contact angle model, Equation (3.92), and the nonuniform capillary model, Equation (3.82) is firstly validated by examining the reported experiments [Hamraoui et al. 2000; Stange et al. 2003] of capillary rise in uniform tubes in Section 2.4. The author also carried out a series of capillary rise experiments of nonuniform tubes as described, and reasonable agreements of theoretical and experimental data are presented in Section 3.5.

3.4 Validation of Capillary Flow in Circular Cylindrical Tubes

The first validation is to compare theoretical results of the dynamic capillary rise in circular cylindrical tubes with Hamraoui et al. (2000)’s experiment results under gravity and Stange et al. (2003)’s results without gravity. The fluid properties of the liquids that they used are shown in Table 3.2.
Table 3.2 Fluid properties.

<table>
<thead>
<tr>
<th>Liquid</th>
<th>( \rho \text{ (kg/m}^3)</th>
<th>( \mu \text{ (mPa.s)}</th>
<th>( \gamma \text{ (mN.m}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water(^a)</td>
<td>998.2</td>
<td>1</td>
<td>72</td>
</tr>
<tr>
<td>Ethanol(^a)</td>
<td>798.7</td>
<td>1.17</td>
<td>22</td>
</tr>
<tr>
<td>Water-Ethanol(^a)</td>
<td>984.4</td>
<td>1</td>
<td>50.37</td>
</tr>
<tr>
<td>SF 0.65(^b)</td>
<td>761</td>
<td>0.5</td>
<td>15.6</td>
</tr>
<tr>
<td>SF 1.00(^b)</td>
<td>818</td>
<td>0.818</td>
<td>16.9</td>
</tr>
<tr>
<td>FC-77(^b)</td>
<td>1777</td>
<td>1.422</td>
<td>14.7</td>
</tr>
</tbody>
</table>

\(^a\) from [Hamraoui et al. 2000];
\(^b\) from [Stange et al. 2003].

For a circular cylindrical capillary of constant radius \( R_0 \), the governing equation (3.82) with the dynamic contact angle described in Equations (3.91) and (3.92) can be reduced to:

\[
\rho \left( h + \frac{73}{60} R_0 \right) \frac{d^2 h}{dt^2} + \rho (1 + K_s) \left( \frac{dh}{dt} \right)^2 + 8\mu \left( \frac{h}{R_0^2} + \frac{1}{4R_0} \right) \frac{dh}{dt} \tag{3.93}
\]

\[+ \rho gh = \frac{2\gamma}{R_0} \left\{ \cos \left[ \frac{\pi}{4} + \frac{\theta_s}{2} \right] - \cos \left[ \frac{\pi}{4} - \frac{\theta_s}{2} \right] \tanh (M_p (t - t_c)) \right\} \]

with \( A_d = 1 \) and \( B_d = 1 \). For comparison, Hamraoui’s model equation [Hamraoui et al. 2000; Hamraoui and Nylander 2002] is rewritten as follows:

\[
\rho h \frac{d^2 h}{dt^2} + \rho \left( \frac{dh}{dt} \right)^2 + 8\mu \frac{h}{R_0^2} \frac{dh}{dt} + \rho gh = \frac{2\gamma}{R_0} \left( \cos \theta_s - \frac{\xi}{\gamma} \frac{dh}{dt} \right) \tag{3.94}
\]

and the traditional Lucas-Washburn equation with the constant static contact angle is [Brittin 1945]:
The experimental data for capillary rise of water, ethanol and water-ethanol mixtures as a function of time, reported by Hamraoui et al. (2000), are shown in Figures 3.12-3.14, respectively, together with the theoretical results of Equation (3.93) proposed in this chapter, Equation (3.94) that is introduced in [Hamraoui and Nylander 2002], and the traditional Lucas-Washburn Equation (3.95) with static contact angle, where the radius $R_0 = 0.295 \text{mm}$, the static contact angle $\theta_s = 0$ and the gravitational acceleration $g = 9.81 \text{ms}^{-2}$. In Figures 3.12-3.14, the time reference point where $t = 0$ is set to be the moment when the meniscus reaches the height of the first experimentally measured point which can be denoted by $h_0$. For the three experiments of water, ethanol and water-ethanol mixture, $h_0 = 2.20, 5.32, 1.56 \text{mm}$, respectively. All the calculations start from $h=0 \text{mm}$, but the computed curves shift as a whole according to first experiment datum point.
Figure 3.12 The capillary rise of water in a circular cylindrical tube with \( \zeta = 0.45 \), \( t_c = 0.15 \), \( M_p = 20 \).
(a), \( t = -0.15 - 4s \); (b), \( t = -0.15 - 0.5s \).
Figure 3.13 The capillary rise of ethanol in a circular cylindrical tube with $\zeta = 0.04$, $t_c = 0.15$, $M_p = 20$.

(a), $t = -0.2 \sim 1.7$ sec; (b), $t = -0.2 \sim 0.5$ sec.
Figure 3.14 The capillary rise of water-ethanol mixture in a circular cylindrical tube with $\zeta = 0.14$, $t_c = 0.08$, $M_p = 40$. (a), $t = -0.1 \sim 2.3$ s; (b), $t = -0.1 \sim 0.5$ s.
It can be found in Figures 3.12a-3.14a that the equilibrium height of the three experiments can be well predicted by all the three equations. However, the experimental points during the stage when the rate of the capillary rise is not zero cannot be adequately described by the traditional Lucas-Washburn Equation (3.95) where the contact angle is assumed to be constant. When the dynamic contact angle effect is considered, good agreement between the experimental data and theoretical predictions of Equations (3.93) and (3.94) can be achieved, where the two equations take the same value of $\zeta$ and $\zeta = 0.45, 0.04, 0.14$ for the three liquids as suggested by Hamraoui et al. (2000). Nevertheless, their descriptions of the dynamic capillary rise before the meniscus reaches the height of $h_0$ are quite different as clearly shown in Figures 3.12b-3.14b. After correcting $\theta_m$ by Equation (3.92) in the dynamic contact angle model, Equation (3.93) predicts much lower capillary rise rates than the previous model in the initial stage from $h=0$ to $h_0$ where the experimental observation are absent. After the meniscus passes $h_0$, Figures 3.12b-3.14b also present a
mild improvement of the prediction of Equation (3.93) over Equation (3.94) compared to the experiment data.

Stange et al. (2003) reported a series of experiments of the capillary-driven flow of three perfectly wetting liquids into circular cylindrical tubes in the microgravity environment, which is used as the second validation case of the proposed model in this chapter. For the capillary flow without gravity in a circular cylindrical capillary of constant radius \( R \), the governing equation (3.82) can be reduced to:

\[
\rho \left( h + \frac{73}{60} R \right) \frac{d^2h}{dt^2} + \rho (1 + K_z) \left( \frac{dh}{dt} \right)^2 + 8\mu \left( \frac{h}{R^2} + \frac{1}{4R} \right) \frac{dh}{dt} = \frac{2\gamma}{R} \left\{ \cos \left[ \left( \frac{\pi}{4} + \frac{\theta_s}{2} \right) - \left( \frac{\pi}{4} - \frac{\theta_s}{2} \right) \tanh \left( M_p (t - t_c) \right) \right] - \frac{\zeta}{\gamma} \frac{dh}{dt} \right\}
\]  

(3.96)

Similar to the above analysis, we rewrite the theoretical model equation introduced in [Stange et al. 2003] as follows for comparison:

\[
\frac{d^2h}{dt^2} = \frac{1}{h + \frac{73}{60} R} \left\{ \gamma \left[ \frac{2s \left( 1 - 2 \tanh \left( 4.96Ca^{0.702} \right) \right)}{R} \right] \right\} - \frac{\mu}{\rho} \left( \frac{8h}{R^2} + \frac{2}{R} \right) \frac{dh}{dt} - \left( 1 + K_z \right) \left( \frac{dh}{dt} \right)^2
\]  

(3.97)

In the above Stange’s model, an empirical dynamic contact angle correlation that is proposed by Jiang et al. (1979)
based on Hoffman’s (1976) experiment data is used, and
the parameter $s$ is introduced to describe the surface
reorientation process after a step reduction in gravity:

$$s(t) = 1 - \exp \left( -11.14 \frac{t}{\sqrt{\rho R_s^2}} \right)$$

(3.98)

Stange et al. (2003) performed the experiments in a
drop tower, which has a free fall height of 110m with a
microgravity time of 4.7s. The microgravity condition
provides the convenience to use the wider diameter tubes
from 4mm to 70mm for the observations. Only the data of
4mm-diameter tube are selected for the validation in this
section. Three liquids were used: two Dow Corning 200
Silicone Fluids that are labeled by their kinematic
viscosities (SF 0.65 and SF 1.00) and 3M Fluorinert
Dielektrica FC-77. The fluid properties are shown in
Table 3.2 (page:150). Figures 3.15-3.17 present the
experimental observations of the dynamic progression of
the meniscus height with time for three different
liquids. Each figure gives two series of data with two
different values of the depth of the tube in the liquid
($h_1=10$ and 50mm). The meniscus height is refered to the
water surface. The comparisons in Figures 3.15-3.17 present a good agreement between the numerical solutions of Equations (3.96) and (3.97) and the experimental data.

Figure 3.15 The capillary rise of SF 0.65 in a circular cylindrical tube with $t_c = 0.08$, $M_p = 40$, and $\zeta = 0.02$ for $h_i = 10\text{mm}$, $\zeta = 0.015$ for $h_i = 50\text{mm}$. 
Figure 3.16 The capillary rise of SF 1.00 in a circular cylindrical tube with $t_c = 0.02$, $M_p = 80$, and $\zeta = 0.05$ for $h_i = 10\text{mm}$, $\zeta = 0.06$ for $h_i = 50\text{mm}$.
Figure 3.17 The capillary rise of FC-77 in a circular cylindrical tube with $t_c = 0.02$, $M_p = 80$ and $\zeta = 0.08$ for $h_i = 10\text{mm}$, $\zeta = 0.1$ for $h_i = 50\text{mm}$.

3.5 Validation of Capillary Flow in Nonuniform Tubes

To further validate the proposed theoretical capillary model, a series of experiments on the surface tension-driven flow in vertical nonuniform tubes is
carried out. Three experimental cases of one uniform tube and two nonuniform tubes are reported in this section.

**Experimental Details**

Figure 3.18 shows a schematic drawing of the experimental set-up. The capillary tube is fixed above a 30mm-diameter tank which is prefilled with distilled water up to about 98% full. The tip of the tube is located at the 2% void region. The remaining 2% space is filled by a medical I.V. set with a controlled slow flow rate of 1000ml/h through a small diameter tube on the side of the tank. The tube is connected with the tank at the bottom. When the I.V. set is switched on, the water surface rises up with a stable interface toward the tip of the capillary tube with a negligible speed of about 4 \( \mu \text{m/s} \).

This specific setting, distinct with the traditional experimental set-up where the tip of the capillary tube is brought in contact the liquid surface by moving the tube, allows us to eliminate the possible influence of the uncertain mechanical vibration of the tube and improve the repeatability of the experiment. The dynamic capillary rising process is observed and recorded by the
high speed video camera, Redlake HD-2000, with the frame rate of 125 f/s and the total record time of 16s. The monitor is useful to adjust the diffuser to obtain high quality images and position the tube at the same location for each case. The monitor also helps the observer decide when to start the recording right before the water surface contacts the tube tip. The recorded images marked with frame numbers in the camera were downloaded to the computer through the Ethernet and analyzed by Redlake MotionXtra software.

![Image of experimental setup](image)

Figure 3.18 The experimental set-up.

The test liquid is 100% distilled water, and the material properties are: \( \rho = 998.2 \text{kg/m}^3 \), \( \mu = 0.001 \text{Pa.s} \), \( \gamma = 0.072 \text{N/m} \) and \( \theta_s = 0 \). The customized glass capillary
tubes with curve walls are provided by Meints Glassblowing LLC and are washed with the distilled water before each trial. High-purity Acetone may be used to accelerate the drying process after experiments.

Theoretical Governing Equation

The proposed governing fluid equation for the capillary flow in general irregular geometries is expressed by Equation (3.82) in which the actual contact angle $\theta$, with respect to the straight axis of the tube, is the summation of dynamic contact angle $\theta_d$ referred to the tangential vector of the solid surface and the local geometrical slope angle $\theta_g$, i.e.

$$\theta = \theta_d + \theta_g$$  \hspace{1cm} (3.99)

where,

$$\theta_g = \tan^{-1} \left[ \frac{dR(h)}{dh} \right]$$  \hspace{1cm} (3.100)

For different treatments of the dynamic contact angle, $\theta_d$ can be expressed by various velocity-dependent relations. The four dynamic contact angle models discussed in this chapter can be outlined as:

1. Constant contact angle model
The dynamic contact angle is assumed to be constant and always equal to the static contact angle $\theta_s$, i.e.

$$\theta_d = \theta_s \quad (3.101)$$

2, Empirical Model

This empirical correlation was first introduced by Jiang et al. (1979) based on Hoffman's (1975) experimental data. The correlation is recently modified by Stange et al. (2003) who considered the surface tension reorientation process at the initial stage and successfully explained their experiments of capillary rise in a circular uniform tube under microgravity as mentioned in section 3.3. For the capillary flow, this correlation is written as:

$$\theta_d = \cos^{-1}\left\{ \left(1 - e^{-11.14\frac{\gamma}{\rho g}t}\right) \left[1 - 2\tanh\left(4.96\text{Ca}^{0.702}\right)\right] \right\} \quad (3.102)$$

where $\text{Ca} = \frac{\mu \frac{dh}{dt}}{\gamma}$ and $R_0$ is the tube radius at the inlet.

3, Molecular-Kinetic model

Based on the Molecular-Kinetic theory, the velocity-dependent relation of the dynamic contact angle is:

$$\theta_d = \cos^{-1}\left( \cos \theta_s - \frac{\zeta}{\gamma} \frac{dh}{dt} \right) \quad (3.103)$$
The derivation of the above expression is provided in Chapter 1. Hamraoui's group [Hamraoui et al. 2000; 2002] studied this dynamic contact angle model through a series of experiments of capillary rise in circular uniform tubes under gravity as mentioned in the previous section and explained the molecular-kinetic parameter $\zeta$ in terms of a friction coefficient.

4, Modified Molecular-Kinetic Model

A new dynamic contact angle model is proposed in this chapter with a modification of the microscopic contact angle $\theta_m$ in the Molecular-Kinetic model, where $\theta_m$ is treated as a constant angle and is equal to the static contact angle $\theta_s$. Similar to the idea of the initial surface tension reorientation process at the initial capillary rise state, the transition of $\theta_m$ from the initial contact angle to the static contact angle at equilibrium state is considered in the present model as described in Equation (3.93). Finally, the dynamic contact angle is expressed in the form of:

$$\theta_d = \cos^{-1}\left\{ \cos \left[ \frac{\theta_s + \theta_m}{2} + \left( \frac{\theta_s - \theta_m}{2} \right) \frac{A_d e^{-M_p(t-t_c)} - e^{M_p(t-t_c)}}{e^{-M_p(t-t_c)} + e^{M_p(t-t_c)}} \right] - \frac{\zeta dh}{\gamma dt} \right\} \quad (3.104)$$
Combined Equation (3.2) with the four dynamic contact angle model, four different governing equations are derived as follows respectively:

1, with constant contact angle model:

\[
\rho \left[ \frac{c_0 + \frac{73}{60} \frac{1}{R(0)}}{R^2(h)} \right] \frac{d^2h}{dt^2} + \rho \left[ \frac{c_0}{h} \frac{R^2(h)}{R^2(0)} + 2 \left( c_0 + \frac{73}{60} \frac{1}{R(0)} \right) \frac{dR(h)}{dh} \right] \left( \frac{dh}{dt} \right)^2 + K_s \frac{R^2(h)}{R^2(0)} - \frac{8}{3} \sigma c_3 R^4(h) \\
2\gamma \cos \left[ \theta_s + \tan^{-1} \left( \frac{dR(h)}{dh} \right) \right] = \frac{R(h)}{R(h)} - \rho gh \\
-8\mu \left( c_1 + c_2 - \frac{1}{3} c_4 + \frac{1}{4R^3(0)} \right) R^2(h) \frac{dh}{dt}
\]

2, with empirical contact angle model:

\[
\rho \left[ \frac{c_0 + \frac{73}{60} \frac{1}{R(0)}}{R^2(h)} \right] \frac{d^2h}{dt^2} + \rho \left[ \frac{c_0}{h} \frac{R^2(h)}{R^2(0)} + K_s \frac{R^2(h)}{R^2(0)} - \frac{8}{3} \sigma c_3 R^4(h) \right] \left( \frac{dh}{dt} \right)^2 = \\
\frac{2\gamma}{R(h)} \cos \left\{ \tan^{-1} \left[ \frac{dR(h)}{dh} \right] + \cos^{-1} \left[ \left( 1 - e^{-11.14 \frac{r}{\rho R_s} t} \right) \frac{1}{1 - 2 \tanh \left( 4.96 C_0^{0.702} \right)} \right] \right\} \\
-\rho gh - 8\mu \left( c_1 + c_2 - \frac{1}{3} c_4 + \frac{1}{4R^3(0)} \right) R^2(h) \frac{dh}{dt}
\]
3, with Molecular-Kinetic contact angle model:

\[
\rho \left[ c_0 + \frac{73}{60} \frac{1}{R(0)} \right] R^2(h) \frac{d^2h}{dt^2} + \rho \left[ \frac{c_0}{h} \frac{R^2(h)}{h} + 2 \left( c_0 + \frac{73}{60} \frac{1}{R(0)} \right) \frac{R(h)}{dh} \left( \frac{dh}{dt} \right)^2 \right. \\
+ K_s \frac{R^2(h)}{R^2(0)} - \frac{8}{3} \sigma c_3 R^4(h) + \frac{2}{c_0 + \frac{73}{60} \frac{1}{R(0)}} \frac{R(h)}{dh} \left( \frac{dh}{dt} \right)^2 \\
= \frac{2\gamma}{R(h)} \cos \left\{ \tan^{-1} \left[ \frac{dR(h)}{dh} \right] + \cos^{-1} \left( \cos \theta_s - \frac{\zeta}{\gamma} \frac{dh}{dt} \right) \right\} \\
- \rho g h - 8\mu \left( c_1 + c_2 - \frac{1}{3} c_4 + \frac{1}{4R^3(0)} \right) R^2(h) \frac{dh}{dt}
\]

4, with modified Molecular-Kinetic contact angle model:

\[
\rho \left[ c_0 + \frac{73}{60} \frac{1}{R(0)} \right] R^2(h) \frac{d^2h}{dt^2} + \rho \left[ \frac{c_0}{h} \frac{R^2(h)}{h} + \frac{K_s R^2(h)}{R^2(0)} - \frac{8}{3} \sigma c_3 R^4(h) \\
+ \frac{2}{c_0 + \frac{73}{60} \frac{1}{R(0)}} \frac{R(h)}{dh} \left( \frac{dh}{dt} \right)^2 \right. \\
\left\{ \tan^{-1} \left[ \frac{dR(h)}{dh} \right] \right\} \\
= \frac{2\gamma}{R(h)} \cos \left\{ \cos \left( \frac{\theta_0 + \theta_s}{2} \right) \frac{A_s e^{-\beta_s \psi_p(t-t_c)} - e^{\beta_p(t-t_c)}}{e^{-\beta_p(t-t_c)} + e^{\beta_p(t-t_c)}} \right\} \\
- \cos^{-1} \left\{ \frac{\theta_0 - \theta_s}{2} \right\} \\
- \frac{\zeta}{\gamma} \frac{dh}{dt} \\
- \rho g h - 8\mu \left( c_1 + c_2 - \frac{1}{3} c_4 + \frac{1}{4R^3(0)} \right) R^2(h) \frac{dh}{dt}
\]

where the parameters \( K_s, c_0, c_1, c_2, c_3, c_4 \) and \( \sigma \) are expressed in Equations (3.79), (3.83)-(3.88).
Results and Discussion

Three cases of one uniform tube and two nonuniform tubes are reported in this section. Figures 3.19-3.21 show three sequences of still frames taken from the three experimental videos, respectively. The first picture shows the fluid configuration before the tube tip contacts the water surface, and the second one is a sample frame selected from the capillary rising time.

![Figure 3.19 Surface tension-driven flow into a circular cylindrical tube. (a) the initial frame before contact; (b) the intermediate frame; (c) the final frame.](image-url)
Figure 3.20 Surface tension-driven flow into the A-type nonuniform tube. (a) the initial frame before contact; (b) the intermediate frame; (c) the equilibrium frame.

The third picture in Figure 3.19 is the last frame where the capillary interface is visible, and the third one in Figures 3.20 and 3.21 shows the frame when the capillary interface reaches the equilibrium state, and the equilibrium interfaces of the nonuniform tubes are located at the divergent region, which is consistent with the corresponding simulation conclusion in chapter 2.
Figure 3.21 Surface tension-driven flow into the B-type nonuniform tube. (a) the initial frame before contact; (b) the intermediate frame; (c) the equilibrium frame.

Figure 3.22 presents three experimental observations of the progression of the meniscus height $h$ with the time for the uniform circular tube shown in Figure 3.19. The meniscus height is the length measured from the three-phase contact line to the tube inlet. Although the capillary interface along the inner tube surface is unobservable from $h=0$mm to 1.2mm, because it is hidden by
the slightly rising interface along the tube outer surface as shown in Figure 3.19, good consistence of the three series of data points are presented for \( h > 1.2 \text{mm} \) and slow capillary rising velocity at the initial stage of \( h < 4 \text{mm} \) is found which is similar to the findings of Stange et al.'s (2003) experiments under microgravity.

The theoretical predictions of Equations (3.105)-(3.108) of the uniform circular tube with measured constant radius \( R = 330\mu\text{m} \) are given together in Figure 3.22. Equation (3.105), where the dynamic contact effect is ignored, predicts a faster capillary velocity than that of the experiments during the entire observed time, and so is Equation (3.106) with a little bit of improvement. It indicates that the empirical correlation of the dynamic contact angle [Jiang et al. 1979] employed in Equation (3.106) that works well to Stange's experiments [Stange et al. 2003] may have a limitation of general applicability. With an appropriate shift of the experiment data along the time axis, the results of Equation (3.107), in which the molecular-kinetic dynamic contact angle model is employed with \( \zeta = 0.3 \), agrees well with the experiments for \( h > 4 \text{mm} \), whereas, the prediction
Figure 3.22 The capillary rise of distilled water in a circular cylindrical tube with $t_c = 0.5$, $M_p = 40$, $A_d = 0.922$, $B_d = 1.004$ and $\zeta = 0.3$. 
of Equation (3.108) with $t_c = 0.5$, $M_p = 40$, $A_d = 0.922$, $B_d = 1.004$ and $\zeta = 0.3$ fits the experimental data well in the entire observed region, where the time is shifted back 0.482s to be consistent with that of Equation (3.107).

The time-dependent variations of the dynamic contact angle of the four contact angle models can be obtained by substituting the relations of the capillary rise velocity versus the time in the solutions of Equations (3.105)-(3.108) back to Equations (3.101)-(3.104), respectively, and the results are shown in Figure 3.23. The variations at the micro time scale are shown in Figure 3.23a. Except the constant contact angle model gives $\theta_d = \theta_s = 0$ for all the time, other three dynamic contact angle models predict that there is a period with the contact angle close to 90° as shown in Figure 3.23a, regardless the starting contact angle is 90° or 0°, and a stage transition for this angle to the static contact angle at the later time as shown in Figure 3.23b.
Figure 3.23 Time-dependent variations of dynamic contact angle. (a) Logarithm time scale; (b) Linear time scale.
The underestimation of the period length when the contact angle maintains an angle close to 90° causes the two previous contact angle models, Equation (3.102) and (3.103), to miss the observed slow capillary rise at the initial stage.

Figure 3.24 Geometry of Type-A nonuniform tube.

For the nonuniform circular tube comprising three bulbs as shown in Figure 3.20, three experimental observations of the progression of the meniscus height \( h \) with the time together with the theoretical results of Equations (3.105)-(3.108) are presented in Figure 3.25. The geometrical variation relation between the radius \( R \) and the axial location \( z \), used in the theoretical calculations, is shown in Figure 3.24, which is obtained by numerical fitting the discrete point measured with
resolutions of 50μm/pixel from the analysis on the video image as shown in Figure 3.20.

In Figure 3.25, the experimental results from the three independent runs show good repeatability from h=1.5mm to the equilibrium height 19.85mm, which is located in the diverging region of the third bulb. It is found that there is a tardiness of the capillary interface at the initial stage of h<2mm as observed in the experiments of uniform tube. At a later time, the wavy changes of the capillary rise curve modulating to the corresponding varying tube geometry are apparent.

The comparison of the theoretical results and the experimental data leads to the conclusion similar to that of the uniform tube. Equations (3.105) and (3.106) predict faster capillary velocity than that of the experiments during the entire observed time. The results of Equation (3.107) with ζ = 0.2, agree well with the experiments for h>4mm after an appropriate shift of the experiment data along the time axis. The present model achieves significantly better agreement with the data than those obtained by using the existing models.
Figure 3.25 The capillary rise of distilled water in Type-A nonuniform tube with $t_c = 0.5$, $M_p = 40$, $A_d = 0.922$, $B_d = 1.004$ and $\zeta = 0.2$. 
Figure 3.26 Time-dependent variations of dynamic contact angle for Type-A nonuniform tube.
(a) Logarithm time scale; (b) Linear time scale.
In Figure 3.25, Equation (3.108) fits the experimental data well in the entire observed region with $t_c = 0.5$, $M_p = 40$, $A_d = 0.922$, $B_d = 1.004$ and $\zeta = 0.2$. In the initial stage, the slow capillary rising is well predicted. After the time of solution of the Equation (3.108) shifts back 0.49s, it coincides with that of Equation (3.107) in the later time when $h>4\text{mm}$.

The time-dependent variations of the dynamic contact angle of the four contact angle models obtained by substituting the solutions of Equations (3.105)-(3.108) back to Equations (3.101)-(3.104), are shown in Figure 3.26. The variations at the micro time scale are clearly shown in Figure 3.26a, which gives us an explanation of why the slow capillary rising phenomenon is absent in the results of the previous dynamic contact angle models. For the constant contact angle model, $\theta_d = \theta_s = 0$ for all times, while the dynamic contact angles modeled by Equations (3.102) and (3.104) initially start from $90^\circ$ and that of Equation (3.103) starts from $0^\circ$ but increases up to a value close to $90^\circ$ in short time, in the order of a nano second. When the contact angle is close to $90^\circ$, the surface tension driven force is very small, which is
the reason for the slow capillary rising at the initial time period. However, the angle of Equation (3.102) starts to drop down in time in the order of microsecond and that of Equation (3.103) in millisecond order time. Only Equation (3.104) can maintain the small surface-tension driven force and predict the slow capillary rising in the initial time scale close to the observations. Figure 3.26b presents the fluctuations of the curves of the dynamic contact angles in the later time when the capillary interface passes the irregular geometrical regions.

![Graph](image)

**Figure 3.27 Geometry of Type-B nonuniform tube.**

For the type-B nonuniform circular, which comprises three bulbs of bigger size than type-A, the geometrical variation relation between the radius R and the axial location z used in the theoretical calculations, is shown in Figure 3.27, which is obtained from the analysis on the video image as shown in Figure 3.21.
Figure 3.28 The capillary rise of distilled water in a sinusoidal tube with $t_c = 0.1$, $M_p = 40$, $A_d = 0.99$, $B_d = 1.0025$ and $\zeta = 0.2$. 
The experimental observations of the progression of the meniscus height $h$ with the time together with the theoretical results of Equations (3.105)-(3.108) are presented in Figure 3.28. The three series of experimental data with good repeatability show the slow capillary rising at the initial stage, the fluctuations with bigger amplitude than Type-A when the capillary interface passes the bulb region with bigger geometry variations, and the equilibrium height located at the diverging region of the third bulb. In the theoretical part, Equations (3.105) and (3.106) predict faster capillary velocity than that of the experiments during the entire observed time. The results of Equation (3.107) with $\zeta = 0.2$, agree well with the experiments for $h>5\text{mm}$ after an appropriate shift of the experiment data along the time axis. Equation (3.108) can fit the experimental data well in the entire observed region including the slow capillary rise region at the initial stage with $t_c = 0.1$, $M_p = 40$, $A_d = 0.99$, $B_d = 1.0025$ and $\zeta = 0.2$. After the time of solution of the Equation (3.108) shifts back $0.096\text{s}$, it coincides with that of Equation (3.107) in the later time when $h>5\text{mm}$.
Figure 3.29 Time-dependent variations of dynamic contact angle for Type-B nonuniform tube.
(a) Logarithm time scale; (b) Linear time scale.
The time-dependent variations of the contact angle during the capillary rising process are shown in Figure 3.29. The transition in the micro time scale shown in Figure 3.29a and the geometrical effect on the dynamic contact angle shown in Figure 3.29b are similar to the observations of the type-A nonuniform tube in Figure 3.26.

Figure 3.30 Velocity-dependent variations of dynamic contact angle.
The traditional dynamic contact angle model, whether the underlying theory is the hydrodynamic or molecular-kinetic theory, is velocity-dependent as indicated in Equation (3.103). On the other hand, the proposed dynamic contact model described in Equation (3.104) is dependent on time and velocity, as is the empirical model of [Jiang et al. 1979] described in Equation (3.102). The velocity-dependent relations determined by the three different dynamic contact angle models, Equations (102)-(104), are presented in Figure 3.30 where the velocity is represented by the nondimensional variable, Ca. All the data points are from the capillary rise solution of Equations (3.106)-(3.108) for the type-B nonuniform tube. As it is shown in Figure 3.30, the entire curve of Equation (3.103) is overlapped with part of the curve of Equation (3.104). For Equation (3.104), the contact angle varies monotonously on Ca, and the relation between $\theta_d$ and Ca is a one-to-one mapping. However, it is two to one mapping between $\theta_d$ and Ca for Equation (3.102) when Ca is in the interval of [0, 0.0035], and three to one mapping for Equation (3.104) when Ca is in the interval of [0, 0.0015]. It implies that, for the capillary rise, the
velocity-dependent relation of the dynamic contact angle in the initial stage is different from that in the intermediate stage and equilibrium stage. Our experiments indicate that the time scale of initial stage is not ignorable, about 0.5s for type-A nonuniform tube and 0.1s for type-B nonuniform tube, but is neglected or underestimated in the traditional dynamic contact models.

3.6 Conclusions

The model for the time-dependent rise of the capillary interface in a tube with cross sections that are not uniformly varying along its axis in chapter two is further developed in this chapter. Two improvements of the proposed model are:

1, the deviation of the velocity field to the Hagen-Poiseuille solution due to the nonuniform geometrical effect is considered by using asymptotic flow field solutions based on the perturbation method;

2, the dynamic contact angle effect is taking into account by incorporating a proposed new dynamic contact angle model which modified the traditional molecular-
kinetic model by bringing in the time-dependent relation in the initial stage.

The proposed model is first applied to the existing experiments of the capillary rise in uniform circular tubes and good agreements are achieved. A series of experiments of the capillary rise in nonuniform tubes are reported in this chapter. The experiment results validated the proposed model and presented the advantage of the model, explaining the observed tardiness phenomena in the initial stage.

The model will be further developed to model the capillary flow in multi-layer porous media in the next chapter.
CHAPTER 4
MODELING OF CAPILLARY FLOW IN MULTI-LAYER POROUS MEDIUM

In this chapter, the industrial application of my research work was explored by adopting the proposed model to describe the water flow passing through a multi-layer porous medium. This specific porous medium, composed of six layers with complex woven fabric structures and pore sizes that range from 5\(\mu\)m to 2\(\text{mm}\), is used in Procter & Gamble's Rigid-Capillary-Press (RCP) dewatering device for paper making industries.

The capillary phenomenon is used here to improve the water removing efficiency and save energy. In the framework described in previous chapters, the flow in multi-layer porous media driven by surface tension and vacuum pressure is analytically investigated. The dewatering performance predicted by the analytical model is compared to the pilot plant experiments with good agreements. The potential of the model to be used as a parametric optimization tool for the industrial porous media design is discussed in this chapter.
4.1 Background

**Introduction of Paper Making Machine**

Worldwide paper use has increased dramatically over the last few decades, from about 70 million tons in 1980 to 140 million tons in 1996, and is expected to exceed 396 million tons by 2010 [McCool 2008]. In 2006, there were approximately 450 paper mills in the United States, accounting for $68 billion according to 2006 U.S. Industry & Market Outlook. Although modern technology is developing with high-speed, the pulp and paper industry still remains extremely energy intensive, ranking fourth only behind chemicals, steel and petroleum in energy consumption [Asensio 2000].

Papermaking consists of spreading a suspension of pulp evenly across a paper machine, followed by its dewatering in a manner that yields a product with desirable properties. Figure 4.1 shows an actual image of a RCP paper machine and its diagram is shown in Figure 4.2. Generally, a paper machine consists of three main sections: forming, press, and dryer. In the forming section, the pulp is diluted and mixed to form the slurry of about 99.5% water and 0.5% pulp fiber and pumped to
the headbox. Through a narrow slot in the bottom of the headbox, the slurry is sprayed evenly onto the forming fabric which is circulating and supported by rolls or foils.

Figure 4.1 Image of RCP paper machine.

As the forming fabric moves along the forming section, the fabric filters part of water by gravity and
retains the pulp fibers to form the sheet. The fiber sheet then passes over the vacuum suction boxes to pull more water while a top-wire dewatering roll is mounted two-thirds of the way down the forming section to break up the lumps and improve the formation, and also remove the additional water from the top of the fiber sheet [Asensio 2000].

![Diagram of paper machine](image)

**Figure 4.2 Schematic diagram of paper machine [Courtesy of Chokshi 2007].**

After the couch roll, the press fabric carries the fiber sheet to enter the pressing section where the mechanical dewatering occurs. In this process, the fiber mat is mechanically compressed by press rolls to squeeze
out the water. As the sheet leaves the press section, it is typically 40% fiber and 60% water, depending on the sheet grade and the paper machine. Finally, the drying process is accomplished through the supply of heat to the sheet by large steam-heated cylinders in the dryer section where the paper web is dried to its finished condition of only 5% water. The final paper web has a relatively smooth surface and is relatively strong and stiff due to the interlocking of fibers and fiber-fiber hydrogen bonds.

For some grades, such as bath and facial tissue, a strong, compact, smooth sheet is not desired. Rather, a soft, open, high loft sheet is needed. For these grades, it is desirable to mechanically remove as much water as possible without significant pressing and then remove the remaining water by evaporation. The RCP dewatering process, to be described subsequently was developed to meet this need.

Figure 4.2 indicates the reduction of the water content when the paper web passes the dewatering sections. Approximately, the wood pulp contains 166-200 kg water/kg fiber in the headbox, 4-5 kg water/kg fiber after the forming section, 1.5 kg water/kg fiber after the press
section and 0.05 kg water/kg fiber after the dryer section [Chokshi 2007]. The amount of the removed water in the dryer section is moderate compared to those in other sections, but two thirds of the total energy consumption for the paper machine is consumed in this section. Normally, it costs more than 10 times as much to remove water by heat in the dryers than the mechanical dewatering in the press section. Consequently, research activity to improve press section efficiency has been, and still is, at a very high level.

Higher water removal rates without significant pressing can be achieved by using a new limiting orifice drying method, called Rigid-Capillary-Press (RCP) technology, invented by the Procter & Gamble company [Chuang and Thompson 1985; Ensign et al. 1994; 1996; 2000; Stelljes et al. 2000; 2004; Trokhan et al. 1999].

RCP Dewatering Process

Figure 4.3 shows a close-up view of the RCP press section, and Figure 4.4 presents a schematic side sectional view of the RCP papermaking machine. The mounting arrangement of the RCP press section, where the RCP roll and the press roll are mounted on the main frame
and the press roll is above the RCP roll as shown in Figure 4.3, is similar to that of the conventional paper machine, but the design of the RCP roll is quite different from the conventional press roll. The RCP roll has perforated shell which is covered with a specific designed multilayer porous medium, called the RCP medium. The woven structure of the RCP medium is discussed in detail later. According the description in the Proctor and Gamble’s patent [Chuang et al. 1985], the internal space of the roll may be divided into six sectorial zones by the partitions with seals. The practical design, used in the pilot plant RCP paper making machine, is to only divide the space into two zones as shown in Figure 4.4: the vacuum zone and the pressure zone [Valmet-Karlstad 1999]. The vacuum zone is connected to the vacuum source through the vacuum pipe, while the pressure zone is connected the air source through the pressure pipe. Within the pressure zone, an array of internal showers is mounted for the purpose of lubrication and cleaning, which is connected to the water source through the water pipe. Below the RCP roll and within the trough, there is also an array of external showers to clean and prewet the outer surface of the RCP medium. A doctor blade
contacting the outside surface of the roll is mounted at the exit from the trough for the purpose of cleaning.

Figure 4.3 Close-up view of RCP press section.
Figure 4.4 Schematic fragmentary sectional view of RCP papermaking machine.

The continuous wet paper web is carried by the press fabric to wrap part of the vacuum zone. The roll is covered by the RCP medium wherein the uniformly distributed pores of the top layer are effectively smaller than the pores formed by the pulp fibers of the paper web. Therefore, some of the liquid is driven by the
vacuum suction pressure and the capillary pressure to transfer from the pores of the paper web into the pores of the RCP medium. A description of an operational sequence of the water removing process of the RCP roll is presented in Figure 4.5, where the sectional views are taken along section lines a-a through f-f of Figure 4.4. In Figure 4.5(a-a), the paper web is being carried on the press fabric along a convergent path towards the RCP roll surface. The water disposed in the pore of the RCP medium has an outward meniscus with a slightly convex shape and an inward meniscus with a concave shape due to maintaining a slight positive pneumatic pressure in the pressure zone. After the paper web has come into contacting with the outer surface of the RCP medium as shown in Figure 4.5(b-b), the convex meniscus shown in Figure 4.5(a-a) helps the water disposed in the pore of the RCP medium achieve a continuous liquid-to-liquid continuity with the water in the paper web and the trapping of the air in the paper web is obviated. The vacuum suction pressure from the vacuum zone and the capillary pressure provided by the inward capillary interface in the RCP medium act together to pull the water from the pore of the paper web into the pores of
the RCP medium. This water-transferring process without airflow through the RCP porous medium results in great energy saving in the vacuum system and a higher level of fiber consistency in the paper web than that with conventional vacuum dewatering. The additional water removal, in turn, results in large thermal energy savings in the dryer section [Chuang and Thompson 1985]. Another advantage of the RCP technology is that the tension of the press fabric can be maintained at a low enough value to substantially minimize the compaction of the paper web as it passes over the RCP roll. This makes the RCP dewatering technology applicable to the paper making of the soft tissue paper.

After a long exposure time to the vacuum pressure as shown in Figure 4.5(c-c), the liquid-to-liquid continuity between the water remaining in the pores of the paper web and the water disposed in the RCP pores may be broken up and an outwardly facing meniscus with a concave shape is formed in the RCP pore. In this state, because the pore size is in the order of microns, the capillary pressure formed by the concave water surface may be enough to counteract the vacuum suction pressure.
In Figure 4.5(d-d), the paper web has commenced to diverge from the RCP medium. The concave capillary interface of the water in RCP pores eliminate the rewetting process that occurs when water is pulled back to the pores of the paper web during the departure time. Figure 4.5(e-e) depicts the outward pneumatic expulsion of water when the element arrives at the pressure zone, which is maintained at a positive pneumatic pressure. The
pressure is controlled at a sufficient level to precipitate expulsion but not large enough to cause total expulsion. Therefore, as shown in Figure 4.5(1-f), a relatively short residual column of water remains in the pore of the RCP medium and the RCP dewatering loop is completed. During the dewatering process, there is always a water column, long or short, remaining in the pore of the RCP which acts a liquid-seal to obviate both the vacuum and the positive pressure induced air flow through the pores of the RCP medium, and consequently, conserves the energy which would otherwise be expended to supply vacuum and compressed air.

RCP Porous Medium

As mentioned above, the RCP roll is covered by a multi-layer RCP medium which may comprise of six layers with a pore size gradient from the first layer to the sixth layer [Ensign et al. 2000]. Figure 4.6 shows a fragmentary top plan view of the RCP medium, and Figure 4.7 shows the microscope-observed images of the six plies, where the first layer image is from the top view and the other images is from the bottom view through the holes in the sixth layer.
Figure 4.6 A fragmentary top plan view of the RCP porous medium [Ensign et al. 2000].

The six layers are arranged from the finest first layer to the coarsest sixth layer. The first layer provides the support to the paper web and builds a liquid-to-liquid connection to the water in the paper web to remove the water efficiently by taking advantage of the capillary phenomena in such small pores. The coarsest sixth layer provides the strength to the entire RCP medium. The other four layers in between the first and the sixth layers provide hydraulic connection and support for the first layer [Ensign et al. 2000].
Figure 4.7 Microscope view of each layer of the RCP porous medium.
The connector layers are necessary to maintain the generally planar configuration of the first layer, because the first layer is so fine and deformable and would deform into the interstices of the sixth layer without the support of the intermediate layers. Such deformation would break the hydraulic connection between the first layer and the paper web. The RCP medium may be thought of as having a "Machine Direction" and a "Cross Direction". As used herein, the "Machine Direction" (MD) refers to the direction parallel to the transport of the paper web, and the "Cross Direction" (CD) refers to the direction parallel to the plane of transport of the paper web and orthogonal to the machine direction. For convenient description, the MD fiber diameter and the CD fiber diameter of the i-th layer are denoted by $DM_i$ and $DC_i$, the fiber count per centimeter in MD and CD of the i-th layer are denoted by $NM_i$ and $NC_i$, and the thickness of the i-th layer is denoted by $H_i$.

The Ensign patent [Ensign et al. 2000] describes the layers in detail. The following table summarizes the layer construction:
Table 4.1 Geometry summary of the RCP porous medium.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Weave</th>
<th>$DM_i$ (μm)</th>
<th>$NM_i$ (No./m)</th>
<th>$DC_i$ (μm)</th>
<th>$NC_i$ (No./m)</th>
<th>$H_i$ (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dutch Twill</td>
<td>71</td>
<td>6500</td>
<td>41</td>
<td>63000</td>
<td>111</td>
</tr>
<tr>
<td></td>
<td>Fig. 4.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Square plain</td>
<td>66</td>
<td>5900</td>
<td>66</td>
<td>5900</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>Fig. 4.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Square plain</td>
<td>191</td>
<td>2400</td>
<td>191</td>
<td>2400</td>
<td>285</td>
</tr>
<tr>
<td></td>
<td>Fig. 4.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Square plain</td>
<td>406</td>
<td>1200</td>
<td>406</td>
<td>1200</td>
<td>609</td>
</tr>
<tr>
<td></td>
<td>Fig. 4.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Square plain</td>
<td>710</td>
<td>630</td>
<td>710</td>
<td>630</td>
<td>800</td>
</tr>
<tr>
<td></td>
<td>Fig. 4.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Drilled Plate</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>600</td>
</tr>
</tbody>
</table>

The coarsest sixth layer is a perforated metal plate with a thickness of 0.6mm. The approximately 27% open area was provided by 1.5mm diameter holes bilaterally staggered at 60 degrees on a pitch of 2.7mm. Among the given geometry data of the RCP medium, the fiber diameter and fiber counts in each layer are from the Procter & Gamble's patent [Ensign et al. 2000] and are approximately validated by the image measurement in Figure 4.7. The thickness of each layer is estimated approximately based on the fiber diameter, the woven structure shown in the Figures 4.8 and 4.9, and the measured total thickness of the sample of the RCP medium.
To apply the analytical model to the RCP porous media flow, a parameter, $N_i$, is introduced to describe the pore number density per unit area at the $i$-th layer, which is determined by the weave structure of the layer and assumed to be constant in the same layer. According to the above geometry description of the RCP medium, the
pore number density per unit area for the six layers can be calculated as:

\[ N_1 = \frac{65 \times 630}{(0.01)^2} = 4.095 \times 10^8 \text{ m}^{-2} \]  
\[ N_2 = \frac{59 \times 59}{(0.01)^2} = 3.481 \times 10^7 \text{ m}^{-2} \]  
\[ N_3 = \frac{24 \times 24}{(0.01)^2} = 5.76 \times 10^6 \text{ m}^{-2} \]  
\[ N_4 = \frac{12 \times 12}{(0.01)^2} = 1.44 \times 10^6 \text{ m}^{-2} \]  
\[ N_5 = \frac{6.3 \times 6.3}{(0.01)^2} = 3.969 \times 10^5 \text{ m}^{-2} \]  
\[ N_6 = \frac{\cos \left( \frac{\pi}{6} \right)}{3 \cdot \left( \frac{2.7 \times 10^3}{2} \right)^2} = 1.584 \times 10^5 \text{ m}^{-2} \]  

For each layer, the void volume is obtained by subtracting the solid fiber volume from the total volume. If the void volume is assumed to be occupied by a bundle of circular cylinders which have the height of the thickness of the layer and uniformly distributed with number density \( N_i \), the radius of this virtual cylinder is defined as the effective radius \( R_{0i} \) of the pore of the
layer. According to the geometry description, the effective pore radius for each layer can be calculated as:

\[ R_{01} = 3.82 \mu m \] (4.7)
\[ R_{02} = 73.6 \mu m \] (4.8)
\[ R_{03} = 169 \mu m \] (4.9)
\[ R_{04} = 329 \mu m \] (4.10)
\[ R_{05} = 555 \mu m \] (4.11)
\[ R_{06} = 750 \mu m \] (4.12)

The pore in the sixth layer is a cylindrical hole with radius of 750\( \mu m \), but the pores in other layers are formed by cylindrical fibers, and the actual geometry is complicated. By assuming the cross section of the pore is circular and the axis is straight, we use a cosine function

\[ R_i(z) = R_{0i} \left\{ 1 + A \cdot \cos \left( \frac{2\pi (z - h_{oi})}{L_i} \right) \right\} \] (4.13)

to approximate the variations of the radius of the pores in the first five layers, where \( z \) is the axial direction pointing from the first layer to the sixth layer, \( h_{oi} \) is the location of the top surface of the \( i \)-th layer, and \( L_i \) is the wavelength which is taken as the thickness for each layer except for the first layer where it represents
a half of the thickness. The amplitude $A$ will be determined later.

4.2 Experimental Study of the Dewatering of RCP Medium

Two fluid experiments of the RCP porous medium are described in this section. One is a flow rate test of the medium under different suction pressures which is carried out at the lab, the other is pilot plant test of the water removing rate of the RCP medium during the paper making process.

Flow Rate Test of RCP Medium

To obtain a basic understanding of the liquid flow passing through the RCP medium, a RCP flow test cell was built to investigate the correlation between the applied vacuum pressure and flow removal rate without the effect of the pulp fibers. Figure 4.10 and 4.11 show the schematic view and actual view of the flow test cell, respectively. A sample RCP medium provided by Procter & Gamble was fixed on the bottom of the top tank. The RCP sample is exposed to the water through an open circular area of 0.1m in diameter formed by a plastic flange which
also works as a barrier to block the water from entering the outer area of the RCP medium.

Figure 4.10 Schematic of RCP flow test cell.

The liquid used in the experiment is de-ionized water in which the suspended particles are filtered to
prevent the micropores of the RCP medium from blockage by the particles. The water in the top tank is supplied by the water pump which is connected to a prefilled water tank. A side tube can drain off the redundant water back to the water tank and maintain a constant water level about 0.15m in the top tank.

![Figure 4.11 View of RCP flow test cell.](image)

The water level in the top tank is preferably lower than the height of barrier but higher than the conduits which are small holes drilled in the plastic barrier. The conduits are the only passages of the water in the top tank to enter the cylinder space above the open area of the RCP medium, and therefore, the flow field in this
region is, to some extent, isolated from the disturbance from the water pump and can be maintained at a stable pattern. The water above the RCP medium is driven by the applied constant vacuum pressure on the measurement tube to pass through the medium.

Figure 4.12 shows the time dependent variations of the water volume of the RCP medium removed from the top tank under three vacuum levels: 7.0inHg, 5.5inHg and 3.5inHg. The volume is calculated by multiplying the measured moving distance of water level in the
measurement tube with the cross section area of the tube with diameter of about 158.3mm. The linearity presented by the three data series continuously recorded in time implies that the sequences of the water level are measured with acceptable consistence.

Figure 4.13 The correlation between the total flow rate and the vacuum pressure for the RCP medium with 0.1m-diameter circular open area.

The total flow rate $q_t$ through the 0.1m-diameter circular open area can be obtained by linearly fitting the experimental data. As shown in Figure 4.13, they are
11.11, 9.67 and 7.69 cm$^3$/s for the three vacuum pressures 
7.0, 5.5 and 3.5 inHg, respectively.

A leak flow rate $q_{\text{leak}}=4.286$ cm$^3$/s, that may come from 
the lateral flow in the RCP medium or possible leakages 
through the gaps between the seals, is numerically 
obtained by linearly extrapolating the flow rate to 0inHg 
as shown in Figure 4.13. It should be pointed out that 
this moderate leak flow rate is not observed in the 
actual experiment when the vacuum pressure is set to zero. 
A possible explanation is that the capillary pressure, 
approximately 0.057inHg, formed by the surface tension 
force of the water droplet surface appending on the 
1.5mm-diameter hole in the bottom layer of the RCP medium, 
is enough to hold the water droplet, or at least reduce 
the flow rate dramatically when there is no external 
applied suction pressure.

The net flow rate $q$ passing the open area of the RCP 
medium induced by the vacuum pressure can be defined as:

$$q = q_t - q_{\text{leak}}$$

$$\Delta p = \frac{\mu Q}{2\pi} \left[ -16 \int_{r_1}^{r_2} \frac{1}{R(z)^5} \, dz - \frac{16}{3} \int_{r_1}^{r_2} \frac{d^2 R(z)}{dz^2} \frac{1}{R(z)^3} \, dz \right]$$

$$(4.14)$$

$$(4.15)$$
where $Q$ is the flow rate of the pore. The pore flow rate $Q_i$, at the $i$-th layer, can be expressed as:

$$Q_i = \frac{400q}{\pi N_i} \quad (4.16)$$

Denoting $H_i$ as the thickness of the $i$-th layer, the pressure drop in each layer can be written as:

$$\Delta P_i = 200\mu \sum_{i=1}^{N_i} \left[ \frac{16}{\pi R(z)^4} \int_{r_i}^{r_i+H_i} \frac{1}{R(z)^2} \, dz - \frac{16}{3} \int_{r_i}^{r_i+H_i} \frac{d^2R(z)}{dz^2} \frac{1}{R(z)^3} \, dz \right] \cdot q$$

Therefore, the linear relationship between the net flow rate passing the RCP medium and the applied vacuum pressure $P_v$ is obtained as:

$$P_v = \frac{200\mu \sum_{i=1}^{N_i} \left[ \frac{16}{\pi R(z)^4} \int_{r_i}^{r_i+H_i} \frac{1}{R(z)^2} \, dz + \frac{16}{3} \int_{r_i}^{r_i+H_i} \frac{d^2R(z)}{dz^2} \frac{1}{R(z)^3} \, dz \right] \cdot q}{q \sum_{i=1}^{N_i} \left[ \frac{32}{3} \int_{r_i}^{r_i+H_i} \frac{dR(z)}{dz} \frac{1}{R(z)^4} \, dz \right]} \quad (4.18)$$

Figure 4.14 shows the comparison of the experimental and theoretical correlations between the net flow rate and the vacuum pressure for the RCP medium with 0.1m-diameter circular open area. The theoretical results are obtained from the calculation of Equation (4.18) with geometry parameters described in Equations (4.1)-(4.13). Good agreement between the theoretical and experimental
results is obtained by taking the amplitude $A=0.615$ in Equation (4.13). The validation of this cosine approximation to the real complex geometry in RCP medium will be discussed in the following sections.

![Graph showing the correlation between net flow rate and vacuum pressure.](image)

**Figure 4.14** The experimental and theoretical correlations between the net flow rate and the vacuum pressure for the RCP medium with 0.1m-diameter circular open area.

**Pilot Plant Dewatering Test of RCP Medium**

The dewatering test was carried on the RCP paper machine as shown in Figure 4.3 in WMU's paper pilot plant. The purpose of this test is to investigate the correlations between the operation parameters of the RCP
roll (vacuum pressure and machine speed) and the dewatering performance. The machine speed ranges from 30 to 70 fpm and the vacuum pressure is from 0 to 1 linHg. During the operation, the press roll is not loaded. Therefore, a low external press load, contributed by the tension of the press fabric belt, is maintained. Runs were done with the external cleaning shower on and off. To lower the cost, the width of the paper web, detached from the forming fabric to pass through RCP roll, is only one-thirds of the width of the RCP roll. The disadvantage of this setting is that the internal vacuum box leaks to the atmosphere through the pores of the unsealed RCP medium, and the variation of the vacuum level is up to ±0.5 inHg.

The pulp is prepared with 80% IP soft wood and 20% Peace River hard wood with the freeness of CSF 430-480. The basis weight of the fiber ranges from 88-120 Lb/3000ft² with an average value of 110 Lb/3000ft². High moisture content in the paper web before contacting RCP roll is maintained at 85-87%.

For each operational setting of vacuum pressure and machine speed, three samples of paper web after dewatered
by the RCP roll and one sample before contact the RCP roll were collected. The moisture/fiber ratio was obtained by measuring the total weight of the wet sample and the fiber weight after fully drying.

The measurement results of the dewatering process of the RCP medium under the different operation parameters are summarized in Table 4.2, where \( v_m \) is the machine speed, and \( P_v \) is the vacuum pressure. The moisture content in the paper web is expressed in the ratio of the weight of water with respect to the weight of the dry solid fiber. Figures 4.15-4.19 present the variations of the removal water with respect to vacuum pressure for \( v_m = 30, 40, 50, 60 \) and 70 respectively.

Table 4.2 Results of the RCP dewatering experiment.

<table>
<thead>
<tr>
<th>( v_m ) (fpm)</th>
<th>( P_v ) (inHg)</th>
<th>Shower (ON/OFF)</th>
<th>Moisture Content (kg water/kg fiber)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Before RCP</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>OFF</td>
<td>5.69</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>OFF</td>
<td>5.69</td>
</tr>
<tr>
<td>30</td>
<td>6.5</td>
<td>OFF</td>
<td>5.82</td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td>OFF</td>
<td>5.66</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>OFF</td>
<td>5.95</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>ON</td>
<td>5.69</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>ON</td>
<td>5.51</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>ON</td>
<td>5.65</td>
</tr>
<tr>
<td>30</td>
<td>8.5</td>
<td>ON</td>
<td>5.65</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>ON</td>
<td>5.95</td>
</tr>
</tbody>
</table>
Table 4.2 -continued.

<table>
<thead>
<tr>
<th>$v_m$ (fpm)</th>
<th>$P_v$ (inHg)</th>
<th>Shower (ON/OFF)</th>
<th>Moisture Content (kg water/kg fiber)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Before RCP</td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>OFF</td>
<td>5.96</td>
</tr>
<tr>
<td>40</td>
<td>6</td>
<td>OFF</td>
<td>6.14</td>
</tr>
<tr>
<td>40</td>
<td>8</td>
<td>OFF</td>
<td>6.02</td>
</tr>
<tr>
<td>40</td>
<td>11</td>
<td>OFF</td>
<td>6.70</td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>ON</td>
<td>6.06</td>
</tr>
<tr>
<td>40</td>
<td>6</td>
<td>ON</td>
<td>6.19</td>
</tr>
<tr>
<td>40</td>
<td>8</td>
<td>ON</td>
<td>6.09</td>
</tr>
<tr>
<td>40</td>
<td>11</td>
<td>ON</td>
<td>5.97</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>OFF</td>
<td>5.95</td>
</tr>
<tr>
<td>50</td>
<td>7.2</td>
<td>OFF</td>
<td>6.07</td>
</tr>
<tr>
<td>50</td>
<td>9.5</td>
<td>OFF</td>
<td>6.13</td>
</tr>
<tr>
<td>50</td>
<td>11</td>
<td>OFF</td>
<td>6.16</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>ON</td>
<td>5.95</td>
</tr>
<tr>
<td>50</td>
<td>7.2</td>
<td>ON</td>
<td>6.07</td>
</tr>
<tr>
<td>50</td>
<td>9.5</td>
<td>ON</td>
<td>6.13</td>
</tr>
<tr>
<td>50</td>
<td>11</td>
<td>ON</td>
<td>6.16</td>
</tr>
<tr>
<td>60</td>
<td>0</td>
<td>OFF</td>
<td>6.44</td>
</tr>
<tr>
<td>60</td>
<td>4</td>
<td>OFF</td>
<td>6.45</td>
</tr>
<tr>
<td>60</td>
<td>7</td>
<td>OFF</td>
<td>6.39</td>
</tr>
<tr>
<td>60</td>
<td>9.5</td>
<td>OFF</td>
<td>6.41</td>
</tr>
<tr>
<td>60</td>
<td>11</td>
<td>OFF</td>
<td>6.18</td>
</tr>
<tr>
<td>60</td>
<td>0</td>
<td>ON</td>
<td>6.44</td>
</tr>
<tr>
<td>60</td>
<td>4</td>
<td>ON</td>
<td>6.45</td>
</tr>
<tr>
<td>60</td>
<td>7</td>
<td>ON</td>
<td>6.39</td>
</tr>
<tr>
<td>60</td>
<td>9.5</td>
<td>ON</td>
<td>6.41</td>
</tr>
<tr>
<td>60</td>
<td>11</td>
<td>ON</td>
<td>6.18</td>
</tr>
<tr>
<td>70</td>
<td>0</td>
<td>OFF</td>
<td>6.19</td>
</tr>
<tr>
<td>70</td>
<td>7</td>
<td>OFF</td>
<td>6.18</td>
</tr>
<tr>
<td>70</td>
<td>9.5</td>
<td>OFF</td>
<td>6.57</td>
</tr>
<tr>
<td>70</td>
<td>0</td>
<td>ON</td>
<td>6.19</td>
</tr>
<tr>
<td>70</td>
<td>4</td>
<td>ON</td>
<td>6.04</td>
</tr>
<tr>
<td>70</td>
<td>7</td>
<td>ON</td>
<td>6.18</td>
</tr>
<tr>
<td>70</td>
<td>9.5</td>
<td>ON</td>
<td>6.57</td>
</tr>
<tr>
<td>70</td>
<td>11</td>
<td>ON</td>
<td>6.82</td>
</tr>
</tbody>
</table>
Figure 4.15 Removal water results under different vacuum pressure at machine velocity of 30fpm.

Figure 4.16 Removal water results under different vacuum pressure at machine velocity of 40fpm.
Figure 4.17 Removal water results under different vacuum pressure at machine velocity of 50fpm.

Figure 4.18 Removal water results under different vacuum pressure at machine velocity of 60fpm.
Figure 4.19 Removal water results under different vacuum pressure at machine velocity of 70fpm.

The results generally show that approximately 1.5-3 kg water per kg fiber can be removed through the RCP medium, and the removal water ratio is increased with the increase of the vacuum pressure. The status of the shower (ON or OFF), which is used to clean the RCP top surface and prewet the pores of the first layer, has a minor effect on the water removal rate, but there is no clear and consistent relation indicated from the observations. When the shower is on, the water removal rate is higher for $v_m=30$, 50 and 70 fpm, lower for $v_m=40$ fpm and at the same level for $v_m=60$. 
The available data of removal water at zero vacuum level for the machine speed of 30, 60 and 70 fpm as shown in Figures 4.15, 4.18 and 4.19 imply that the press load due to the tension of the press fabric belt can squeeze out about 1.5-2.0 kg water per kg solid fibers although the press roll is unloaded in our experiment. In the traditional press dewatering method, the water is squeezed by applying an external press force through the press roll. When the RCP roll with a multilayer porous medium on the roll surface and an internal vacuum suction box is used, the additional water about 1-1.5 kg water per kg solid fibers can be removed as shown in Figures 4.15-4.19. The detailed analysis of the RCP dewatering is provided in the next section.

4.3 Theoretical Studies of Capillary Flow in Multi-Layer Porous Media

Derivation of the Governing Equation

The analysis approach proposed in chapter 3 can be extended to develop a model for describing the dewatering process in RCP porous medium in the paper making industry. The RCP porous media could include 5-6 layers with different porous properties, such as pore size, pore
shape and permeability. In the paper machine, the fiber matrix in the paper web, contacting the top surface of the RCP medium, can also be considered as a porous medium. After the free water is partly removed in the forming section of the paper machine, the remaining water in wet pulps can be classified as the intra-wall water and the inter-wall water [Ahrens and Xu 1999]. The intra-wall water is the water trapped in the nanoscale pores in the cell wall of the fibers, while the inter-wall water indicates the water between the fibers and in the lumen. The inter-wall water is held by the capillary force and can be removed partly in the press section.

Figure 4.20 shows a sketch of the multi-layer porous medium composed of the RCP medium and the medium formed by the pulp fibers, where $H_0$ is the thickness of the fiber medium and $H_i$ (i=1,2,3,4,5,6) represents the thickness of the $i$-th layer of the RCP medium, $P_v$ is the vacuum suction pressure, $g$ is the gravitational acceleration and $g_c$ is the centrifugal body force which is related to the machine speed $v_m$:

$$g_c = \frac{v_m^2}{R_u}$$  (4.19)
Here, \( R_d \) is the radius with respect to the rotating center and may vary with the moving the water bulk. Since the thickness of the total medium is as thin as 2-3mm, \( R_d \) can take the constant value, 0.203m, the radius of the RCP roll. \( \alpha \) is the angle between the flow direction and the horizontal direction in the lab reference of frame, which is related to the machine speed \( v_m \) and the time \( t \):

\[
\alpha = \frac{v_m}{R_d} \cdot t \tag{4.20}
\]

The individual pore within each layer formed by the pulp fiber or the metal fiber in RCP medium can be considered as a circular capillary tube with varying radius which can be approximated by cosine function. The pores are distributed homogeneously on cross sectional plane within each layer.

As indicated in Figure 4.20, there are two types of capillary interfaces: the advancing interface facing inwardly in the RCP medium and the receding interface facing outwardly in the pulp fiber medium. \( h_a \) and \( h_r \) represent the distances of the advancing and receding interfaces with respect to the top surface of the paper web. According to the mass conservation law, the velocities of the two interfaces can be related as:
where \( N_a \) is the pore number per unit area within the layer where the advancing interface is located and \( N_r \) is for the receding interface.

The contact angles \( \theta_a \) and \( \theta_r \) of the two interfaces are written as:

\[
\theta_a = \theta_s - \frac{\zeta}{\gamma} \frac{dh_a}{dt} + \tan^{-1}\left(\frac{dR_a}{dz}\right)\tag{4.22}
\]

\[
\theta_r = \theta_s - \tan^{-1}\left(\frac{dR_r}{dz}\right)\tag{4.23}
\]

where \( z \) is along the flow direction and with respect to the top surface of the pulp fiber medium, \( \theta_s \) is the static contact angle and is close to zero for water. \( R_a \) and \( R_r \) are the pore radii at the advancing and receding interfaces. \( \gamma \) is the surface tension and \( \zeta \) is the parameter of the dynamic contact angle effect and is suggested to take the value of 0.2 for water in prewetted cases [Hamraoui et al. 2000]. For the receding interface driven by the vacuum pressure \( P_v \), the dynamic contact angle effect is ignored.
Figure 4.20 Schematic of multi-layer porous media.
Based on the law of mass conservation, the velocity distribution for the capillary flow in multi-layer porous media can be obtained by adding the area density of pore number into the velocity expressions, Equations (3.57) and (3.58) obtained by asymptotic series analysis in chapter 3, in the forms of:

\[
v_z = 2 \frac{d h_a}{d t} \frac{N_a R^2(h)}{N_i R^2(z)} (1 - \eta^2) + \frac{1}{3} \frac{N_a}{N_i} \frac{d h_a}{d t} \left[ 5 \frac{R^2(h_a)}{R^2(z)} \left( \frac{dR(z)}{dz} \right)^2 - \frac{R^2(h_a)}{R(z)} \frac{d^2 R(z)}{dz^2} \right] (3\eta^4 - 4\eta^2 + 1)
\]

\[
v_r = 2 \frac{d h_a}{d t} \frac{N_a}{N_i} \frac{R^2(h_a)}{R^2(z)} \frac{dR(z)}{dz} (\eta - \eta') \left[ 5 \frac{d h_a}{d t} \frac{R^2(h_a)}{R^2(z)} \left( \frac{dR(z)}{dz} \right)^3 (3\eta^5 - 4\eta^3 + \eta) + \frac{N_a}{N_i} \left( -\frac{1}{6} \frac{d h_a}{d t} \frac{R^2(h_a)}{R(z)} \frac{dR(z)}{dz} \frac{d^2 R(z)}{dz^2} (15\eta^5 - 26\eta^3 + 11\eta) + \frac{d h_a}{d t} \frac{R^2(h_a)}{6} \frac{d^3 R(z)}{dz^3} (\eta^5 - 2\eta^3 + \eta) \right) \right]
\]

Following the derivation in the section 3.2 of chapter 3, the governing equation for the capillary flow in the multi-layer porous media is obtained as:
\[
\rho c_0 R^2(h_a) \frac{d^2 h_a}{dt^2} + \rho c_0 \frac{R^2(h_a)}{h_a - h_i} \left( \frac{dh_a}{dt} \right)^2 + 2 \rho c_0 R(h_a) \frac{dR(h_a)}{dh_a} \left( \frac{dh_a}{dt} \right)^2
\]

\[
= F_v + \frac{2 \gamma \cos \theta_a}{R(h_a)} - \frac{2 \gamma \cos \theta_i}{R(h_i)} + \rho \left( h_a - h_i \right) \cdot \left( g \sin \alpha - \frac{v_i^2}{R_0} \right)
\]

\[
-8 \mu c_1 \frac{dh_a}{dt} R^2(h_a) - 8 \mu c_2 \frac{dh_a}{dt} R^2(h_a)
\]

\[
+ \frac{8 \rho}{3} \sigma c_3 \left( \frac{dh_a}{dt} \right)^2 R^4(h_a) + \frac{8}{3} \mu c_i \frac{dh_a}{dt} R^2(h_a)
\]

where,

\[
c_0 = \int_{h_i}^{h_a} \frac{N_a}{N_1 R^2(z)} \, dz
\]

\[
c_1 = \int_{h_i}^{h_a} \frac{N_a}{N_1 R^4(z)} \, dz
\]

\[
c_2 = \int_{h_i}^{h_a} \frac{N_i}{N_1} \left( \frac{dR(z)}{dz} \right) \left( \frac{dR(z)}{dz} \right)^2 \, dz
\]

\[
c_3 = \int_{h_i}^{h_a} \left( \frac{N_i}{N_1} \right)^2 \frac{1}{R^5(z)} \frac{dR(z)}{dz} \, dz
\]

\[
c_4 = \int_{h_i}^{h_a} \frac{N_i}{N_1 R^4(z)} \left[ 5 \left( \frac{dR(z)}{dz} \right)^4 - R(z) \left( \frac{dR(z)}{dz} \right)^2 \frac{d^2 R(z)}{dz^2} \right] \left( \frac{dR(z)}{dz} \right)^2 \, dz
\]

If we use the zero-th order velocity expressions, i.e. ignoring the second part in Equations (4.24) and (4.25), and neglect the inertial terms, the first-order governing equation can be obtained as:
\[
\left[8\mu c_1 R^2 (h_a) + 8\mu c_2 R^2 (h_a)\right] \frac{dh_a}{dt} = P_a + \frac{2g \cos \theta_s}{R(h_a)} - \frac{2g \cos \theta_r}{R(h_r)} + \rho \left(h_a - h_r\right) \cdot \left(g \sin \alpha - \frac{\nu^2}{R^2}\right) \tag{4.32}
\]

Once the geometry of each layer is given, Equations (4.26) and (4.32) can be numerically solved by using the adaptive Runge-Kutta method as described in chapter 2 to obtain the relations of \(h_a\) versus \(t\) and \(h_r\) versus \(t\). The geometrical relations of the six layers of the RCP medium are summarized in Table 4.1 and Equations (4.1)-(4.13).

For the pore geometry in the fiber medium, let’s denote the \(D_f\) as the diameter of the fiber and \(R_f\) as the characteristic radius of the pore. The variation of the local pore radius can be approximated by the cosine function as in Equation (4.13):

\[
R(z) = \left(R_f + \frac{D_f}{4}\right) \left[1 + \frac{D_f}{4R_f + D_f} \cos \left(\frac{2\pi z}{D_f}\right)\right] \tag{4.33}
\]

Within the time when the pulp fibers pass the RCP roll, the volume of the removed water can be obtained through the volume integration along the penetration path of the receding interface.
Results and Discussion

The simulation results of the liquid flow passing the multi-layer medium are given as follows. According to the reported observation by Fiber Quality Analyzer (FQA) [Park et al. 2006], the diameter of the softwood pulp fiber, $D_f$, has an average value of 30.0\,\mu m. The measurement thickness of the wet pulp fiber sheet passing the RCP roll is ranging from 0.6-1.0\,mm, hence, $H_0$ is assumed to be the median value 0.8\,mm in the simulation. We assume that the pores in the pulp fiber sheet are fully occupied by water to be removed and the first layer of the RCP medium is partly wetted in the length of one-fourth of the thickness of the first layer. $h_0=H_0+0.25H_1$ is denoted as the initial wet length. Then, the penetration lengths of the receding interface and the advancing interface are set to be $h_r=0$ and $h_a= h_0$. 
Figure 4.21 shows the comparison of the liquid penetration results obtained from Equation (4.26) and (4.32) for a typical case of $P_v=6$ inHg, $v_m=70$ fpm and $R_f=10$ μm. The penetration length of the advancing interface is expressed by $h_a-h_0$. The time for the receding interface to pass through the thickness of the fiber sheet is 0.45s predicted by Equation (4.26) and 0.464s by Equation (4.32). There is an error of about 3%.
overestimation of the time to drainage 100% water in the fiber pores for the first order governing Equation (4.32). However, the computing time consumed by Equation (4.26) is about 70 times longer than that of Equation (4.32). For faster computing, Equation (4.32) is used in the following simulations.

Figure 4.22 presents the effect of the vacuum pressure on the liquid penetration length in the porous medium. The advancing interface for $P_v=2$ inHg stops at the interface of the first and the second layers after it penetrates the first layer as fast as the other cases. The receding interface penetrates 8 μm and only 1% of the water in the pore is removed. For $P_v=6$ and 10 inHg, the receding interface penetrates the 0.8mm fiber medium and 100% of the water in the 10 μm pores can be removed in 0.464 and 0.24 second, respectively, while the corresponding advancing interface enters the fourth layer of the RCP medium. To assure that 100% of the water in the pore can be removed, a critical value of the machine speed can be obtained by equating the time of the receding interface passing the paper web with the time of the paper web on the RCP roll passing the 165° sectional
vacuum chamber. For instance, the critical values of the machine speed for the 10 μm pores are 248 fpm for $P_v=6$ and 479 fpm for 10 inHg. If the machine speed is faster than the critical speed, less than 100% of the water can be removed.

Figure 4.22 The simulated penetration length results under different vacuum pressure for $v_m=70$ fpm and $R_f=10$ μm.
Figure 4.23 presents the effect of pulp fiber pore size on the liquid penetration length in the multi-layer porous medium. The vacuum pressure is maintained at \( P_v = 10 \) inHg and the machine speed \( v_m = 70 \) fpm. For \( R_e = 10 \) and 20\( \mu \)m, the receding interface penetrates the 0.8mm fiber medium, removing all the water in the pore in 0.24 and 0.269 second, respectively, while the corresponding advancing interface penetrates 0.54 and 0.635 mm located at the fourth layer of the RCP medium. However, the advancing interface for the smaller pore size \( R_e = 4.2 \) \( \mu \)m passes through the first and the second layer and stops somewhere in the third layer. The receding interface penetrates 0.285 \( \mu \)m and about 35.8\% of the water in the pore is removed.

Figure 4.23 implies that there is a critical value of the fiber pore size, denoted by \( R_{cr} \), for each given vacuum pressure. When the pore size is larger than \( R_{cr} \), it is possible to remove 100\% of the water in the pore. When the pore size is smaller than \( R_{cr} \), the liquid will be driven into an equilibrium state where the vacuum pressure together with the capillary pressure of the advancing interface is counteracted by the capillary
pressure of the receding interface in the small fiber pore, therefore, the water can be only partly removed. The critical pore size $R_{cr}$ under different vacuum pressures can be obtained through a series of numerical trials and are summarized in Table 4.3.

![Figure 4.23](image)

Figure 4.23 The simulated penetration length results for different pulp pore size with $v_m=70$ fpm and $P_v=10$ inHg.
Table 4.3 The critical pulp pore size under different vacuum pressure.

<table>
<thead>
<tr>
<th>$P_v$ (inHg)</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{cr}$ (µm)</td>
<td>20.81</td>
<td>10.49</td>
<td>7.01</td>
<td>5.27</td>
<td>4.21</td>
</tr>
</tbody>
</table>

According to the experimental observations by the dynamic spiral magnetic resonance imaging, Takahashi et al. (1997) suggested that the actual pore size distribution in the softwood pulp fibers may be approximated by a Gaussian distribution with a mean radius of 4.3 µm and a standard deviation 3 µm. In fact, the radius of the pore can't be a negative value. Therefore, it is more reasonable to describe the pulp pore size distribution by the Weibull distribution. The probability density function of a Weibull random variable, denoted by the pore radius $R_f$ in the unit of micron, is defined as:

$$p_w(R_f, k_w, \lambda_w) = \begin{cases} \frac{k_w \left( \frac{4.3 \cdot R_f}{\lambda_w E_w} \right)^{k-1}}{\lambda_w E_w} e^{-\left( \frac{R_f}{\lambda_w} \right)^k}, & R_f \geq 0 \\ 0, & R_f < 0 \end{cases}$$

(4.34)

where $k_w > 0$ is the shape parameter and $\lambda_w$ is the scale parameter of the distribution. $E_w$ is a mean parameter determined by $k_w$ and $\lambda_w$ in the following relation:
The mean value of $R_f$ with a Weibull distribution in Equation (4.34) is 4.3 μm.

Figure 4.24 shows the comparison of the Weibull Gaussian distributions of the pore size in the paper web. The pore size is represented by the pore radius $R_f$. The Gaussian distribution is calculated with the mean value of 4.3 μm and the standard deviation of 3 μm, while the Weibull distribution is calculated with $k_w=1.05$ and $\lambda_w=5$.

For the given parameters, both the two distributions have the same mean value 4.3 μm. The probability of the small pore size (0.015 ~ 2.6μm), and the large pore size (>10.19 μm) predicted by the Weibull distribution is slightly higher than that by the Gaussian distribution. The probability of the pore size to be larger than 15 μm is 0.02% for the Gaussian distribution and 2.3% for the Weibull distribution. The probability of the pore size to be an irrational negative is up to 7.6% predicted by the Gaussian distribution, but zero by the Weibull distribution.
The penetration length $h_r$ of the receding interface during the period of the pulp fiber contacting with the RCP roll surface can be obtained by numerical solving Equation (4.26) or Equation (4.32). Obviously, $h_r$ is dependent on the vacuum pressure $P_v$, the machine speed $v_m$ and the fiber pore size $R_f$ besides the geometry of RCP medium, the fluid parameters, the solid-liquid surface
properties and the material properties. The moisture ratio $\Delta MR$ (kg water/kg fiber) due to the RCP dewatering process can be approximated by:

$$\Delta MR = \frac{\rho \cdot \int_0^{R_{f,\text{max}}} V_{\text{pore}}(R_f, h_f) \cdot P_v(R_f, k_u, \lambda_u) \, dR_f}{BW \cdot \int_0^{R_{f,\text{max}}} A_{\text{total}}(R_f, H_0) \cdot P_v(R_f, k_u, \lambda_u) \, dR_f}$$

(4.36)

where $BW$ is basis weight of the dry solid fiber, $V_{\text{pore}}$ is the void volume in the pore which is previously occupied by the removed water and can be calculated as:

$$V_{\text{pore}} = \pi \left( R_f + \frac{D_f}{4} \right)^2 \int_0^{r_{p,\text{max}}} \left[ 1 + \frac{D_f}{4R_f + D_f \cos \left( \frac{2\pi z}{D_f} \right) } \right]^2 \, dz$$

(4.37)

and $A_{\text{total}}$ represents the total area of the cross section of the pore and the solid fibers that form the pore, which can be approximated by:

$$A_{\text{total}} = \left( 2R_f + D_f \right)^2$$

(4.38)

A typical curve of the variation of the removal water under different vacuum pressure predicted by the above analytical model is given in Figure 4.25. In the calculation, $BW = 110$ Lb/3000 ft$^2$, which is the average basis weight of the test samples of the paper web, the pore size distributions is described using Equation (4.34) with $k_u = 1.05$ and $\lambda_u = 5$. For the slow machine speed from 30 to 70 fpm, the numerical results are not
sensitive to the variation of the machine speed. \( v_m = 70 \) fpm is used in the calculation in Figure 4.25.
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Figure 4.25 Comparison of the theoretical and experiment results of the removal water under different vacuum pressure.

For comparison, the experimental results for \( v_m = 30, 40, 50, 60 \) and 70 fpm described in section 4.2 are also presented in Figure 4.24 in which "ON/OFF" means the shower to clean and prewet the RCP surface is on or off. The prewetting effect is considered in the analytical solution in Figure 4.25 by setting a prewetted length of
$H_1/4$ in the initial state. The curve without prewetted length is not shown in Figure 4.25 because it is difficult to differentiate from the prewetted curve.

To focus on the variation of the removal water due to the increase of the applied vacuum pressure underneath the RCP medium, the presented data in Figure 4.25 are obtained by subtracting the amount of the water removed by the compression of the press fabric belt, about 1.5-2.0 kg water/kg fiber, from the total measured removal water in Table 4.1. Although the repeatability of the ten series of experimental data is not quite satisfactory, the increasing trend predicted by the analytical model is qualitatively consistent with the trend shown in the experiment data.

The designed industrial machine speed of the experimental RCP paper machine with a roll diameter of 0.406 meter can be up to 800~900 fpm which is about ten times faster than pilot plant running speed. Although the increased centrifugal force is still small compared to the vacuum suction force and the surface tension force in the micro pores in the medium, the water removal rate may still drop down because the period of the pulp fiber passing the vacuum chamber on the RCP roll is reduced.
Figure 4.26 The effect of the machine speed on the water remove rate.

Figure 4.26 shows the effect of the machine speed on the water removal rate. When the machine speed increases from 70 fpm to 200 fpm, the water removal rate still keeps at the same level for $P_V > 6$ inHg, but has a moderate drop for $P_V < 6$ inHg. When the machine speed increases to 400 fpm, only the water removal rate at $P_V = 10$ inHg can keep the same level without dropping. When the machine speed increases to 600 fpm and 800 fpm, there is an
evident drop of the water removal rate even for the high vacuum pressure. Figure 4.26 implies that an optimized machine speed can be found for a predetermined vacuum pressure to achieve the fastest water remove rate.

The commercial sized RCP paper machine may have a larger roll with 2 - 3 times the diameter of the small pilot plant RCP roll. The designed machine speed ranges from 3000 fpm to 6000 fpm. The residence time in the vacuum zone may be reduced to several dozen milliseconds. Rather than redo your calculations, indicate that they are for a pilot machine using this RCP roll at 800 fpm. But need to tell reader than large scale machines are faster and perhaps have shorter residence time in the vacuum zone. Using the proposed model, a graph similar to Figure 4.26 can be obtained with the given basis weight, and the pore size distribution of the pulp fibers and the optimized operation parameters can be determined to achieve a high water removal rate.
4.4 Conclusions

An analytical model for simulating the dewatering process in the RCP porous medium is developed in this chapter. The model is based on the general capillary model for complex geometries described in the previous chapters. The production parameters in the paper making process such as the basis weight and pore size distribution in the pulps, the geometry of the multi-layer RCP porous medium, the machine speed and the vacuum pressure are related to the dewatering performance through the proposed model.

An experiment for measuring the flow rate of the liquid passing the RCP medium was carried on the Lab. The observed linearity between the flow rate and the applied suction pressure validated the asymptotic solutions of the flow field in complex geometries derived in chapter 3 and also help us build develop an analytical model to approximate the complicated structure in the porous medium using the simple cosine function.

The effects of the machine speed and vacuum pressure on the dewatering performance of the RCP paper making machine are investigated through a series of pilot plant
RCP experiments. The pilot plant experimental data qualitatively validated the proposed analytical model. The potential of the model to be used as a parametric optimization tool for the industrial porous media design is also discussed in this chapter.
CHAPTER 5
CONCLUSIONS AND DISCUSSION

In this dissertation, the analytical, computational and experimental studies on the dynamic capillary flows in complex geometries have been reported.

(1) Based on the Navier-Stokes equations, a general approach that is capable of modeling the capillary flow in arbitrary irregular geometries with a straight axis of symmetry has been developed. Using this approach, the governing equation to describe the dynamic capillary rise in capillaries with nonuniform elliptical cross-sections is first derived under the assumptions of constant contact angle and parabolic distribution of the axial velocity. Compared with the existing capillary models, the new model includes the full viscous terms and the effects of the fluid inertia. A MATLAB program for numerically solving the derived nonlinear second order differential equation using the Runge-Kutta method was developed. The results for the cases studied, which include capillaries of different wall variations, show that the inertial terms and the viscous terms with the
nonuniformity effects can be underestimated in the existing nonuniform cross section models. For nonuniform capillaries, the capillary rise velocity at the convergent section is faster than that at the divergent section. The capillary interface reaches the equilibrium height at the divergent section for all the cases considered. Due to the fact that the equilibrium height solutions are non-unique for the periodic, sinusoidal capillary case, the inertial effect considered in the proposed model can drive the interface to overshoot the lowest equilibrium location and reach a different equilibrium height. This happens in the numerical calculations for a special sinusoidal tube with \( L=2 \) and \( A=0.3 \), but the experimental validation still remains to be explored.

(2) Using the perturbation method, an asymptotic solution of the flow field in nonuniform circular tubes is obtained and is shown to be better than the traditional Hagen-Poisuille solutions by comparing with the numerical FLUENT results. A new DCA (dynamic contact angle) model, combining with the current velocity-dependent model based on molecular-kinetic theory and empirical time-dependent model based on experiments, is
proposed to describe the dynamic transition process of the gas-liquid interface. The applicable scope of the new DCA model is extended to the entire process from the initial state to the equilibrium state. The capillary flow model is further developed by using the new velocity distribution and the DCA model. The proposed theoretical models are validated by a series of experiments of capillary flow in complex geometries.

(3) The industrial application of the research work was explored by adopting the proposed model to describe the water flow passing through a multi-layer porous medium that is used in Procter & Gamble’s dewatering device for paper making industry. The model is based on the general capillary model for complex geometries described in the previous chapters. The production parameters in the paper making process such as the basis weight and pore size distribution in the pulps, the geometry of the multi-layer RCP porous medium, the machine speed, and the vacuum pressure are related to the dewatering performance through the proposed model.

An experiment for measuring the flow rate of the liquid passing the RCP medium was carried out. The observed linearity between the flow rate and the applied
suction pressure validated the asymptotic solutions of the flow field in complex geometries. The mathematical description of the complicated structure in the porous medium using the Cosine function can be found through the porous medium flow rate test.

A series of pilot plant RCP experiments was carried out to investigate the effects of the machine speed and vacuum pressure on the dewatering performance of the RCP paper making machine. The pilot plant experimental data qualitatively validated the proposed analytical model and indicated the potential of the model to be used as a parametric optimization tool for the industrial porous media designing.
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