Deposition and Characterization of Carbon Nanotubes (CNTS) Based Films for Sensing Applications

Amila C. Dissanayake

Western Michigan University, amila.8352@gmail.com

Follow this and additional works at: https://scholarworks.wmich.edu/dissertations

Part of the Physics Commons

Recommended Citation
https://scholarworks.wmich.edu/dissertations/1171

This Dissertation-Open Access is brought to you for free and open access by the Graduate College at ScholarWorks at WMU. It has been accepted for inclusion in Dissertations by an authorized administrator of ScholarWorks at WMU. For more information, please contact maira.bundza@wmich.edu.
DEPOSITION AND CHARACTERIZATION OF CARBON NANOTUBES (CNTs) 
BASED FILMS FOR SENSING APPLICATIONS

by

Amila C. Dissanayake

A dissertation submitted to the Graduate College 
in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy 
Physics 
Western Michigan University 
December 2015

Doctoral Committee:

Asghar N. Kayani, Ph.D., Chair
Muralidhar K. Ghantasala, Ph.D.
Sung G. Chung, Ph.D.
Paul Pancellla, Ph.D.
The advent of carbon nanotubes (CNTs) has opened up lot of novel applications because of their unique electrical and mechanical properties. CNTs are well known material for its exceptional electrical, mechanical, optical, thermal and chemical properties. A single-wall nanotube (SWNT) can be either semiconducting, metallic or semi-metallic, based on its chirality and diameter. SWNTs can be used in transistor device as active channels due to high electron mobility (~10000 cm²/(V s), electrical interconnects, nano-scale circuits, field-emission displays, light-emitting devices and thermal heat sinks due to low resistivity, high current density (~10⁹A cm⁻²) and high thermal conductivity (~3500 W m⁻¹). Further, their high Young’s modulus and fracture stress is suitable for various sensing applications such as strain/pressure and use in chemical/biological sensors. This work mainly involves the deposition of CNT-based films following two different methods via a conventional microwave chemical vapor deposition (MWCVD) and spinning CNT-composites, and explored the possibility of using CNT-based films in strain gauge applications. Deposited films are characterized and analyzed for their structure, microstructure, composition and electrical properties. Rutherford Backscattering Spectrometry (RBS), X-ray Reflectivity (XRR), Scanning
Electron Microscopy (SEM), X-ray Diffraction (XRD), X-ray Photoelectron Spectroscopy (XPS), Atomic Force Microscopy (AFM) and electrical impedance measurement techniques are used to characterize the films prepared by both the above mentioned methods. The synthesis/deposition process is improved based on the observed films properties.

A carbon nanotube forest grown on the Si (100) substrate with Ni as a catalyst using CVD system shows an amorphous nature due to loss of catalytic activity of Ni nano-islands. XPS and RBS data show Ni nano-particles diffused into the Si substrate and surface layer of Ni particles turns out to nickel silicide. The diffusion of Ni nano-particles and nickel silicide formation occurs due to annealing and longer plasma treatment. Because of annealing and plasma treatment, the phase of Ni changes from amorphous to hexagonal close packed with p6\textsubscript{3}/mmc space group and cubic Fm-3m with plasma treatment time. Further, the role of Ni diffusion into silicon in the catalyzing CNT formation has been investigated and discussed further.

Carbon nanotube-polymer nanocomposite films are synthesized using spin coating of a polyurethane and CNTs mixture. This produced porous films with the average pore size of around 10\textmu m. The electrical conductivity of the CNTs-polymer composites increases with the carbon nanotube loading, and composites show frequency independent conductivity as frequency increases. Generally, ac conductivity as a function of signal frequency for the above composites shows conductive behavior. The parallel RC-circuit model reveals that composites without any cross-linkers are uniform and homogenous. The composite with low carbon nanotube content with cross-linkers shows
the same trend. But composites with higher carbon nanotube content with cross-linkers shows poor dispersion and agglomeration of carbon nanotubes.
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CHAPTER 1

INTRODUCTION

The objectives of this dissertation are to: (1) understand and optimize the growth of carbon nanotubes (CNTs) on the Si substrate in terms of their structural and electronic properties, and (2) synthesize and optimize novel carbon nanotube-polymer composites in terms of mechanical and electronic properties for strain sensor applications. In this chapter, a general overview of carbon nanotubes, CNTs growth process by plasma enhanced chemical vapor deposition (PECVD) technique, carbon nanotube strain sensors, and the objectives of the study will be presented. A literature survey of the growth of CNTs by PECVD technique and carbon nanotube strain sensors is presented in the second chapter. In the third chapter, thin film deposition by Physical Vapor Deposition (PVD), Plasma Enhanced Chemical Vapor Deposition (PECVD), spin coating, and characterization techniques used in this study are briefly discussed, followed by the sample preparation. The optimization of CNTs growth and synthesis of CNTs polymer composite parameters are discussed in detail in the results and discussion. Then, growth of CNTs, synthesis of CNTs-polymer composite, and characterization of thin films is discussed, along with their structural, physical, mechanical, and electrical properties. Finally, the results and conclusion of this study are summarized.
1.1 Carbon nanotubes (CNTs)

Carbon is at the sixth position of the periodic table. Single carbon atom has six electrons with 1s², 2s² and 2p² atomic orbital configuration. This electronic configuration leads to sp (e.g., C₂H₂), sp² (e.g., graphite, graphene), or sp³ (e.g., diamond) hybridization forms. This unique property arises due to its position in the periodic table. The invention of nanometer size sp² bonded carbon allotropes such as fullerenes, carbon nanotube, and graphene has motivated the research community around the globe [1] [2] [3]. The structures of allotropes are shown in Figure 1. Since graphene and carbon nanotube are close in physical structure, most of the properties of CNTs originate from graphene.

Figure 1. sp² hybridization of carbon and its allotropes (a) The three sp² hybridized orbital are in plane and 2p orbital makes right angle to the plane [4] (b) Fullerene [5] (c) Carbon nanotube (d) Graphene. (Image courtesy: Wolfram demonstration).
1.1.1 Graphene

Graphene is a planar allotrope of carbon where all the carbon atoms form sp$^2$ bonds in a single plane [6]. The planar honeycomb structure of graphene is shown in Figure 2. The sp$^2$ form three $\sigma$ bonds, which are the strongest covalent bond. The $\sigma$ bonds electrons localized along the plane connecting carbon atoms and are responsible for the strength and mechanical properties of graphene and CNTs. The 2$p_z$ electrons form covalent bonds called $\pi$- bonds, where the electron cloud is at a right angle to the carbon atom plane. These delocalized electrons are responsible for the electronic properties of graphene and CNTs. The carbon-carbon bond length is $a_{c-c}$ approximately 1.42 Å. Graphene lattice structure can be considered as Bravais lattice with a basis of two atoms indicated as A

![Figure 2. The honeycomb crystal structure of graphene. The primitive unit cell is indicated by parallelogram with a basis of two atoms A and B. (Adopted from Philip Wong et al. [6])](image-url)
and B in Figure 2. These two atoms contribute two \( \pi \) electrons per unit cell to the electronic properties of graphene. The primitive unit cell can be considered an equilateral parallelogram with side \( a = \sqrt{3} a_{c-c} = 2.46 \text{ Å} \). The primitive unit vectors are defined as in Figure 2 with \( |a_1| = |a_2| = a \).

\[
\mathbf{a}_1 = \left( \frac{\sqrt{3}a}{2}, \frac{a}{2} \right), \quad \mathbf{a}_2 = \left( \frac{\sqrt{3}a}{2}, -\frac{a}{2} \right) 
\] (1)

The reciprocal lattice of graphene shown in Figure 3 is also a hexagonal lattice with a 90° rotation with respect to the direct lattice. The reciprocal lattice vectors are defined with \( |b_1| = |b_2| = 4\pi/\sqrt{3} a \).

\[
\mathbf{b}_1 = \left( \frac{2\pi}{\sqrt{3}a}, \frac{2\pi}{a} \right), \quad \mathbf{b}_2 = \left( \frac{2\pi}{\sqrt{3}a}, -\frac{2\pi}{a} \right) 
\] (2)

The Brillouin zone is illustrated as the green hexagon in Figure 3 with sides of length \( b_{\text{BZ}} = |b_1|/\sqrt{3} = 4\pi/3a \) and area equal to \( 8\pi^2/\sqrt{3}a^2 \), which is a main tool for describing the electronic band of solids. There are three high symmetry points in the Brillouin zone which are used for describing the dispersion of graphene. These points are identified as the \( \Gamma \)-point, the M-point, and the K-point [7].

The energy dispersion relation for \( \pi \)-orbital calculated by \textit{Nearest neighbor tight-binding} (NNTB) model [8].

\[
E(\mathbf{k})^{\pm} = \pm \gamma \sqrt{1 + 4 \cos \frac{\sqrt{3}a}{2} k_x \cos \frac{a}{2} k_y + 4 \cos^2 \frac{a}{2} k_y} 
\] (3)
Where \( \gamma \)-hoping or transfer energy

Figure 3. The reciprocal lattice of graphene. The first Brillouin zone is indicated by the green hexagon with the high symmetry point labeled as \( \Gamma \), M and K located at the center midpoint of the side and corner of the hexagon respectively. (Adopted from Philip Wong et al. [6])

Figure 4 shows the 3D plot of NNTB dispersion all over the Brillouin zone. The upper half of the curve represents the dispersion of the conduction \( (\pi^* ) \) band and the lower half is the valance \( (\pi) \) band. The most striking feature is that conduction and the valance band are degenerated at the K-point, owing to the absence of a band gap at Fermi energy. Therefore, graphene is considered as a semi-metal or zero band gap semi-conductor.
1.1.2 Nanotube structure

There are two types of CNTs, called single-wall CNTs (SWCNT) and multi-wall CNTs (MWCNT) as shown in Figure 5. A single-wall CNT can be considered as a void cylindrical structure of carbon atoms with a diameter that ranges from 0.5 nm to about 10 nm and a length that varies from a few microns to centimeters. A MWCNT has multiple concentric cylindrical walls with spacing between walls equivalent to the interlayer spacing of graphite. CNTs are considered as 1-D nano-materials, due to their small diameter that direct the movement of electron along the tube axis.
It is easy to understand the origin of the different families of CNT by considering that a CNT comes from the wrapping of a graphene sheet. Further, this mathematical construction shows the way to determine the primitive lattice of CNTs, which is required to develop the CNT band structure.

With reference to Figure 6, a single-wall CNT can be conceptually visualized by considering wrapping the dashed line containing primitive lattice points A and C with the dashed line containing primitive lattice points B and D, such that point A overlaps with B, and C with D to form the nanotube. The CNT can be characterized by three parameters, the chiral vector $C_h$, the translation vector $T$, and the chiral angle $\theta$. The chiral vector is the geometrical parameter that uniquely defines a CNT, and $|C_h| = C_h$ is the circumference. $C_h$ is defined as the vector connecting any two primitive lattice points of graphene such that when wrapping into a nanotube these two points coincide. In general,
\[ C_h = n\mathbf{a}_1 + m\mathbf{a}_2 = (n, m) \quad (n, m \text{ are positive integers}, 0 \leq m \leq n) \]  
(4)

The resulting carbon nanotube is described as an \((n, m)\) CNT.

Figure 6. An illustration to describe the mathematical construction of a CNT from graphene. Wrapping the dashed line constraining points A and C to the dash line with points B and D consequences in the \((3,3)\) armchair carbon nanotube with \(\theta = 30^\circ\). The CNT primitive unit cell is the cylinder formed by wrapping line AC onto BD. (Adopted from Philip Wong et al. [6])

1.1.3 CNT Brillouin zone

The wavevectors defining the CNT of the first Brillouin zone are the reciprocals of the primitive unit cell vectors given by the reciprocity condition,

\[ e^{i(K_a + K_c) (C_h + T)} = 1 \]  
(5)
where $K_a$ is the reciprocal lattice vector along the tube axis and $K_c$ is along the circumferential direction.

The allowed wavevectors within the Brillouin zone can be determined from the Bloch wave functions. The allowed wavevectors $k$ along the axial direction are obtained by periodic boundary conditions on the Bloch wave functions, resulting in the set of wavevectors,

$$k = \frac{2\pi}{N_{\text{uc}}} l, l = 0, 1, ..., N_{\text{uc}} - 1, ...$$

(6)

where $N_{\text{uc}}$ is the number of unit cells in the nanotube. The maximum value of $l$ is determined by the condition that the solution for $k$ is confined to the first Brillouin zone.

In the case of very long CNTs, i.e., $N_{uc} \gg 1$ [10], the spacing between $k$-values becomes extinct and $k$ can be considered as a continuous parameter along the tube axis,

$$k = \left( -\frac{\pi}{T}, \frac{\pi}{T} \right), ...$$

(7)

where wavevectors have been centered to be symmetric about zero with the standard Brillouin zone convention.

Applying the same boundary conditions to determine the wavevectors $q$ along the circumferential direction yield,

$$q = \frac{2\pi}{c_h} j, j = 0, 1, ..., N - 1, ...$$

(8)

where, $N$ is the number of hexagons in a single unit cell of the single-wall nanotube.
It is observed that the wavevector $q$ is quantized compared with the relatively continuous $k$ variable, which implies that allowed CNT wavevectors in the Brillouin zone are composed of a series of 1D cuts of the reciprocal lattice of graphene as shown in Figure 7.

The degeneracy of the valence and conduction band at a K-point resulted in the absence of a bandgap which explains the metallic behavior of graphene. At other points in the Brillouin zone, there exists an energy gap between two bands. It is obvious that if any of the CNT 1D bands cut the reciprocal lattice of graphene at a K-point, then the nanotube will be metallic; otherwise the nanotubes will have gaps between the valence and conduction bands and hence become semiconducting.

Figure 7. Brillouin zone of a (4,0) CNT overlaid on the contour plot of the conduction band of graphene. (Image courtesy: Wolfram demonstration)
Figure 8 shows Brillouin zones of conducting (3,0) and semiconducting (4,0) nanotubes.

![Brillouin zones of CNTs](image)

Figure 8. Brillouin zone of (a) (3,0) and (b) (4,0) CNT overlaid on the reciprocal lattice of graphene. The Brillouin zone of CNTs consists of the series of dark lines representing the N (6 and 8 respectively) 1D bands. (Image courtesy: Wolfram demonstration)

1.2 Synthesis of carbon nanotubes

In 1991, the carbon nanotube was discovered by Sumio Iijima in a multi-wall form and single-wall tubes were found two years later [2] [11] [12]. This discovery encouraged the research on carbon nanotube and growth techniques. Carbon nanotubes can be synthesized using different techniques such as arc-discharge; laser ablation, chemical vapor deposition (CVD), and plasma-enhanced chemical vapor deposition (PECVD). This chapter explains the basics of the PECVD technique and the growth process of carbon nanotubes.

1.2.1 PECVD

Microwave sources are very popular at pressures such as 1 to 20 Torr and power levels from 300 W to 2kW and have been widely used for diamond coating [13]. CNT literature
also consisted of several successful demonstrations of MWCNT growth of using microwave CVD [14] [15] [16]. These sources use a 2.45 GHz power supply and the power coupling is achieved through antennas or wave guides. The substrate is located in the plasma chamber. The PECVD system consists of matching network, other power coupling components, mass flow controllers, and vacuum pumps. For CNT growth, the wafer is loaded in the reactor and the system is pumped down to low pressure for minimizing impurities and water vapor. Then, the substrate is heated to the desired temperature and feedstock gas (e.g., methane, acetylene, ethane etc...) is admitted into the reactor chamber with dilution gases such as argon or hydrogen. Because plasma is dissociated, the hydrocarbon creates a lot of reactive radicals that may lead to substantial amorphous carbon deposition. Therefore, it is desirable to dilute the hydrocarbon with argon [17], hydrogen [18], or ammonia [19]. The gas flow rate and chamber pressure can be adjusted to the desired level independent from each other with the aid of a throttle valve. Next, the power from the power source is coupled to the plasma. At the end of the coating, the heater, power source, and the gas flow are turned off and the system is purged with argon gas. The wafer is removed after the reactor cools below 50 °C.

1.2.2 Physical techniques for catalyst preparation

Physical techniques such as magnetron sputtering [20] [21], electron gun evaporation [22], thermal evaporation [23], and ion beam sputtering [24] have been used in catalyst preparation. In general, a thin catalyst film (< 5nm) is applied on the substrate by these techniques. The particle size and the resultant nanotube diameter seem to correlate to film thickness. Thinner films lead to particles with smaller diameter and tube diameter [23]. In PECVD technique, an inert gas, hydrogen or ammonia plasma, is ignited before
admitting feedstock gas for creating catalyst nano-particles using ion bombardment [25] on the substrate at higher temperatures. Typically, Ni, Co, Fe, Cu, Pd, Pt, and Mn metals can be used as a catalyst film for CNT growth in PECVD technique because of two reasons: high solubility and the diffusion rate of carbon in these metals at high temperature [26].

1.3 Polymer composite

Electrically conductive polymers have a wide range of applications in many fields such as electronic, photovoltaics, energy, and aerospace industries. There are many conducting polymers such as polyacetylene or poly(p-phenylene) doped with iodine (I₂) or arsenic pentafluoride (AsF₅), which makes polymer composites electrically conductive and has a vast variety of applications. Conductive polymer composites are composed with insulating and conducting heterogeneous materials and electrical conductivity can be tailored to suit desired applications. The conducting phase could be stainless steel fibers, copper-coated graphite, or carbon particles in a micrometer scale. In recent times, scientists are interested in composite materials incorporated with conducting nano-scale fillers such as carbon nanotubes, and nanoparticles of silver, copper or gold. A nano-scale filler is defined as a material that has a dimension at least less than one hundred nanometers (100 nm) in size. These fillers have substantial advantage over the micro-scale fillers due to their high surface-to-mass ratio and aspect ratio.

Carbon nanotubes play an important role as a nano-scale filler with unique mechanical, transport, and electromechanical properties. A carbon nanotube incorporated polymer matrix results in a composite with significantly enhanced mechanical and transport
properties with potential applications in many fields, for example, electromagnetic interference shielding (EMI), electrostatic dissipation, and photovoltaic devices. CNT considerably enhances the electrical conductivity of a composite by making a CNT network within a polymer matrix without affecting other properties. Electrical conductivity of nanotubes change under mechanical stress [27], consequently, this phenomenon can be employed to monitor stress distribution and devising the composite for strain sensing.

A CNT-polymer composite as a resistance strain provides a range of advantages over conventional strain gauges, explicitly, its higher strain sensitivity and long-lasting mechanical properties. Its novel and advanced applications in the civil engineering, aerospace industry, or bio-mechanical field are promising and exciting. The development of the next generation of CNT-polymer composite for strain sensor has some major drawbacks, mainly understanding the physics of the composite at a nano-scale, the relationship between structure and properties, the integrity and interaction of the components at the interface, and the role of nanomaterials in enhancing the properties of the composites. Therefore, the strain sensor based on a carbon nanotube-polymer composite is empirical with a wide range of questions to be answered.

1.4 Type of sensors based on carbon nanotube-polymer composite

The devices that measure or sense physical or chemical features such as temperature, pressure, concentration, etc. are called sensors. Sensors convert this detected feature into an electrical signal. To manufacture a sensor commercially, it should have high sensitivity, responsive time, and reliability. Further, the production cost should be low
and easily amenable to mass production. Sensors have been used in different industries such as construction, manufacturing, aerospace, medical and environmental monitoring, and so on. The advanced technology experienced by current society demands enhanced safety and structural integrity of health facilities, as well as eco-friendly systems. This has paved the way for researchers around the globe to develop new technologies and sensing materials. Nanotechnology along with the new generation of materials like carbon nanotubes can be considered as the perfect way to achieve low cost, light weight, and macro/micro/nano scale sensors. The array of sensors that can be developed by employing CNTs as the sensing material is vast and only a few of them are strain, stress, pressure, chemical, biological, optical sensors [28].

1.5 Objectives of the study

A complete understanding of resistivity and strain sensing properties of a nanocomposite requires profound understanding of the role of each composite component in determining the electrical conductivity and mechanical properties. This requirement can be met by investigating the behavior and characteristic of the components at the nano-scale. Studies regarding the strain sensing properties of carbon nanotube-polymer composites are limited to factors such as experimental observation of the resistivity, the effect of polymer types, and fabrication methods. Experimental studies to explore the composite at nano-scale have not been sufficiently addressed. In this dissertation, the growth conditions of carbon nanotube based on chemical vapor deposition (CVD) technique have been optimized in terms of temperature, thickness of catalyst layer, plasma treatment time, and gas (H₂, CH₄, Ar) flow rates. According to the experimental studies, Ni, Fe, Co and Mo are considered most suitable catalysts for CVD technique.
Furthermore, hydrocarbon such as methane (CH₄) and acetylene (C₂H₂) or carbon monoxide (CO) are most suitable precursor gases while H₂, Ar act as carrier gases. Secondly, carbon nanotube-polymer composite films were synthesized using wet chemistry techniques with different conditions to optimize the conductivity and mechanical properties.

Therefore, the main objectives of this study are:

1. Grow a carbon nanotube forest on an Si wafer for synthesizing CNTs film-polymer hybrid films
2. Synthesize CNTs-polymer composite films
3. Estimate the individual parameters such as resistance and capacitance of these films with different carbon nanotube loading, effects of the individual parameters’ values to the overall composite piezo-resistivity, and contribution of the cross-linkers on mechanical properties of the films
4. Characterizing these films using various *ex situ* characterization techniques to understand the structural, chemical, and electrical properties
5. Fabricate and test a novel design of strain sensor based on these films

A literature survey of CNTs-polymer composite, sample preparation, characterization results of structural, chemical and electrical properties of these films along with discussion and conclusions are presented in the following chapters.
CHAPTER 2

LITERATURE SURVEY OF CARBON NANOTUBE-POLYMER COMPOSITES

In this chapter, a review of the present literature on carbon nanotube-polymer composite and strain sensors based on carbon nanotube is presented.

2.1 Carbon nanotube-polymer composite

Carbon nanotube-polymer composite is made up of a polymer matrix and carbon nanotube as the filler. Because of its nanometer size and high aspect ratio, nanotubes have high surface energy and a tendency for agglomeration. For example, single-wall CNTs (SWCNTs) exist as bundles or rope to minimize the surface energy of individual tubes [29]. A homogenous dispersion of CNTs in the polymer matrix can be achieved by separating aggregates, or bundling. To achieve an electrical conductivity composite, a three-dimensionally connected network of CNTs is preferred. The remaining major challenge is to develop a reproducible dispersion technique for CNTs in a polymer matrix.

2.1.1 Dispersion of CNTs and synthesizing CNT-polymer composite

The key factors governing CNTs dispersion in polymers are morphology and attractive forces between nanotubes [29]-[31]. The high surface energy, aspect ratio, and flexibility enhance CNTs entanglements. Further, it shows a strong tendency for aggregation due to van der Waals forces. For practical applications, carbon nanotubes should be dispersed in
a polymer matrix; therefore, these cohesive forces must be overcome. Many techniques have been employed in determining effective ways for disaggregation. Effective disaggregation is critical for enhancing the desired properties of the composite. There are many literature papers based on the techniques that overcome the van der Waals forces, suggesting dispersion and disaggregation are accomplished by sonication [32] [33], shear mixing [34] or extrusion [35]. The most widespread technique is sonication [33], which has been found that the resulting localized heating and the cavitation forces support in separating the tubes from each other. Cavitation forces also lead to shorten and degrade the nanotubes [36]. Several research groups have carried out studies based on the effect of sonication as sonication time and frequency. Most of the time, mild sonication conditions have been applied (low power, short time) in a presence of a surfactant [37]; or a solvent that shows some degree of interaction with the nanotubes which lead to disaggregation. Hence, the composite is synthesized by either mixing the dispersion of nanotubes with a polymer solution, in-situ polymerization in the nanotube dispersion, or coagulation [38] - [46]. Non-covalent interaction can be observed between carbon nanotube and some polymers such as polyphthalamide (PPA), polyvinylpyrrolidone (PVP), and polyphenyl ethers (PPE). In some cases, it is believed that nanotube-polymer interaction arises due to π-π stacking, which is enough to affect dispersion and stability of nanotubes in polymer matrix.

2.2 Electrical conductivity of CNT-polymer composite

Extensive theoretical and experimental studies have been done on electrical conductivity of CNT-polymer composites during the last two decades [47] - [54]. Experimentally, the electrical behavior of a CNT-polymer composite is characterized by using either DC
resistance or AC impedance techniques on bulk or thin film samples. In the following paragraph, a brief assessment of DC, AC conductivities and mechanism of electrical conductivity of composite is described.

2.2.1 Direct current (DC) conductivity

In this case, direct current signal (I, in amperes (A)) is passed into sample and the subsequent potential drop (V, in volts (V)) across a thickness or length of the sample is determined. Ohm’s law states potential difference across two points of a conductor is directly proportional to the current flowing through the two points and the resistance (R, in ohms (Ω)) is given by,

\[ V = I \times R \]  

(9)

Where, I- current through the conductor, V- potential drop across the conductor, R- resistance of the conductor.

Here, resistance depends on the intrinsic resistivity (\( \rho \)), length (L) and cross sectional area (A) of material which current passes through.

\[ R = \rho \frac{L}{A} \]  

(10)

DC resistance can be used to determine the volume (\( \rho_{vr} \)) or surface resistivity (\( \rho_{sr} \)). Volume resistivity is a measure of the leakage current directly through the material. Surface resistivity is the electrical resistance on the sample surface of an insulator. Figure 9 and Figure 10 show the experimental setup for volume and surface resistivity respectively [55]. Volume or surface resistivity can be determined based on the area (A)
or distance (L) between the electrodes, thickness (t) or width (w) of the sample, applied voltage (V), and measured current (I) across the samples [55].

\[ \rho_{vr} = \frac{VA}{lt} \] \hspace{1cm} (11)

or
\[ \rho_{sr} = \frac{Vw}{IL} \]  

(12)

From equation (11) and (12) the electrical conductivity \( \sigma \) can be obtained. Electrical behavior of the composite can be evaluated by a plot of conductivity against the CNT mass fraction (or volume). An insulator-to-conductor transition of carbon nanotube-polymer composites occurs as the mass (or volume) fraction of CNT is increased. This transition can be interpreted as a three-stage process as shown in Figure 11. In the low CNT weight fraction (region I), the composite maintains its insulating phase, because none of nanotube clusters form a percolating network and the distance between tubes is way outside the limit of critical ‘tunneling distance’ \( (D>D_t) \). As the weight fraction of nanotube increases, a few nanotube clusters or individual nanotubes begin to form a percolating network. At this point (in region II), inter-tube distance is less than the critical tunneling distance which gives rise to a sharp increase in conductivity. This region is called the percolation region and the weight fraction at this point where the composite is transitioning from an insulator to a conductor is called the percolation threshold, \( \Psi_c \). Nanocomposite becomes highly conductive at a high CNT mass fraction due to formation of multiple percolating networks (referring to path 1, 2, and 3 in Figure 11). In this region, nanotubes are almost touching each other and conductivity of the composite reaches its maximum value [56]. The electrical conductivity of the composite can be described as a filler mass fraction by power law function of the form [56];

\[ \sigma \propto (\phi - \phi_c)^t \]  

(13)

Where, \( \phi_c \) – percolation concentration, \( t \)- critical component. The percolation concentration and critical component can be determined by fitting the power law function
to the conductivity-mass (or volume) fraction data. Percolation concentration signifies the
filler extent at the point where transition from insulator to conductor occurs. Critical
exponent represents the dimensionality of the percolation network under consideration
(For 3D system, \( t \sim 2 \)) [56].

2.2.2 Alternating current (AC) conductivity

In an alternating current conductivity measurement, electric current reverses its direction
periodically. Electrical impedance \( (Z) \) is a measurement of opposition to the alternating
current circuits, describing not only the relative amplitudes of the voltage and current, but
also relative phases. In this case, Ohm’s law can be written by including total impedance in the circuit.

\[ I = \frac{V}{Z} \] \hspace{1cm} (14)

Impedance can be determined by applying an AC voltage to a sample and measuring current through the sample. The resultant alternating current signal can be analyzed as a sum of sinusoidal function (a Fourier series). An applied alternating voltage signal can be expressed as a function of time,

\[ V_t = V_o \sin(\omega t) \] \hspace{1cm} (15)

\( V_t \) - potential at time \( t \), \( V_o \) - amplitude of the signal and \( \omega \) – radial frequency (radians/second). The relationship between \( \omega \) and frequency (f) (in hertz (Hz)) of the signal is given by,

\[ \omega = 2\pi f \] \hspace{1cm} (16)

The resultant signal \( I_t \) has a phase shift (\( \phi \)) and amplitude \( I_o \),

\[ I_t = I_o \sin(\omega t + \phi) \] \hspace{1cm} (17)

Therefore, impedance of the circuit can be determined based on Ohm’s law.

\[ Z = \frac{V_t}{I_t} = \frac{V_o \sin(\omega t)}{I_o \sin(\omega t + \phi)} = Z_o \frac{\sin(\omega t)}{\sin(\omega t + \phi)} \] \hspace{1cm} (18)

AC impedance measurements are obtained at range of different frequencies as a function of CNTs mass fraction. AC conductivity measurements are suitable for evaluating electrical properties of high resistance materials and therefore the experimental setup shown in Figure 10 can be used.
2.3 Mechanism of electrical conductivity

Generally, there are two distinct regions in AC conductivity variation with frequency. At low nanotube weight fraction, conductivity increases with frequency while at high nanotube weight fraction; AC conductivity is independent from the AC frequency [39] [57] [58]. DC conductivity of the composite follows percolation behavior described in equation (13). AC conductivity at low nanotube weight fraction shows some deviation and a good agreement at high nanotube weight fraction. The difference in AC and DC conductivity at low nanotube weight fraction can be explained by a hopping conduction mechanism. DC conductivity is restricted by the maximum of the range of activation energies as a carrier hops through the sample while AC conductivity is restricted by the highest barrier experienced as the charge carrier travels for one half period of the field [39]. For low weight fraction, just above the percolation threshold, AC conductivity is more favorable than DC conductivity throughout the entire network as a large energy barrier can be avoided. This may result in higher AC conductivity. Frequency dependence electrical properties of CNT-polymer composites have been studied by Kim et al. [57]. At the low frequency domain, dielectric relaxation similar to the pure epoxy was observed and in the vicinity of the percolation threshold another relaxation peak was observed in the electric modulus plot attributed to interfacial relaxation. Further, peak height of the loss tangent spectra was found to increase and move to higher frequency as CNT mass fraction increased, indicating an enhancement of conducting paths. Kilbride et al. [39], Kim et al. [57], and Berger et al. [59] studies found that AC conductivity at a high frequency scaled after a certain characteristic frequency ($\omega_0$) based on the power law of the form,
\[
\sigma(\omega) \propto \omega^s
\]
with \(s= 0.92\) [39] and \(s=0.66\) [57], indicating a universal character of AC conductivity which was further confirmed by both studies of AC conductivity versus frequency data, where data was falling into a single curve. The approximate power law with \(0.8<s<1.0\) was characteristic of hopping in a disordered material, where hopping charge carriers are subjected to a randomly varying energy barrier. The dominant transport mechanism is governed by a hopping of charge carriers according to the above studies. Although the value of \(s= 0.92\) for PVA/MWCNT falls within the \(0.8<s<1.0\) range no ‘s’ value was obtained for PmPV/MWCNT in the same study by Kilbride and co-workers [39]. Further, Kim et al. [57] who studied epoxy/SWCNT composite obtained a lower value for exponent ‘s’ and a variation of this exponent is not well explained. Further study is required to address these gaps for better understanding of the electrical conductivity in polymer-CNT composites.

2.4 Carbon nanotube-Polymer composite strain sensors

As discussed in the introduction, carbon nanotube and carbon nanotube-polymer composites have been used to develop different types of strain sensors based on characteristic resistivity. In this section, a review of strain sensors fabricated using carbon nanotube-polymer composites and their characteristics is summarized. Resistivity can be defined as the change in electrical resistance of a material to the original resistance when subjected to an external strain, i.e., \(\frac{\Delta R}{R_o}\). Here, \(\Delta R\)- change in resistance at a given strain and \(R_o\) is the original resistance of the material. The terms like “gauge factor”, “sensor
sensitivity”, and “sensitivity factor” are used to express the sensor performance. Gauge factor (K) is defined as the ratio of piezoresistivity to the applied axial strain ε,

\[ K = \frac{\Delta R}{R_0 \epsilon} \]  

(20)

Up till now, carbon nanotube-polymer composite strain sensors based on single-wall CNTs [60]-[63] and multi-wall CNTs [61] [64]-[74]. The different types of polymers under consideration for strain sensor development include poly(methyl methacrylate) [61] [68], epoxy resin [64]-[66], polypropylene [75], polysulfone [70], polystyrene [76], poly(dimethyl-siloxane) [62] [67], and polyethylene oxide [69]. These carbon nanotube-polymer composites were characterized in static loading situations for both tensile and compressive strains as well as dynamic loading situations. As shown in Table 1, the gauge factor of the sensor depends on different factors such as diversity of nanotubes, polymer matrix, fabrication techniques, and characterization techniques.

Table 1: Gauge factors of CNT-based strain sensors

<table>
<thead>
<tr>
<th>Type of sensor</th>
<th>Ref.</th>
<th>Gauge factor (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWCNT films</td>
<td>[61] [77]</td>
<td>7</td>
</tr>
<tr>
<td>MWCNT films</td>
<td>[78] [79]</td>
<td>2-3.76, 0.3482</td>
</tr>
<tr>
<td>SWCNT/polymer</td>
<td>[61] [62] [63]</td>
<td>1-5, 2-2.5, 0.1-1.8</td>
</tr>
<tr>
<td>MWCNT/polymer</td>
<td>[64] [65] [68] [80]</td>
<td>3.2-22.4(tension) and 2.1-7.1 (compression)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-8 (dry blended) and 1-15 (solution casting) 0.01-1.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.2-4.3(tension) and 4.4-5.8 (compression)</td>
</tr>
</tbody>
</table>

2.5 Origin of piezo-resistivity

The basic property related to the sensor sensitivity is change of resistance to the applied strain. Piezo-resistivity witnessed in the strain sensors fabricated from CNT-polymer
composite can be attributed by the variation of conductive networks in composite, such as a tunneling effect in neighboring CNTs due to variation of the inter-tube distance [65], loss of contact between nanotubes [68], and conductivity change of CNT due to deformation [61] [64] [81].

Tunneling effect is the major driving force in piezoresistivity compared to other mechanisms mentioned above [65]. This phenomenon was found to dominate when the inter-tube distance is less than 1.8 nm [52]. N. Hu et al. [65] developed the theoretical model using “Simmons theory” [82] for the tunneling resistance to handle both tensile and compressive strains. He considered CNTs as “hard-core” objects so that CNTs cannot penetrate into each other. The tunneling resistance between two adjacent CNTs can be estimated by the following equation. A schematic diagram of tunneling effect in composite is shown in Figure 12.

\[
R_{\text{tunnel}} = \frac{V}{A J} = \frac{h^2 d}{A e^2 \sqrt{2 m \lambda}} \exp\left(\frac{4 \pi d}{h \sqrt{2 m \lambda}}\right) 
\]

(21)

Where, J- tunneling current density, V-potential difference, e- electron charge, m-mass of

![Figure 12. Schematic view of CNT conductive network including tunneling effect. (Adopted from Hu et al. [65])](image)
an electron, $h$-Planck’s constant, $d$-distance between CNTs, $\lambda$-potential barrier for polymer, $A$- cross sectional area of tunnel (~ cross sectional area of CNT).

According to equation (21), the tunneling resistance increases exponentially with distance which was supported by the experimental findings that nonlinear piezo-resistivity increases in exponential form with increasing CNT concentration [65]-[71] [80]. These results explicitly indicate the dominant role of tunneling resistance plays in determining the piezo-resistivity of CNT-polymer composite sensors.
3.1 Thin film deposition process by Physical Vapor Deposition (PVD)

The PVD process can be divided into two categories: (1) sputtering and (2) thermal evaporation.

**Sputtering:** When a solid surface is bombarded with high energy particles such as Argon or Krypton (chemically inert heavy gas), surface atoms of the solid surface are ejected due to the collision between the surface atom and the high energy particles as shown in Figure 13. This phenomenon is called sputtering or cathode sputtering.

![Figure 13. The physical sputtering process.](image)

Cathode sputtering can be used for thin films deposition. There are several techniques that have been developed for thin film deposition such as dc diode, magnetron, rf diode and ion-beam sputtering [83]. The dc diode sputtering system is the simplest among these systems. This system consists of a pair of electrodes. One electrode is a cold
cathode and the other is an anode. The target material to be deposited can be placed on the cathode surface, and the substrate can be placed on the anode. The sputtering chamber contains sputtering gas, typically argon or krypton gas at $10^{-3}$ Torr range. A glow discharge can be created by applying a dc voltage between two electrodes. The gas ions generated in the glow discharge are accelerated towards cathode and sputter the target, resulting in the deposition of a thin film on the substrate. In this system, the target should be composed of metals since the glow discharge (current flow) is continued between electrodes.

**Magnetron Sputtering:** In this system [84]-[86], a magnetic field is applied on the cathode as shown in Figure 14. The electron in the glow discharge is moving in cycloidal path and the orbit of an electron drift in the direction of $E \times B$ with velocity $E/B$, where $E$ and $B$ represent the electric filed between electrode and transverse magnetic field respectively. Due to the orientation of the magnetic field, the drift path of the electron

---

Figure 14. Magnetic field is superposed on the cathode. (Picture courtesy: http://farotex.com)
forms a closed loop and lead to an electron-trapping effect. The electron-trapping effect enhances the collision between electrons and sputtering gas. The magnetic field enhances the plasma density at the cathode, which leads to higher current density, effectively enhancing the sputtering rate at the target. Due to low gas pressure, the sputtered particles navigate through discharge space without collision, which results in higher deposition rate.

There are two types of magnetron sputtering system available for a thin-film deposition. One is a cylindrical type [87] and the other one is a planar type [88]. In planar magnetron, the magnetic flux terminated on the cathode surface to magnetic core [86] is called a balanced magnetron. A system with additional magnetic flux superposed to the balanced magnetron is called an unbalanced magnetron [86]. In a balanced magnetron system, some electrons are escaped from the magnetic field without taking part in ionizing gas molecules. These escaping electrons are trapped by the excess magnetic flux of unbalanced magnetron system and make electrons ionizing the sputtering gas. Due to this process, secondary plasma is generated at the close to substrate which leads to enhancing the flux of ionized particles. This ionized flux modifies the film-growing process similar to ion-assisted deposition [89].

Figure 15 shows a schematic diagram of a sputter deposition system. Figure 16 shows the actual picture of the PVD system used to deposit Ni catalyst layers on the Si substrate.
Figure 15. Schematic diagram of sputter deposition system.

Figure 16. Picture of the physical vapor deposition chamber used for the deposition of Ni catalyst thin films.
3.2 Chemical Vapor Deposition (CVD) process

Chemical vapor deposition process identifies thin solid films deposition techniques on a substrate by a chemical reaction of vapor-phase precursors. Therefore, this technique can be distinguished from a physical vapor deposition process. The chemical reactions of precursors take place in the gas phase as well as on the substrate. Precursor reaction can be initiated by heat (thermal CVD), plasma (plasma enhanced CVD), or higher frequency radiation such as UV (photo assisted CVD) [90]-[92].

Plasma Enhanced Chemical Vapor Deposition Process (PECVD): Chemical reactions in CVD are thermodynamically endothermic. This factor becomes an advantage since reactions can be controlled by maintaining the amount of input energy. This means external energy has to supply to the precursor to initiate the chemical reaction. Generally, heat is used as the source of energy to initiate and control the CVD process. But for the high quality thin films with acceptable growth rate, high deposition temperature is required. Generally, to activate the CVD process, the energy of the plasma and photons is widely used. If plasma or photons energy is used, thin film deposition can be done under much milder thermal condition.

Chemical reaction can be initiated by plasmas based on two basic steps. First, to form chemically active species that can be used for thin film formation as a result of dissociation of precursor molecules by inelastic collision with energetic particles formed in plasma. Second, supply the energy to substrate surface to enhance the surface processes such as particle migration, nucleation, and heterogeneous kinetics. The
composition, structure, electrical, and mechanical properties of the thin films will be determined by the plasma parameters.

Many techniques have been developed for generating plasmas, but electrical discharges in gaseous media are ideal [93] [94]. One of the main factors to use plasma as an energy source for CVD process is to overcome high deposition temperatures. Further, electrical discharges present in the gaseous media that form non-thermal plasmas have been used. Plasma enhanced CVD (PECVD) has been used since the 1960s for synthesizing of dielectric films at low temperatures. Industrial PECVD systems have been developed with most of them based on non-thermal plasmas sustained by radiofrequency (RF) or microwave source (MW). The PECVD process is exceptionally complex and the mechanisms of reaction are poorly understood. Despite the hundreds of papers on the study of the PECVD, the detailed mechanism of the deposition is still not clear. Several reviews and books summarize the chemistry of PECVD processes, as well as the physics of plasma [95]-[97].
Further, the journal *Chemical Vapor Deposition* has been committed to developments in traditional PECVD [98]. Figure 17 shows the schematic diagram of plasma enhanced chemical vapor deposition reactor.

![Schematic diagram of microwave plasma enhanced chemical vapor deposition reactor](image)

**Figure 17.** Schematic of microwave plasma enhanced chemical vapor deposition reactor.

**CVD Process:** CVD processes are involved in highly complex gas-phase and surface reactions. The presence of a hot layer of gas just above the substrate is a significant feature of the process. This layer is termed as a “boundary layer” and the pressures gas phase pyrolysis reaction happening in the layer plays an important role in the CVD film deposition process. The basic pyrolysis steps involved in an overall CVD process is illustrated in Figure 18, which includes important steps [92]:
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1. Transport of precursors in the bulk gas flow region into the reactor

2. Producing reactive and intermediates and gaseous by-products from gas phase reactions of precursors in the reaction zone

3. Transport of reactants to the substrate surface

4. Adsorption of the reactants on the substrate surface

5. Surface diffusion for growing sites, nucleation, and surface chemical reactions for film growth

6. Desorption and transport of residual of the decomposition away from the reaction zone.

Figure 18. Precursor transport and reaction process in CVD. (Adopted from Jones et al. [92])
In the conventional thermal CVD process, the film growth depends on several parameters, such as temperature of the substrate, operating pressure of the reactor, and composition and chemistry of the gas phase.

A picture of the chemical vapor deposition chamber used for the plasma treatment and the carbon nanotube growth is shown in the Figure 19.

3.3 Plasma treatment

Plasma surface treatment is considered as a technique that raises surface energy of material to improve the bonding characteristics. This process is used to treat materials such as polymer, glass, papers or even metals. Plasma technology consists of a different purpose for surface treatment such as cleaning, printing, electronic packaging etc. Plasma technology is comprehensively used in automobile and aircraft industry.

Figure 19. A picture of the CVD system used for CNTs growth.
Plasma is considered as a fourth chemical state of matter. When sufficient energy is supplied to each state, it changes from solid to liquid and from liquid to gas in sequence. If additional energy is supplied into the system in the gas phase, then the gas becomes ionized and reaches the plasma state. The plasma state consists of ions (positive or negative), electrons, and radical and neutral atoms (or molecules). When plasma comes into contact with the material surface it transfers additional energy from plasma to the material surface for subsequent reactions to take place on the surface. The altered surface properties are ideal for printing, electronic packaging, or adhesive bonding.

**Ultra-violet (UV)/ Ozone (O₃) plasma treatment (UVO):** During this process, hydrocarbon contaminants on the surface are excited and/or dissociated by the absorption of short-wavelength UV radiation. At the same time, atomic oxygen is generated when molecular oxygen is dissociated by 184.9 nm UV radiation. This atomic oxygen is combined with an oxygen molecule to synthesize ozone molecules which are subsequently dissociated by 253.7 nm UV radiation. The products of excited and/or dissociated contaminant molecules react with atomic (high energy) oxygen to form volatile molecules which desorb from the surface. Radical such as *OH, COO*, and CO* are also formed on the surface. Oxidation of the surface is responsible for the increase in the polar groups which is directly related to the adhesion properties of the material surface.

3.4 Spin coating

Spin coating from a solution is a common technique to produce a thin uniform film on a substrate. In this process, few drops of solution are drop casted on the substrate and the
substrate is accelerated speedily to the desired rotation speed (revolutions per minute). Solution flows radially, owing to the centrifugal force and excess liquid is driven off the edge of the substrate. The film further thins slowly until disintegrating pressure effects cause the film to reach an equilibrium thickness or until it turns dense, due to a rise in viscosity from solvent evaporation. Final thinning of the film is due to solvent evaporation [99].

3.5 Rutherford Backscattering Spectrometry (RBS)

Ion beam backscattering spectrometry has been extensively used for analysis of materials for elemental identification, stoichiometry, film thickness, and impurity distribution just below the interface. The fundamentals of ion scattering in solids can be explained by classical mechanics, i.e., elastic scattering of a particle by another particle. The energy $E_1$ of particles backscattered from a surface atom is related to the incident energy $E_0$ through the principles of conservation of energy and momentum as following equation [100] [101] [102].

$$\frac{E_1}{E_0} = K = \left[ \frac{(M_2^2 - M_1^2 \sin^2 \theta)^{1/2} + M_1 \cos \theta}{M_1 + M_2} \right]^2$$

Where $K$ is known as kinematic factor, $M_1$ and $M_2$ are the masses of the incident and target particles, respectively, and $\theta$ is the laboratory angle toward which the incident ion is scattered. Based on equation (22), the best energy separation and mass resolution can be obtained for light target atoms, however for the heavy elements mass resolution fading out. To overcome low mass resolution for heavy elements, high incident energy or a heavier projectile can be used. The Rutherford cross section ($\sigma$) is another important
parameter in ion beam scattering. The cross section characterizes the probability of collision between the incident ion and target atom and contributes to the signal amplitude of the backscattering spectrum. The cross section can be defined as the following equation [100]-[102].

$$\sigma(E_0, \theta) = \left( \frac{Z_1 Z_2 e^2}{4E_0} \right)^2 \cdot \frac{4 \left( (M_2^2 - M_1^2 \sin^2 \theta)^{1/2} + M_2 \cos \theta \right)^2}{M_2 \sin^4 \theta (M_2^2 - M_1^2 \sin^2 \theta)^{1/2}}$$

(23)

Where $Z_1$ and $Z_2$ are the atomic numbers of the incident and target atoms, respectively. According to the above equation, the cross section is very high for heavier elements and detecting a light atom in a heavy element matrix is difficult due to the substantial change in the signal amplitude [103]. Further, the cross section is inversely proportional to the square of initial energy $E_0$ and for $E_0 > 0.5 \text{ MeV}$, the scattering cross section does not change significantly as a function of energy. When the energetic ions penetrate into solid material, ions lose energy basically due to electronic interactions with target atom. The rate of the amount of energy ($dE$) lost per distance ($dx$) traversed is called stopping power ($dE/dx$). The stopping cross section ($\varepsilon = \frac{1}{N} \left( \frac{dE}{dx} \right)$) can be defined as the ratio between the stopping power and the areal density ($N$) of the target material within distance $dx$. Since stopping cross sections for many materials have been established as a function of energy, the film thickness can be determined. The energy spread of incident ions due to statistical fluctuations in the number of collision processes is called energy straggling. This process is important for bulk materials; for thin films measurements this can be neglected. The ion scattering technique involving elastic and inelastic scattering can be divided into three aspects: (1) low-energy, (2) medium-energy, and (3) high-energy ion scattering. The
Rutherford backscattering technique (RBS) falls into the high-energy ion scattering section. RBS is employed to study the stoichiometry, structure, and thickness of thin films. RBS was used in this study to characterize the thin films grown by the PVD system. Typically, incident ions with energies ranging from 0.5 MeV to 4.0 MeV are used in RBS. In this energy range, the scattering cross section is Rutherford. The energy of the backscattered ions depends on the target atom and the backscattering yield is related to the number of target atoms, and the film thickness can be determined from the width of the peaks in RBS spectrum. The RBS spectrum can be obtained in two different geometries: IBM and Cornell as shown in Figure 20. In IBM geometry places incident beam, exit beam, and surface normal all in the same plane with,

$$\alpha + \beta + \theta = 180^\circ$$  

(24)

Where $\alpha$, $\beta$, and $\theta$ are incident, exit, and scattering angles respectively. While Cornell geometry is a three-dimensional scattering geometry in which incident beam, exit beam, and rotation axis of the samples are in the same plane and can be described in terms of angle $\beta$ by equation,

$$\cos \beta = - \cos \alpha \cos \theta$$  

(25)
IBM geometry compromises a simple setup and complicated Cornell geometry has the advantage of a large scattering angle, which optimizes mass resolution, and grazing an incident and exit angle, which optimizes depth resolution. In this study, RBS measurements of nickel (Ni) thin films on silicon (Si) substrate were carried out in a tandem Van de Graaff accelerator in the physics department at Western Michigan University [104]. The backscattering spectra of 2.0 MeV He\(^+\) ion beam were collected using a silicon surface barrier detector at a scattering angle of 150°. The experimental RBS data was simulated and analyzed using the SIMNRA program [105] [106]. SIMNRA is used mainly for simulation of Rutherford, non-Rutherford cross sections, or nuclear reactions and calculation of electronic stopping powers or energy loss straggling for any ion-target combination with any scattering geometry including transmission.

Figure 20. Left: IBM geometry; Right: Cornell geometry. Geometry is dependent on the placement of the detector with respect to the target and incident beam direction.
geometry. The film thickness and compositions are calculated by fitting the experimental data by means of the simplex algorithm.

Figure 21 shows the picture of the 6 million volts tandem Van de Graaff accelerator at the Western Michigan University, Department of Physics used for Rutherford backscattering spectrometry.

Figure 21. 6 million volts tandem Van de Graaff accelerator.

3.6 X-ray Diffraction (XRD)

X-rays are electromagnetic (EM) waves with typically shorter wavelength on the order of 1Å (1*10^{-10} m). The interaction of X-rays with materials leads to diffraction of coherent and incoherent scattering [107]. X-ray diffraction consists of measuring the intensity and the angle of scattered X-rays from electrons bound to atoms as a function of atomic position. Waves scattered by atoms at different positions and angles depend on the atomic
or molecular species and geometry of the crystal lattice. Therefore, scattered X-rays can be used in phase analysis, determination of crystalline structure, and epitaxial orientation, measurement of film thickness and interfacial roughness, determination of texture, residual stress in films, grain size, and lattice parameters [107]-[109]. The utilizing of scattered X-rays from material to investigate properties mentioned above is called X-ray diffraction (XRD). The following review is the most important and basic result to understand the geometry of diffraction from crystals. Classical EM-waves can be described as a sine wave that has periodicity every $2\pi$ radians. The spatial length of each period is called wavelength $\lambda$. If two matching waves are not coincident, they have a phase shift with respect to each other. This phase shift can be measured in two ways: (1) as a liner shift $\Delta$ on a length scale, or (2) as a phase shift, $\delta\phi$ on an angular scale as follows,

$$\frac{\Delta}{\lambda} = \frac{\delta\phi}{2\pi} \rightarrow \delta\phi = \frac{2\pi}{\lambda} \Delta$$

(26)

The structural information in crystal diffraction can be obtained through the Bragg equation. In Bragg law, X-ray diffraction is explained in terms of the reflection of X-rays by sets of lattice planes, called crystallographic planes, characterized by triplet index $hkl$. These parallel crystallographic planes are equally spaced and separated by distance $d_{hkl}$. Bragg law considers X-rays as being reflected by a lattice plane similar to a surface of a mirror. Since all X-rays are reflected in the same direction, interference can be observed. Figure 22 shows that the second wave travels a longer distance PN and NQ before and after reflection occurs respectively. If $\Delta = PN+NQ$ is multiple $n = 0, \pm 1, \pm 2, ...$ of the wavelength $\lambda$, then constructive interference occurs.
\[ \Delta = n\lambda \]  

If the diffracted waves are out of phase i.e., \(\Delta = n\lambda/2\), they interfere destructively. The sharp constructive interference intensity emerged based on Bragg law in terms of X-ray wavelength (\(\lambda\)), angle of incidence (\(\theta\)) and the inter-planer distance (d), as given below \([110][111]\),

\[ n\lambda = 2d \sin \theta \]  

Depending on the atomic arrangement, crystalline phase and orientation of the samples the peaks can be observed in the XRD pattern if Bragg law satisfied \([109]\). The extracted information from the XRD pattern depends on the position, intensity, and the profile of the diffraction peaks. The peak positions tell about the translation symmetry, namely geometry, orientation, d-spacing, and lattice parameters of the unit cell. The peak intensity provides the information about electron density inside the unit cell, which means the location of the atoms in the unit cell. The peak profile and width provide the
information on crystallite size, defects, and strain. The crystallite size can be determined from Scherrer formula [112] [113].

XRD is a non-destructive bulk technique for analyzing a wide range of materials from research to industry [103]. Further, XRD measurement can be used to investigate the dynamic process such as phase transition, crystallite growth, and thermal expansion. XRD is especially important to understand the growth and characterization of thin film material. For example, high-resolution X-ray diffraction can be used to determine the lattice parameters (both in-plane and out-of-plane) of an epitaxial layer with great precision. The polycrystalline materials can be study by glancing-incidence X-ray diffraction (GIXRD) technique. The thickness of a thin film and interface roughness between two films can be determined by X-ray Reflectivity (XRR) measurements and modeling for multilayer structures.

In GIXRD configuration, the detector is scanned by the diffracted beam asymmetrically over a 20 range of interest while the incident X-ray beam is fixed at a small angle (~5°). Under this configuration, epitaxial thin films and the single crystal substrate cannot be detected since the Bragg condition is not satisfied. This technique is used to verify the presence of polycrystalline material.

Thin-layered films play an important role in advanced technologies. Single-layer or multi-layer structures can be found in all aspects of research and development. Therefore, there is a growing requirement to accurately characterize these thin films. Determination of layer thickness, interface roughness, and layer density are important to analyze and control the synthesizing parameters. Thus, XRR is the prevailing and non-destructive
technique to characterize thin films. Below the critical angle of total internal reflection, X-rays penetrate only few nanometers (2-5nm) into the film. Above the critical angle, penetration depth (probing depth) increases rapidly. A minimum layer thickness of 1nm and density changes of ~1-2% can be measured under optimum sample conditions.

In this study, GIXRD measurements were performed using Philips X’pert multi-purpose diffractometer shown in Figure 23, operating at 45 kV and 40mA with ceramic X-ray tube with Cu anode (Kα₁=0.154056 nm). This instrument consists with two beam paths: focusing and parallel beam optics. The focusing optics consist of programmable divergence, anti-scatter and receiving slits; incident and diffracted beam soller slits; a curved, graphite-diffracted beam monochromator; and a proportional counter detector. The principle application of this setup is phase analysis of powder samples. The parallel beam optics consists of a Göbel mirror combined with a 0.27 radian parallel plate collimator; flat, graphite-diffracted beam monochromator; and proportional counter detector. The principal applications of this parallel beam setup include phase analysis of polycrystalline thin films and XRR. For GIXRD measurements, the step size 0.04° was used for the diffraction angle in the 2θ-ω scan with a scan time of about 24 s for each step in a 2θ range of 10-100° while keeping the ω fixed at 5°. The XRD pattern was analyzed by JADE 8.5 and PDF4+ database from ICSD. The lattice parameters of Ni thin films were calculated by JADE pseudo-Voigt profile function using the respective diffraction peaks in the 2θ-ω scan [114]. For XRR measurements, the step size 0.005° was used for the diffraction angle in the ω-2θ scan with a scan time of about 20 s for each step in a 2θ range of 0.1-5.0°. XRR patterns were simulated using BEDE software.
3.7 X-ray Photoelectron Spectroscopy (XPS)

A solid material interacts with its surrounding by its surface. The nature of the interactions with its surrounding depends on the physical and chemical composition of these surfaces. Therefore, surfaces influence many crucial properties of the solid. Regardless of the importance of the surface, the proportion of the atoms of solids that can be found at the surface is very small. To detect impurities at a surface at a concentration of 1%, materials at a concentration level of one part per billion (1ppb) need to be detected within the solid. Therefore, a successful technique for analyzing surfaces must be extremely sensitive and efficient at filtering out signal from the majority of the atoms in the sample [103] [115]-[117]. X-ray photoelectron spectroscopy (XPS) has the required
characteristic to become the leading technique for understanding the chemical properties of materials. The basic principle of XPS is based on the photoelectric effect discovered by Hertz in 1887 [116] [118] and extended to surface analysis. XPS is used for quantitative analysis of the surface chemical state and to detect all elements except hydrogen and helium. XPS makes use of soft X-rays, normally Mg Kα (1253.6 eV with a line width ~0.7 eV) or Al Kα (1486.6 eV with a line width ~ 0.85 eV), which are generated by bombarding the Al or Mg anode with high energy electrons (with energies ranging from 15-150 keV) in the X-ray gun [116]. The photoemission process can be initiated by bombarding the samples with the monoenergetic X-rays originated from the electron gun. Schematic representation of the photoemission is shown in Figure 24.

Figure 24. Schematic diagram of the photoemission in XPS process, showing photoionization of an atom by excitation and ejection of an electron from 1s level.
In XPS, a special form of photoemission occurs (i.e., an electron from a core level is ejected by an X-ray photon energy \( h\nu \)). The energy of the ejected electron is analyzed by the electron spectrometer. The kinetic energy (KE) of the ejected electron is the experimental quantity measured by the spectrometer; on the other hand, kinetic energy depends on the energy of the X-ray photon employed to probe the sample. Therefore, kinetic energy is not an intrinsic material property. The binding energy (BE) of the electron is the important parameter that recognizes the electron precisely, in terms of its parent element and atomic energy level. Binding energy can be determined using kinetic energy, energy of the incident X-ray photon (\( h\nu \)), and the work function of the spectrometer (\( \phi_s \)) using following equation [116].

\[
BE = h\nu - KE - \phi_s
\]  

(29)

Even though incident X-ray photons penetrate few microns deep into the samples, XPS is surface-sensitive due to the short path length of photoelectrons [119]. In general, photoelectrons with kinetic energy varies from 300 to 1500 eV are used for XPS analysis. Because of the short path length of photoelectrons, the distance the electron can travel without inelastic scattering is in the range of 0.5-3 nm or 3-8 atomic layers [120]-[122]. The intensity of the photoelectron decays below the surface. Only electrons without inelastic energy loss leave the bulk, making the practical limit about 8-10 nm for determining non-destructive composition as a function of depth analysis [121]. Those electrons which are excited and escape without out inelastic energy loss contribute to the characteristic photoelectron peaks or spectral lines as a function of binding energy in the spectrum. Those which undergo inelastic scattering and suffer energy loss appear as spectral background in the spectrum. Small variations in the binding energies of the
photoelectron lines or Auger lines, satellite peaks and multiple splitting appear in photoelectron peaks can be used to identify chemical state of elements.

A depth profiling technique can be used to reveal subsurface information by sputtering the samples with ion guns and appropriate ion such as Ar⁺ or Xe⁺. Combining a sequence of ion gun etch cycles with XPS analyses provides quantified information as well as layer thicknesses. Because of chemical degradation of sensitive materials, use of energetic ions for etching may be inappropriate. To overcome this setback, the angle resolved X-ray photoelectron spectroscopy can be used, as it provides a non-destructive depth profile near the subsurface. Angle-resolved XPS is performed by tilting the samples with respect to the photoelectron analyzer, i.e., changing the angle between the axis of the electron analyzer and the normal to the sample surface.

In this study, AXIS Ultra DLD XPS system from Kratos Analytical in Figure 25 was used to collect data which consist of a dual anode (Mg and Al Kα) X-ray source with high power monochromators and 180° hemispherical analyzer. The X-ray beam is incident to the sample at an angle of 45° off normal, and the emitted photoelectrons were collected at normal to the samples. There were two different modes for collecting data called *survey* and *high resolution*. In the survey scan, the sample was scanned over a wide range of binding energy (0-1500 eV) for identification and quantification of elements or to identify any contaminants on the sample surface. The high resolution scans were collected within a smaller energy window by selecting photoelectron peaks in the survey scans to study the chemical state of the element corresponding to the photoelectron peak selected. The depth profiles were collected by sputtering with 2kV Ar⁺ ion rastered over 3*3 mm² areas of the samples.
3.8 Raman spectroscopy

Raman spectroscopy is one of the most sophisticated spectroscopic techniques available to study vibration and rotational modes in an atomic, molecular, or a bulk system [103] [123]-[125]. The technique is based on a specific form of inelastic scattering of monochromatic light [126]-[130]. A laser operating in visible, infrared, or ultraviolet region can be used as a monochromatic light source. When light (photons) interact with matter, phonons or some other kind of excitations in the system make the photon energy shift (gain or lose). Energy shift has information about vibrations or rotations modes of the system. Basically a sample is exposed to a laser beam and light from the illuminated point is accumulated using a lens and sent to a monochromator. Rayleigh scattering...
(elastic scattering) photons are sifted out while inelastic (Raman) photons are diverting to a detector.

The Raman scattering signal is very weak, because of insufficient inelastic photons. To overcome this difficulty, Raman spectrometers used to have holographic grating and multiple dispersion stages to get a high degree of laser elimination for Rayleigh photons. Photomultipliers used to be the detector for Raman spectrometers. Modern Raman spectrometers utilize edge filters for laser illumination and CCD detectors. There are many special types of Raman spectroscopic techniques used in research and industry due to its very high sensitivity to bonds and their variations. For example, non-linear Raman, time resolved Raman (TR³), matrix-isolation Raman, high pressure Raman, surface-enhanced Raman (SERS), Raman spectroelectrochemistry, Raman microscopy and Fourier transform Raman (FT-Raman). Figure 26 (a) represents the line diagram of a Raman microscope showing a light source, optical components to direct light, the sample, a monochromator to separate parts of the optical spectrum and a CCD detector. Figure 26 (b) shows the actual picture of the Raman microscope used to collect Raman spectra.
When a molecule is exposed to light, the interactions take place between the electron cloud and bond of the molecule. Photons excite the molecule from the ground state to a higher virtual energy state. The molecule relaxes these photons and comes back to different vibrational or rotational modes. The energy difference between the new and initial states makes the frequency of emitted photons different than laser frequency. If a molecule returns to a higher energy level than original, the frequency of emitted photon shifts to a lower frequency region. The shift of frequency to a lower region is designated as **Stokes shift**. If a new energy level is less energetic than original, emitted photons will have a higher frequency. The frequency shift to a higher region is designated as **anti-Stokes shift**. The Raman effect takes place due to the change of molecular polarization (amount of deformation of electron cloud) with respect to vibrational coordinates. If a molecule has a higher polarizability, Raman intensity will be higher. In Raman

Figure 26. (a) Schematic diagram of Raman spectrometer. (Reproduced with the permission of the copyright owner [103]) (b) RENISHAW inVia Raman microscope.
spectroscopy, the sample is shined by a laser beam in the UV-visible frequency $\nu_0$ and the scattered photons are detected in perpendicular direction to the incident beam as shown in Figure 27. The Rayleigh scattered photons are very intense and have the same frequency as the incident beam $\nu_0$ and Raman scattering, which has weak intensity and two different frequencies indicated by $\nu_0 - \nu_m$ and $\nu_0 + \nu_m$. The frequency $\nu_m$ is the vibrational frequency of the molecule. The $\nu_0 + \nu_m$ and $\nu_0 - \nu_m$ lines are designated as the Stokes and anti-Stokes line respectively. In Raman spectroscopy, it is customary to plot the photon intensity versus vibrational frequency as a shift from the incident beam frequency ($\nu_0$). Figure 28 shows the energy levels and transitions that are responsible for Rayleigh, Stokes, and anti-Stokes scattering.

![Figure 27. Mechanism of Raman spectroscopy. (Adopted from Ferraro et al. [123])](image-url)
Raman scattering can be explained by classical theory. Electromagnetic (EM) wave (laser beam) consists of two components, electric (E) and magnetic (B) components. The electric field is responsible for almost all the excitations in a molecule. The electric field is time (t) dependent.

\[ E = E_0 \cos(2\pi \nu_0 t) \]  \hspace{1cm} (30)

Where, \( E_0 \)– maximum amplitude of the electric field, \( \nu_0 \) – frequency of the laser beam.

When laser beam interacts with a molecule, an electric dipole moment \( (P) \) is induced. Dipole moment is defined as below.

\[ P = \alpha E = \alpha E_0 \cos(2\pi \nu_0 t) \]  \hspace{1cm} (31)

Figure 28. Comparison of energy levels for Rayleigh, Stokes and anti-Stokes scattering.
\[\alpha \text{ - Polarizability}\]

Molecule has a frequency \(v_m\) and the nuclear displacement \(q\) is given by,

\[q = q_o \cos(2\pi v_m t) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (32)\]

Where, \(q_o\) - vibrational amplitude

For small vibrations, \(\alpha\) is linearly depends on \(q\). Therefore, \(\alpha\) can be expressed as,

\[\alpha = \alpha_o + \left(\frac{\partial \alpha}{\partial q}\right)_o q + \cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (33)\]

\(\alpha_o\) - Polarizability at the equilibrium and \(\left(\frac{\partial \alpha}{\partial q}\right)_o\) - rate of change of \(\alpha\) with respect to \(q\),

evaluated at the equilibrium.

From equation (31), (32) and (33),

\[P = \alpha_o E_o \cos(2\pi v_o t) + \frac{1}{2} \left(\frac{\partial \alpha}{\partial q}\right)_o q_o E_o [\cos(2\pi(v_o + v_m)t) + \cos(2\pi(v_o - v_m)t)] \quad (34)\]

According to equation (34), \(\alpha_o E_o \cos(2\pi v_o t)\) indicates an oscillating dipole which radiates light of frequency \(v_o\) (Rayleigh scattering) while the second term is a clear indication of Stokes \((v_o - v_m)\) and anti-Stokes \((v_o + v_m)\) Raman scattering. The vibrations will not show as Raman active if \(\left(\frac{\partial \alpha}{\partial q}\right)_o\) is zero. Therefore, for a molecule to be Raman active, the polarizability \(\alpha\) must be changed with nuclear displacement \(q\).

In experiments, the frequency \(v_o\) of the laser beam is chosen so that its energy is distant from the first excited state. The signals from the Stokes line (S) are much stronger than the anti-Stokes lines (A), because the population of particles at the ground state is greater.
than vibrational states (Maxwell- Boltzmann distribution law). Since both lines (Stokes and anti-Stokes) give the same information about vibrational state of molecules, it is habitual to measure the Stokes side of the spectrum.

In this experiment, Raman spectra were collected using RENISHAW inVia Raman microscope with green laser (wavelength 514 nm) in the frequency range 100-3000 cm$^{-1}$ at 10% of laser power. Further, exposure time was 10s and 4-10 accumulations were employed in each scan.

3.9 Energy Dispersive X-ray Spectroscopy (EDS)

Energy dispersive X-ray spectroscopy is an ideal technique to characterize the elemental composition of a particular specimen [131]. EDS is based on detecting the characteristic X-rays produced by elements after irradiating a specimen with a high energy electron beam. The electrons interact with atoms in the specimen in different ways. When an electron strikes an atom, an electron originally from an inner shell (K shell) is ejected. The atom returns to its lowest energy state, when this “vacancy” is filled by an electron from higher energy level in the atom. In doing so, the high energy electron releases some of its energy in the form of X-rays. As a result, the amount of energy released is precisely equal to the energy difference between the two energy levels as shown in Figure 29. Further, electrons at the other higher energy levels can occupy the vacancy by releasing different amounts of energy. As a consequence, a specimen will emit X-rays at different energies. For example, L-shell electrons emit Kα X-rays and M-shell electrons emit Kβ X-rays. Since, L to K transition is the most probable; the intensity of the Kα radiation is higher than the Kβ radiation. All elements except hydrogen and helium
produce characteristic X-rays. The EDS data were collected using Philips XL30 FEG instrument.

![Schematic diagram of origin of characteristic X-rays. (Adopted from Heath et al. [131])](image)

3.10 Electrical conductivity measurements

Following the synthesizing and characterizing CNT-polymer composite thin films, the electrical conductivity of these thin films was measured by Van der Pauw technique and four probe method combined with impedance spectroscopy. The importance of the Van der Pauw, four probe methods and impedance spectroscopy in the surface electrical conductivity measurements of CNT-polymer composite thin films will be briefly discussed in this section.

3.10.1 Van der Pauw method

In 1958, L. J. Van der Pauw developed a technique for determining the resistivity or Hall effect of arbitrary shaped semi-conductor samples [132]. In order for the Van der Pauw technique to work, the structure must be homogenous, isotropic, and free of any isolated
holes. Further, these structures consist of uniform and negligible thickness compared to other area of the structure. More importantly, four ohmic contacts placed far apart from each other on the perimeter of the structure can be used to carry out the measurements and be much smaller than the area of the structure. The contacts must be small as possible and leads connecting the contacts should be of the same material as contacts to minimize thermoelectric effects. When the aforementioned conditions are met, the following relation holds, referring to the experimental configuration shown in Figure 30.

\[ e^{-\left(\frac{d_{RL}}{\rho}\right)} + e^{-\left(\frac{d_{RL}}{\rho}\right)} = 1 \]  

(35)

Where, \( R_{AB,CD} \) is the resistance of the structure when current is forced through contacts A and exits contact B, and voltage is measured across contact C-D. \( R_{BC,AD} \) is the resistance of the structure when a current is forced through contact B and exits contact C, and voltage is measured across A-D. \( d \) is the thickness of the structure. \( \rho \) is the resistivity of the material. Therefore, the resistivity of the sample is given by the Van der Pauw equation, if the sample possesses a line of symmetry, \( R_{AB,CD} = R_{BC,AD} = R \)
\[ \rho = \frac{\pi dR}{\ln 2} \]  

(36)

According to this equation, if the structure is known to be homogeneous and perfectly symmetrical, the resistivity can be calculated using the sample thickness \((d)\) and resistance \((R)\) by forcing the one current and make one differential voltage measurement.

3.10.2 Impedance spectroscopy

Impedance spectroscopy (IS) or ac impedance method initially applied in determination of double layer capacitance and in ac polarography [134] [135]. Currently, it is used to characterize electrode process and complex interfaces [136] [137]. IS studies are based on the systems which respond to the periodic small amplitude ac potential signal and then measure the current through the system. The measurements are carried out at different ac frequencies and response from the system contains the information about interface, and its structure and reactions taking places in the system. The current response to a sinusoidal potential will be a sinusoid at the same frequency but shifted in phase \((\varphi)\) and an expression analogous to Ohm’s law allowed defining the impedance of the component. The impedance \((Z)\) is dependent on the frequency \((\omega)\) of the ac signal and consists of real and imaginary components. Therefore, impedance can be expressed in terms of magnitude \((Z_0)\) and the phase shift \((\varphi)\) as given in the following equation.

\[ Z(\omega) = Z_0 (\cos \varphi + j \sin \varphi) \]  

(37)

The collective effects of inductance and capacitance form the imaginary part of the complex impedance, whereas resistance forms the real part. In an electrical circuit with a capacitor and a resistor, the ac voltage lags the ac current across the capacitor by 90° and
therefore the imaginary part of the complex impedance is negative. If the real part is plotted on the X-axis and the imaginary part is plotted on the Y-axis of a chart in a range of frequency is called Nyquist plot. In this plot the Y-axis is negative and each point on the plot is the impedance at one frequency. On the Nyquist Plot the impedance can be represented as a vector of length |Z|. The angle between this vector and the X-axis is commonly called the phase angle. Figure 31 shows the Nyquist plot of a simple electrical circuit.

Figure 31. Schematic diagram of a Nyquist plot of simple electrical circuit. (Reproduced with the permission of the copyright owner [138])

The semicircle is characteristic of a single time constant and several semicircles can be seen based on the electrical properties (or components) of the system. Another popular presentation method is the Bode plot. In this representation, impedance is plotted with log frequency on the X-axis and both the absolute values of the impedance (|Z|) and the phase-shift on the Y-axis. The absolute value of the impedance (|Z|) can be defined as follows,
\[ |Z| = \sqrt{(Im(Z)^2 + Re(Z)^2)} \] ................................................................. (38)

The AC electrical conductivity (\(\sigma\)) of the CNT-polymer composite can be determined using following equation,

\[ \sigma(\omega) = \frac{\ln 2}{\pi d} \frac{1}{|Z|} \] ................................................................. (39)

Where, \(d\) is the thickness of the film and \(|Z|\) is the absolute value of the impedance.

3.10.3 Experimental setup

The custom built experiment setup was used to measure the AC conductivity of CNT-polymer composite thin films. Here, the square array of an equally spaced 4-point probe head is attached to a positioner system and the whole system mounted on a sample stage was used. The gold plated probes mounted on springs were used as leads and ohmic contact was made from the copper wires, which enter the probe through a plastic block. During the measurements, probes were pressed on the silver electrodes deposited on the sample using a spring-loaded system to obtain better ohmic contacts. The two adjacent probes supplied voltage into the material, and the other two probes were used for measuring the resultant current across the surface of the sample. This technique eliminates measurement errors due to probe resistance and the contact resistance between metal probe and material. Since high impedance gain-phase analyzer involves its current source and voltmeter, the voltage drop across probe resistance and contact resistance is very small due to the draw of little current.

The other end of the probe was connected to a Solartron SI 1260 impedance analyzer to obtain the impedance spectra (Nyquist and Bode plot) by applying ac voltage of 1 V.
Impedance measurements were carried out in a frequency range of 200 Hz to 1 MHz. The conductivity measurements of each sample were carried out in room temperature. The impedance spectra were collected by ZPlot software and the data was analyzed using the ZView program. The absolute value of the impedance at each frequency was obtained and ac conductivity was calculated based on equation (39).

3.11 Atomic Force Microscopy (AFM)

Scanning Probe Microscopy (SPM) is one section of microscopy technique that was developed to provide useful information about properties of a sample at nanometer-resolution, such as topography, hardness, and conductivity. The images of the sample surface arising from this technique are due to the interaction of a proximal probe with a sample surface. The image is formed while the probe is scanned across the surface in a raster pattern as keeping the track of the probe sample interaction as a function of the probe (tip) position. Different types of scanning probe technique can be derived depending on the probe utilized. One of the most common surfaces and thin films analysis techniques is Atomic Force Microscopy (AFM) [139]-[143]. AFM is used to probe the sample in three dimensions and enables 3D images of a sample surface with high lateral spatial resolution (0.1 to 1.0 nm) to form, as well as atomic scale vertical resolution (0.01 nm). It does not require any special sample preparation and it can be used in either an ambient, vacuum, or aqueous conditions.

AFM consists of a micro fabricated sharp tip made up of either silicon or silicon nitride (Si₃N₄) attached to a low spring constant cantilever with different spring constant and resonant frequencies placed above the sample surface, a mechanical system to move and
raster the tip across the sample, a force sensor that deflects as a result of the sample-induced force and a computer with a feedback control and display system for controlling the deflection. The principal behind the operation of an AFM can be described as follows. A very low force about $10^{-9}$ N is maintained on the cantilever, therefore, when the cantilever moves across the sample it deflects upward or downward owing to the repulsive or attractive force between the tip and surface. According to Hooke’s law this force ($F$) is proportional to the deflection ($x$) of the cantilever. Therefore,

$$F = kx$$

Where, $k$ is the spring constant of the cantilever. This deflection can be measured by an optical system which consists of a diode laser, a mirror, and a position sensitive photodiode. The cantilever reflects the laser light to the position sensitive photodiode with the help of reflective coating on the back side of the cantilever and the mirror. Deflections of the cantilever change the position of the laser beam on the photodiode. These deflections are associated with the topography of the sample surface, which is used to generate the image of the sample surface by the control system. A piezoelectric actuator controls the movement of the cantilever. A general schematic of an AFM system is shown in Figure 32.
The atomic force microscope can be operated in different imaging modes such as contact mode, non-contact mode, and tapping mode. The contact mode can be operated in constant height mode, i.e., while keeping a constant distance between the tip and the sample surface, and the deflection of the cantilever is used to determine the topography of the sample surface. Contact mode is the easiest way to get atomic scale images, since it observes the hard-core repulsive force between the tip and the sample. On the other hand, contact mode has the potential to generate scan-induced artifacts in the image.

In non-contacting mode, the tip is vibrated at its resonant frequency just above the sample surface. Changes in the attractive van der Waals’ forces exerted on the tip due to topography cause the change in the vibration frequency of the cantilever to shift. This

Figure 32. A simple schematic diagram of a typical AFM instrument. (Adopted from Baer et al. [103])
change in the vibration frequency is used to generate the topography image of the sample surface [144].

In tapping mode, at the beginning the cantilever is vibrated at its resonant frequency at much higher amplitude compared to non-contact mode. Then, the tip is brought close to the sample surface so that it comes in contact with the sample surface. This leads to the reduction of the vibration amplitude of the cantilever. This reduced amplitude can be used to maintain the fixed separation between the tip and the sample surface and hence to generate the topography image of the surface [145]. In this study, the Veeco Dimension Icon atomic force microscope is used to image the composite surface using the contact mode.
CHAPTER 4
SAMPLE PREPARATION

4.1 Deposition of Ni catalyst thin films on Si (100) substrates

The growth of Ni catalyst thin films on p-type boron doped Si (100) substrates by physical vapor deposition (PVD) is discussed in chapter 3. Si (100) is the preferred substrate because nanotubes synthesis on the Si substrate might be integrated with conventional microfabrication techniques to obtain a new type of nano-scale device. The Si (100) (10×10×0.575 mm³) substrates were cleaned using liquid soap and DI water, and later ultrasonically cleaned with isopropyl alcohol (IPA) for about 15 minutes, and dried using dry air prior to loading in the PVD chamber. There was no further cleaning process inside the chamber. Before the deposition of Ni thin films, the chamber was evacuated to a base pressure of 1×10⁻⁸Torr.

For the deposition, high-purity Ni metal (99.9%) target was evaporated by DC magnetron sputtering using argon (Ar) gas, and the DC power supply was set to constant power mode at 30W. The Ar gas flow rate was optimized at 200 Standard Cubic Centimeters per Minute (SCCM) for stabilizing the Ni flux prior to opening the target shutter. Thin films of Ni were grown by directing Ni metal flux onto the Si (100) substrate at room temperature in argon plasma of ~ 10⁻³ Torr. The growth rate was determined ex-situ by analyzing the as-deposited films using X-ray reflectivity (XRR), Rutherford backscattering spectrometry (RBS), and X-ray photoelectron spectroscopy (XPS). Thin
films with different thickness from 3nm to 50 nm were deposited by keeping the DC power and argon gas partial pressure fixed for all the deposition.

4.2 Carbon nanotube synthesis

A microwave plasma enhanced CVD (MW-PECVD) system with 2.45 GHz and 600W of frequency and power respectively (Tekvac PECVD-60-M) was used to synthesize carbon nanotubes as mentioned in chapter 3. The microwave enhanced plasma is shaped by a conical waveguide to get possible uniform plasma. An O-ring sealed quartz interface passes microwave radiation into the reactor. The platen is made up of stainless steel and can be heated with a resistance type heater for temperatures up to 800 °C. The temperature is monitored and controlled by a microprocessor temperature controller. The temperature is measured by a thermocouple located under the platen (sample holder).

Annealing and plasma treatment are crucial steps for the synthesis of carbon nanotube on the Si substrate with thin layer of Ni that acts as a catalyst. Ni layer during the process is fractured into nanometric Ni-islands. These nano-islands will be the origin of CNT growth and it is essential to obtain homogeneous island dispersion on the wafer. In this study, Ni thin films deposited on the Si substrate were placed on the platen inside the reactor chamber, and the chamber was pumped down to 0.1Torr and a two-step pre-growth treatment of the surface was performed. The samples were heated to 600 °C for 60 minutes in hydrogen (H₂) gas at about 0.4 Torr and 40 sccm to keep a reducing atmosphere and preventing Ni oxidation. This step was followed by a hydrogen plasma treatment for 30 minutes in order to create nano-islands of Ni. The growth of CNTs was performed immediately after the hydrogen plasma treatment step using the same reactor.
with mixture of hydrogen (H₂), methane (CH₄), and argon (Ar) gasses at the same temperature. The growth time was 30 minutes for all the samples and the experimental parameters are summarized in Table 2.

Table 2: Summary of the experimental parameters for the growth of CNTs on Si substrate

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>Annealing time in H₂ plasma (min.)</th>
<th>Dep. Temp. (°C)</th>
<th>Gas flow rate (sccm)</th>
<th>Reactor pressure (Torr)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ar</td>
<td>CH₄</td>
</tr>
<tr>
<td>A1</td>
<td>30</td>
<td>600</td>
<td>0</td>
<td>2.5</td>
</tr>
<tr>
<td>A2</td>
<td>30</td>
<td>600</td>
<td>0</td>
<td>5.0</td>
</tr>
<tr>
<td>A3</td>
<td>30</td>
<td>600</td>
<td>0</td>
<td>10.0</td>
</tr>
<tr>
<td>A4</td>
<td>30</td>
<td>600</td>
<td>0</td>
<td>15.0</td>
</tr>
<tr>
<td>B1</td>
<td>30</td>
<td>600</td>
<td>10.0</td>
<td>2.5</td>
</tr>
<tr>
<td>B2</td>
<td>30</td>
<td>600</td>
<td>25.0</td>
<td>2.5</td>
</tr>
<tr>
<td>B3</td>
<td>30</td>
<td>600</td>
<td>40.0</td>
<td>2.5</td>
</tr>
<tr>
<td>C1</td>
<td>30</td>
<td>600</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>C2</td>
<td>30</td>
<td>600</td>
<td>25.0</td>
<td>10.0</td>
</tr>
<tr>
<td>C3</td>
<td>30</td>
<td>600</td>
<td>40.0</td>
<td>10.0</td>
</tr>
<tr>
<td>D1</td>
<td>30</td>
<td>600</td>
<td>50.0</td>
<td>2.5</td>
</tr>
<tr>
<td>D2</td>
<td>30</td>
<td>600</td>
<td>50.0</td>
<td>5.0</td>
</tr>
<tr>
<td>D3</td>
<td>30</td>
<td>600</td>
<td>50.0</td>
<td>10.0</td>
</tr>
<tr>
<td>E1</td>
<td>30</td>
<td>600</td>
<td>50.0</td>
<td>2.5</td>
</tr>
<tr>
<td>E2</td>
<td>30</td>
<td>600</td>
<td>50.0</td>
<td>2.5</td>
</tr>
<tr>
<td>E3</td>
<td>30</td>
<td>600</td>
<td>50.0</td>
<td>2.5</td>
</tr>
</tbody>
</table>

4.3 Synthesis of carbon nanotube-polymer composite

This section is divided into two sections for discussing the materials used for synthesis of the composite, and the fabrication technique of the CNT-polymer composite.
4.3.1 Materials

*Carbon nanotubes:* Catalytic vapor deposition synthesized multi-wall carbon nanotubes were purchased from Sigma-Aldrich (USA). The characteristic of the carbon nanotubes as per the manufacture’s specification are as follows. The outer diameter of the nanotubes varies between 6-9 nm and the length is about 5µm. Bulk density is about 0.22 g/cm³.

*Polymer:* Selectophore polyurethane from Sigma-Aldrich was used as polymer matrix.

*Cross-linkers:* Two systems of resins were used as cross-linkers. The idea was to link the polymer chains to each other via cross-linkers and enhance the mechanical properties of the composite. 1,2,6-Trihydroxyhexane and 2,4,6-trihydroxybenzaldehyde from Sigma-Aldrich were used as cross-linkers and both consisted of three –OH groups making them viable systems as cross-linkers.

4.3.2 Synthesizing CNT-polymer composite

Preliminary experiments were conducted to assess the dispersibility of carbon nanotubes and solubility of the polymer matrix and cross-linkers in different types of surfactant. It was observed that dispersibility of CNTs, solubility of polymer matrix, and cross-linkers can be achieved in 1-Methyl-2-pyrrolidinone (NMP).

First, a known amount of PU (800 mg) is added to a known volume of NMP (20 ml). The whole solution was stirred for 48 hours at 50 °C in a water bath. Then, 4 ml of this solution is loaded with different carbon nanotube weight percentages of 1 wt.%, 5 wt.%, 8 wt.% ,10 wt.% and 15 wt.% to the total weight of polymer and carbon nanotubes. A CNT-loaded solution was stirred for few hours depending on CNT loading to achieve
homogenous CNT-polymer solutions. This was followed by ultra-sonication for 30 minutes until the nanotubes were finely dispersed. This procedure was repeated for the synthesis of two more sets of CNT-polymer solutions with exactly the same amount of CNT loading. Then, about 18 mg of 1,2,6-Trihydroxyhexane was added to each of 1 wt.%, 5 wt.%, 8 wt.%, 10 wt.% and 15 wt.% CNT-polymer solutions. Next, 18 mg of 2,4,6-trihydroxybenzaldehyde was added to the reaming CNT-polymer solutions. The cross-linkers added solutions were further stirred for another 3 hours followed by 10 minutes of ultra-sonication. Figure 33 shows a schematic diagram of the CNT-polymer solution processing.

Figure 33. Schematic diagram of the CNT/polymer solution processing.

Thin films samples were prepared to assess the electrical and strain sensing properties of CNT-polymer composite samples. Samples were synthesized on polyimide using a spin
coating technique following experimental parameters such as revolutions per minutes (rpm) and coating time, which were optimized after the preliminary experiments. The polyimide substrates (1.5×1.5 cm²) were treated with plasma using UVO cleaner (model: Jelight 342) for achieving better adhesion between the substrate and composite. In this process, the substrate was treated with an ultra-violet light and ozone beam for 20 minutes. Oxidation of the surface is responsible for the increase in the polar groups, which is directly related to the adhesion properties of the substrate surface. Once the plasma treatment was done, the substrates were transferred to a clean room facility for thin film deposition of composites. In the clean room, the polymer-carbon nanotube solution was carefully drop-casted onto the plasma-treated substrate and spin coated at 500 rpm for 30 seconds to spread the solution uniformly on the surface. Thin films between 1.5-2.0µm were obtained after 24 hours of curing at room temperature in a vacuum oven.
5.1 Growth rate of Ni catalyst layers on Si (100) substrate

Metals used to catalyze carbon nanotube formation are generally transition metals such as nickel, cobalt, and iron [23] [146] [147]. The ability of transition metals is interrelated to their catalytic activity for the decomposition of carbon compounds and the possibility for carbon to diffuse through and over the metals very quickly [148] [149]. Integration of carbon nanotubes into nano-devices needs fine control of its morphology such as the number of walls, chirality, or growth rate. For achieving a nanotube with predefined parameters using a CVD system, the size of the catalyst particles is important, which is directly related to the thickness of the catalyst layer. Controlling the particle size and chemical environment, the CVD technique can grow single-wall, double-wall, or multi-wall carbon nanotubes [150]-[152]. Recent studies also have shown that the CVD technique can be used to synthesize the SWCNTs with preferential chirality [153]. Even though these new advances have been developed by researchers, the role of the catalyst particles is not fully understood and overall control of CNT growth is still a great challenge. For this investigation, to determine the Ni deposition rate on Si (100) with the experimental parameters mentioned in section 4.1, Ni layers were deposited with different deposition times such as 3.5, 5.0, 8.0, 10.0 and 12.0 minute. Rutherford Backscattering Spectrometry (RBS) was carried out on Ni films to investigate the
film/substrate interface characteristics and to determine the film thickness. The fitted experimental and simulated RBS spectra of the 3.5 minute deposition time Ni film along the random direction are shown in Figure 34. The clearly defined film/substrate interface with the sharp Si edge and Ni peak indicate that there is no inter-diffusion of metal atoms across the film/substrate interface. The film thickness was also determined from the fitted experimental and SIMNRA [106] simulated spectra using the width of the Ni peak, which was found to be around 13.7 nm for the sample under characterization. The areal density of the Ni peak \((120.845 \times 10^{15} \text{ atoms/cm}^2)\) given in SIMNRA was divided by the atomic density of bulk Ni \((9.13 \times 10^{22} \text{ atoms/cm}^3)\) to determine the film thickness. The atomic density of bulk Ni was calculated using the mass density value of 8.908 g/cm\(^3\) with help

![Figure 34. The experimental and simulated RBS spectra of the 3.5 minutes deposition time Ni film deposited on Si (100) substrate.](image)
of TRIM [154] [155] software. Further, around channel number 354 there is a small peak on the Si background, which corresponds to oxygen. This indicated that the first few layers of Ni film were oxidized due to exposure to air. Similar RBS and SIMNRA characterization and simulations were conducted on other samples as well.

X-ray reflectivity (XRR) is a quantitative technique to evaluate electron density, thickness and roughness of thin layers. XRR probes the electron density perpendicular to a surface and hence reveals vital information such as thickness, electron densities and roughness parameters of a layered system. Accuracy and non-destructive nature of XRR can be used to investigate surfaces and interfaces of thin film system at atomic resolution [156] [157]. The coplanar scattering of X-ray around the reciprocal-lattice point is the origin of this technique. The plot of the reflected X-ray intensity against the incidence angle or the reciprocal lattice vector \( q \) becomes the XRR profile. The X-ray has a bit higher refractive index for air than condensed matter. Therefore, the incidence angle is lower than the critical angle \( \theta_c = \cos^{-1} (n_{medium}/n_{air}) \), and the X-ray beam is totally reflected by the medium. For the small incidence angle, \( \theta_c \) can be expressed in radians as follows [158],

\[
\frac{\theta^2_c}{\rho} = \frac{r_e \lambda^2}{\pi} \nonumber \tag{41}
\]

Where, \( r_e \) is the classical electron radius \((2.82 \times 10^{-15} \text{m})\), \( \lambda \) is the X-ray wavelength and \( \rho \) is the electron density. X-rays incidence at higher angles penetrates into the medium and the reflected intensity falls based on Fresnel law. Due to the interference of X-rays reflected at different interfaces on the substrate, the intensity of reflected X-rays oscillates with the angle of incidence (Kiessig fringes). The amplitude of fringes depends
on surface, interface roughness, and electron densities of materials. For simple systems like single-layer, bilayer, or periodic multilayer, thickness of layers can be determined through modified Bragg equation,

\[ m\lambda = 2t(n^2 - \cos^2\theta_m)^{1/2} \]

(42)

Where \( m \) is the diffraction order, \( t \) is the layer thickness (multilayer period), \( n \) is the mean refractive index of the layers, and \( \theta_m \) is the incidence angle at which interference maximum of the order \( m \) occurs. Further, when the layer system becomes more complicated, the data is processed through modeling and fitting. In these XRR measurements, which were performed using a Philips X’pert diffractometer, a Cu K\(_\alpha\) filtered parallel X-ray beam of approximately width of 10 mm and 0.1 mm of height with wave length \( \lambda = 1.54056 \) Å was incident upon a sample at a grazing angle. XRR scans were recorded within the angular range of 0.1° to 5.0° in 0.005° steps. Figure 35 shows XRR curves for the Ni film on Si (100) substrate deposited with 3.5 minutes deposition time. Quite accurate fits to the experimental data were obtained for all five layered structures. Usually a model for a single layer requires five fitting parameters, of which film thickness, density, and interface roughness are the most important ones. The proposed structure used for experimental data fitting is shown in the inset of Figure 35. Based on this fitting, the model layer structure consists of an SiO\(_2\) layer on the Si substrate. This could be due to the exposure of the Si substrate to air. Further, the Ni layer is also oxidized as suggested by RBS technique. For these films the surface roughness varies between 14.39Å and 19.80Å and the density of the films varies between 7.347 g/cm\(^3\) and
8.272 g/cm$^3$. The surface roughness and density values are typical for samples grown by magnetron sputtering. Table 3 summarizes the parameters obtained from both RBS and XRR techniques.

Table 3: Summary of structure parameters obtained from RBS and XRR.

<table>
<thead>
<tr>
<th>Sample based on dep. time</th>
<th>RBS</th>
<th>XRR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Thickness (±1nm)</td>
<td>Thickness (±2.9nm)</td>
</tr>
<tr>
<td>3.5 min.</td>
<td>13.7</td>
<td>11.8</td>
</tr>
<tr>
<td>5.0 min.</td>
<td>16.4</td>
<td>18.5</td>
</tr>
<tr>
<td>8.0 min.</td>
<td>27.4</td>
<td>28.1</td>
</tr>
<tr>
<td>10.0 min.</td>
<td>30.5</td>
<td>36.9</td>
</tr>
<tr>
<td>12.0 min.</td>
<td>31.3</td>
<td>48.0</td>
</tr>
</tbody>
</table>
Based on XRR thickness calculations, it was found out that the deposition rate of Ni thin films is about $4.10 \pm 0.2$ nm per minute. The catalyst film thickness of about 4 nm is suited for carbon nanotube nucleation and growth; it was decided to deposit Ni thin films with 1 minute deposition time on the Si (100) substrate and then RBS, XRR, and SEM characterization were carried out. Figure 36 shows RBS, XRR data of the Ni thin film for 1 minute deposition time. The thickness of the film is about 3.7 nm and 2.6 nm according to XRR and RBS respectively. RBS uses bulk density of Ni to determine the Ni film thickness. Generally it is well known that bulk density of the material is different from its thin film density. Therefore, XRR film thickness values are much reliable than RBS values.

Figure 37 (a) shows the SEM image of the above mentioned thin film and it shows that the Ni film is almost continuous. This feature can be explained via the nucleation and growth process of a thin film. The growth process emerging from a statistical process of nucleation, surface-diffusion growth of 3D nuclei, and formation of a network structure followed by subsequent filling to give a continuous film based on various experimental and theoretical studies. Based on the thermodynamic parameters of the target material and the substrate surface, initial nucleation and growth steps can be describe as (1) Volmer-Weber (island) type (2) Frank-van der Merwe (layer) type, and (3) Stranski-Krastanov (mixed) type [83]. Therefore, the growth of the Ni film on the silicon substrate can be explained by thermodynamic parameters and wetting properties of the target and the substrate. Thus the problem is whether the metal would at equilibrium form a continuous film or would form particles or a discontinuous film on the surface. By assessing the spreading coefficient $S$ from the surface energy of the metal/substrate
Figure 36. XRR fringe pattern (top) and RBS spectra (bottom) for Ni/Si (100) 1 min. deposition time.
interface $\gamma_l$, substrate surface energy $\gamma_s$ and the nickel surface energy $\gamma_{Ni}$ as following formula [159],

$$S = \gamma_s - (\gamma_l + \gamma_{Ni}) \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots (43)$$

If $S \geq 0$, then it is expected that a spreading of Ni on the substrate (complete wetting) would occur. If not, the surface remains dry, i.e., the metal partially wets the substrate.

The surface energies of Si ($\gamma_{Si} \sim 2130 \text{ mJ/m}^2$) [160] and Ni ($\gamma_{Ni} \sim 1883 \text{ mJ/m}^2$) [161] [162] are well known. On the other hand, surface energy of the silicon-nickel interface is not reported in literature. Based on the Katsman et al. [163] report, the silicon-nickel interface energy should be between 100-247 mJ/m$^2$. According to these interface energies, $S \geq 0$ is more favorable, suggesting a perfect wetting of the Si substrate by Ni. Therefore, formation of the Ni smooth thin film is expected. Prior to CNT growth, a nickel coated silicon substrate were pre-treated in two steps. In the first step, thermal annealing of substrates at 600 °C for 60 minutes in H$_2$ environment at about 0.4 Torr (or

Figure 37. SEM image of the (a) as-deposited Ni thin film for 1 min. deposition time and (b) as-deposited sample after annealing in H$_2$ environment at 600 °C for 60 minute.
40 sccm H₂ flow rate) was carried out in the PECVD reactor chamber. Based on the RBS and XRR data, it was revealed that the catalyst layer is oxidized due to exposure to the air or the argon gas used to sputter the Ni target may contain a few parts per million of oxygen impurities. Hence, the thermal process with hydrogen does allow the reduction of the nickel oxide (NiO) to nickel and formation of nickel clusters [164]. Figure 37 (b) shows the SEM image of the as-deposited Ni film after annealing at 600 °C in H₂ for 60 minute and it clearly shows continuous Ni film turned into a granulated layer. The two SEM images shown in Figure 37 (a) and (b) are taken at different magnifications. These are used for qualitative comparison only. To confirm the presence of the Ni on the Si substrate, EDS spectra were collected on bright gray areas of as-deposited and annealed sample. The EDS spectra for as-deposited and annealed samples are shown in Figure 38.

Figure 38. EDS spectra of (a) as-deposited Ni film and (b) as-deposited Ni film after annealed at 600 °C in H₂ environment.

The EDS spectra were collected using 5.0 keV electron beam. The depth resolution of the electron beam is about 5µm and the interaction volume is about 5-10 µm, therefore the characteristic X-ray from Si (Si K ~ 1.74 keV) substrate can be seen in the spectra. Ni L
shell characteristic X-ray appears around 0.85 keV and the intensity of the Ni L radiation is less due to the smaller thickness of the Ni film. The K shells characteristic X-ray of carbon and oxygen are present in the spectra due to contamination.

5.2 Nucleation and growth of carbon nanotubes on Ni catalyst particles

In the second step, the substrates were treated in H₂ plasma for 30 minutes at the same chamber pressure (~0.4 Torr) or same 40 sccm H₂ flow rate. In the H₂ plasma, H₂ molecules are decomposed into radicals as summarized in Table 4 [165]. The bombardment of the catalyst layer by radicals, atoms, ions and electrons during H₂ plasma treatment results in a granulate catalyst layer into catalytic seeds. To investigate the effect of plasma treatment with time, the substrate with catalyst layers were treated in H₂ plasma for 10, 20, 30, and 40 minutes, SEM characterization was carried out on the samples. Figure 39 shows the effect of H₂ plasma treatment with different times. During the hydrogen plasma treatment, etching of the catalyst layer also occurred. If the pretreatment is too long and the catalyst layer is too thin, the layer can be totally etched. If the plasma pretreatment is too long, a Ni catalyst nano-sized island begins to conglomerate into a larger island that is not suitable for CNT growth as can be seen in Figure 39. This phenomenon arises due to minimization of surface energy enabled by the increase of the surface mobility of the metal atoms and reducing the film stress caused by the difference in thermal expansion during the plasma pretreatment [166]. CNTs were grown on a 30 minute plasma-treated layer as discussed in Chapter 4, due to the absence of SEM images at CNT growth time.
Table 4: Electron-H$_2$, ion reactions

<table>
<thead>
<tr>
<th>Electron-H$_2$ reactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2 + e \rightarrow \text{H}_2^* + e$</td>
</tr>
<tr>
<td>$\text{H}_2 + e \rightarrow \text{H}^* + \text{H} + e$</td>
</tr>
</tbody>
</table>

Figure 39. Effect of H$_2$ plasma treatment with time for (a) 10 (b) 20 (c) 30 and (d) 40 minutes.
**CNT growth mechanism:** This widely accepted and most general CNT growth mechanism is outlined as follows. There are many types of different non-radicals, radicals, atomic hydrogen and charged species present in the plasma [167]. When they come in contact with the hot metal nano-particles, hydrocarbon and radicals decompose into carbon and hydrogen, with hydrogen then leaving the chamber and carbon dissolving into the metal particle. After reaching the carbon saturation limit in the metal particle, carbon precipitates out and crystallizes in the form of energetically stable cylindrical network without dangling bonds [168]. Decomposition of hydrocarbons releases heat to the exposed zone of metal particle, while carbon crystallization absorbs heat from the particle’s precipitation zone. This thermal gradient inside the particle keeps the decomposition, diffusion, and crystallization process on. At this point in time, two different scenarios are possible. If the particle adherence to the surface is weak, then carbon precipitation occurs at the bottom surface of the particle and lifts the whole particle off the substrate. In this case, the resultant scenario is called the “tip growth model”. Once the particle is covered with excess carbon its catalytic activity comes to an end and CNT growth is discontinued. If the particle adherence to the surface is strong, initial hydrocarbon dissolution and diffusion take place similar to the tip growth model, but precipitation fails to lift the particle off the substrate and emerge out from the top surface of the particle. Carbon crystallizes as a hemispherical dome and the filament continues to grow with the particle attached to the substrate. This is called the “base growth model”. Figure 40 illustrates the CNT growth mechanism.
5.3 Raman spectroscopy of PECVD grown carbon nanotube

Raman spectroscopy is for the most part well suited to molecular morphology characterization of carbon materials. Each band in the Raman spectrum corresponds to a specific vibrational frequency of a bond within the molecule. Because vibrational frequency and hence the position of the Raman band is sensitive to the orientation of the bond and weight of the atoms at the end of the bond. The Raman spectrum of single-wall CNT consists of three dominant Raman-allowed bands called G-band, D-band, and radial breathing mode (RBM). The G-band is associated with the longitudinal optical phonon mode, i.e., vibration of $\text{sp}^2$ bonded carbon atoms in tangential to the tube surface and
occurring around~ 1582 cm\(^{-1}\). The presence of disorder in sp\(^2\)-hybridized carbon atoms at the edges and atomic defects on the surface of finite-size carbon nanotubes give rise to the D-band feature that appears at~1345 cm\(^{-1}\). The relative intensity of D to G provides a good indicator for determining the crystallinity or the amount of disorder in the carbon nanotubes. The radial breathing mode (RBM) corresponds to the expansion and contraction of the tubes. RBM band appears at the low frequency end of the spectrum around ~186 cm\(^{-1}\). The radial breathing mode is especially important in two ways: (1) for the determination of the diameter of a nanotube (\(d_t\)) through the dependence of frequency of RBM (\(\omega_{RBM}\)), and (2) for relating \(\omega_{RBM}\) and the resonant optical transition energies \(E_{ii}\) for a given tube. Multi-wall CNTs have similar Raman spectra to those of single-wall CNTs. The basic differences are the lack of RBM band and a more prominent D-band. The RBM mode has not appeared because the outer tubes restrict the breathing mode. The more prominent D-band is expected, because the multilayer configuration indicates more disorder in the structure [170] [171].

In this investigation, five different sample sets were deposited on substrates with different experimental parameters, and samples were analyzed using green laser (wavelength: 514 nm). Raman spectra of the first two sets of samples are shown in Figure 41 and Figure 42.
Figure 41. Raman spectra for CNTs growth with 40 sccm H₂, 0 sccm Ar and 2.5, 5.0, 10.0 and 15 sccm of CH₄.
Figure 42. Raman spectra for CNTs growth with 40 sccm H₂, 2.5 sccm CH₄ and 10.0, 25.0 and 40.0 sccm of Ar.
The experimental Raman spectra were simulated and fitted using Origin software to determine the band positions and the intensity of the bands. The D-band position of the growth CNTs is varied between 1338 cm\(^{-1}\) and 1352 cm\(^{-1}\). The G-band position also varied between 1585 cm\(^{-1}\) and 1610 cm\(^{-1}\). Further, \(I_D/I_G\) ratios are very close to 1 or even exceed 1. The experimental observations and calculations such as positions of the D-, G-bands and intensity ratio of D- to G-bands were summarized in Table 5. In addition, above observations, the broadening of the D- and G-bands in the spectra is sign of amorphous nature of CNTs growth. Therefore, Raman data indicate that the growth CNTs contain disorder in the structure. At the low frequency, it was not able to observe

![Figure 43. SEM images of CNTs growth at 600 °C with 40 sccm H\(_2\), 0 sccm Ar (a) 2.5 sccm CH\(_4\) (b) 5.0 sccm CH\(_4\) and (c) 40 sccm H\(_2\) and Ar with 2.5 sccm CH\(_4\).]
the RBM band, indicating growth of multi-wall CNTs.

Figure 43 shows the SEM images of A1, A2 and B3 samples. It is obvious that CNTs growth is not perfect as seen on SEM images. It looks like, instead of a cylindrical crystalline growth of CNTs, there is a bulky amorphous carbon formation. The SEM observations agree with the Raman data. To investigate the particles on the CNTs, and EDS spectra were collected on

Table 5: Summary of experimental outcome of Raman spectra.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Gas flow rate (sccm)</th>
<th>Raman band position (cm⁻¹)</th>
<th>$I_p/I_G$ ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ar</td>
<td>CH₄</td>
<td>H₂</td>
</tr>
<tr>
<td>A1</td>
<td>0</td>
<td>2.5</td>
<td>40.0</td>
</tr>
<tr>
<td>A2</td>
<td>0</td>
<td>5.0</td>
<td>40.0</td>
</tr>
<tr>
<td>A3</td>
<td>0</td>
<td>10.0</td>
<td>40.0</td>
</tr>
<tr>
<td>A4</td>
<td>0</td>
<td>15.0</td>
<td>40.0</td>
</tr>
<tr>
<td>B1</td>
<td>10.0</td>
<td>2.5</td>
<td>40.0</td>
</tr>
<tr>
<td>B2</td>
<td>25.0</td>
<td>2.5</td>
<td>40.0</td>
</tr>
<tr>
<td>B3</td>
<td>40.0</td>
<td>2.5</td>
<td>40.0</td>
</tr>
<tr>
<td>C1</td>
<td>10.0</td>
<td>10.0</td>
<td>40.0</td>
</tr>
<tr>
<td>C2</td>
<td>25.0</td>
<td>10.0</td>
<td>40.0</td>
</tr>
<tr>
<td>C3</td>
<td>40.0</td>
<td>10.0</td>
<td>40.0</td>
</tr>
<tr>
<td>D1</td>
<td>50.0</td>
<td>2.5</td>
<td>0.0</td>
</tr>
<tr>
<td>D2</td>
<td>50.0</td>
<td>5.0</td>
<td>0.0</td>
</tr>
<tr>
<td>D3</td>
<td>50.0</td>
<td>10.0</td>
<td>0.0</td>
</tr>
<tr>
<td>E1</td>
<td>50.0</td>
<td>2.5</td>
<td>5.0</td>
</tr>
<tr>
<td>E2</td>
<td>50.0</td>
<td>2.5</td>
<td>10.0</td>
</tr>
<tr>
<td>E3</td>
<td>50.0</td>
<td>2.5</td>
<td>25.0</td>
</tr>
</tbody>
</table>
A1 and B3 samples by focusing the electron beam on the particles of CNTs. The EDS spectra are shown in Figure 44. The EDS spectrum of particles on A1 samples shows intense Ni L radiation peak, indicating the particles on the CNTs to be Ni particles. Since Ni particles can be seen on the CNTs, it is fair to assume the CNTs growth model is a tip growth model. The EDS spectrum of the particles on the B3 samples show less intense Ni L peak. This could be due to amount of Ar ions in the reactor chamber. Higher amount of Ar ions in the chamber leads to sputtering off of Ni particles on the CNTs. Raman and EDS data of samples A and B series point out that there are two competing events occurring during the CNTs growth process. The higher amount of methane in the chamber helps to grow better CNTs. On the other hand, when the higher amount of Ar in the chamber, it sputters the carbon atom as well as Ni atoms off the Si substrate. Therefore, the methane and argon gas flow rates should be optimized at a point where crystalline CNTs can be grown.

To investigate the odd formation of CNTs and chemical state of the Ni catalyst layer, XRD and XPS characterizations were carried on substrates that were subjected to different time plasma treatment.

Figure 44. EDS spectra of particles on the CNTs of (a) A1 and (b) B3 samples.
5.4 The glancing X-ray diffraction of Ni catalyst layers

First, GIXRD characterization was carried on as-deposited, 10, 20, 30 and 40 minute plasma-treated samples. GIXRD pattern shows no reflections from the as-deposited thin film suggesting that layer is amorphous. The Figure 45 shows the GIXRD pattern of as-deposited nickel film.

In 1965, H. Weik and co-workers reported a nickel hexagonal close packed (hcp) lattice system with lattice parameters 2.622 Å, 2.622Å and 4.321 Å for $a$, $b$ and $c$ respectively. The angles between these axes $\alpha$, $\beta$ and $\gamma$ become 90°, 90° and 120° respectively with space group $p6_3/mmc$ (194) [172]. There are three major reflections from (100), (002)
and (101) planes at 2θ values 39.660°, 41.775° and 45.066° respectively. Figure 46 shows the GIXRD pattern for 10, 20, 30 and 40 minute plasma-treated samples. GIXRD pattern for the 10 minute plasma-treated sample show three major reflections at 2θ values 41.86°, 44.38° and 47.66°. Jade XRD structure calculation was revealed that the XRD pattern for 10 minute plasma-treated sample is originated due to hexagonal close packed lattice system with reduce lattice parameters to 2.491Å and 4.082Å for \( a \) and \( c \) axes respectively with \( \text{p6}_3/\text{mmc} \) space group. The reflections at 41.86°, 44.38° and 47.66° are originated from the planes (100), (002) and (101) respectively, the same as reported in literature. The shift in the 2θ to higher values is due to the reduction of the lattice parameters. No other literature was found on the nickel hexagonal close packed structure with reduced lattice parameters. For the 20 and 30 minute plasma-treated samples, the Ni phase is changed from hexagonal \( \text{p6}_3/\text{mmc} \) to cubic \( \text{Fm}-3\text{m} \) with lattice parameter 3.524Å. The cubic \( \text{Fm}-3\text{m} \) with lattice parameter 3.524Å is the most favorable nickel phase [173]. For the cubic phase, reflections occur at 44.60Å, 51.97°, 76.59° and 93.22° from (111), (200), (220), and (311) planes respectively. But for the 30 minute plasma-treated sample, major reflection peaks are diminished compared to the 20 minute plasma-treated sample. After the 40 minute plasma–treatment, the sample turns out to be amorphous.
Figure 46. GIXRD pattern of 10, 20, 30 and 40 minute plasma-treated samples.
5.5 X-ray photoelectron spectroscopy of Ni catalyst layers

To determine the chemical states and the composition of as-deposited nickel thin film and plasma-treated samples, XPS experiment was carried out. The near surface XPS survey spectra of as-deposited film is shown in Figure 47, which shows the binding energy peaks corresponding to C1s, N1s, O1s and Ni2p along with Auger lines. The C1s peak appears due to the surface contamination. The Ni2p peak appears in the spectrum in the energy range ~ 840-890 eV. By considering high intensity peaks in the survey scan, high resolution XPS spectrum was obtained for Ni2p region as shown in Figure 48.

![Figure 47. XPS survey spectra of as-deposited Ni thin film on Si (100) substrate indicating the presence of Ni, O and N. The residual C peak is also visible.](image)
The high resolution Ni2p spectrum of as-deposited Ni thin film shows multiple peaks corresponding to multiplet splitting associated with spin-orbit split 2p\textsubscript{3/2} and 2p\textsubscript{1/2} core levels. The spin-orbit splitting between 2p\textsubscript{3/2} and 2p\textsubscript{1/2} core levels is about 17.3 eV. The fitted binding energy peaks located at about 852.28±0.1 eV, 856.30±0.1 eV and 858.30±0.1 eV are the characteristic peaks (pink) for Ni\textsuperscript{0} state. The binding energy peaks located at about 853.68±0.1 eV, 855.50±0.1 eV, 860.70±0.1 eV and 863.90±0.1 eV are the characteristic peaks (cyan) for Ni\textsuperscript{2+} (NiO) state. The peaks located at 853.49±0.1 eV (blue) and 855.35±0.1 eV (dark yellow) corresponding to Ni\textsubscript{3}C and Ni\textsubscript{2}O\textsubscript{3} respectively.

Figure 48. High resolution XPS spectrum of Ni2p which was used to find the chemical state of as-deposited Ni thin films. Ni is in the 0, 2+ and 3+ oxidation states.
XPS data for as-deposited Ni film confirms the existence of the NiO layer. The as-deposited Ni film contains 27.3 at. % of pure Ni and 71.8 at. % as nickel oxides. XPS surface analysis was also used to find out the chemical state of the plasma-treated samples. The survey spectrum of 10 minute plasma-treated samples shows that there is less amount of Ni on the Si surface compared to the as-deposited sample as shown in Figure 49.

Figure 49. XPS survey spectra of plasma treated samples, indicating diminishing of Ni2p peak (840-890 eV) with plasma treatment time.

Further, XPS survey spectra of 20, 30 and 40 minute plasma-treated samples indicated that there is no Ni metal on the surface of the Si substrate. To investigate the extinction of
Ni layer, XPS depth profile was carried out. For this experiment, $3 \times 3 \text{ mm}^2$ area of the 30 minute plasma-treated sample was sputtered for 3 minutes in each cycle using 2 keV Ar$^+$ ions and Ni2p, O1s, C1s, N1s and Si2p high resolutions scans were carried out after each sputtering cycle, with a total sputtering time of 104 minutes. Figure 50 shows the depth profile of Ni2p high resolution scans with sputtering time.

![Image showing XPS high resolution of Ni2p peak with sputtering time.](image)

Figure 50. XPS high resolution of Ni2p peak with sputtering time.

Based on these spectra it is revealed that for the first 9 minutes of sputtering, Ni was not detected. From 12 to 78 minutes sputtering time, Ni was detected and the intensity of the peak was gradually increased up to about 24 minutes sputtering time, and after that intensity of the peak diminishing. After 104 minutes sputtering, Ni peak was not
observed. These spectra indicate Ni was diffused into the Si substrate with plasma treatment. The atomic concentration profiles of Ni2p, Si2p, O1s, N1s, and C1s were calculated with sputtering time and shown in Figure 51. Based on the SRIM simulation [155], the Si substrate is sputtered about 5.2 nm in one sputtering cycle with 2keV Ar⁺ ions. Therefore, Ni is diffused into the Si about 52 nm below the surface.

In addition, to investigate the chemical state and chemical composition of diffused Ni into Si, deconvolution of the Ni peaks after 24 and 48 minutes sputtering was carried out. The high resolution Ni2p spectrum of a 30 minute plasma-treated sample after 24 minutes sputtering shows multiple peaks corresponding to Ni, Ni₂Si, Ni₅Si₂, and NiSi. The

![Graph](image.png)

Figure 51. Atomic concentration profiles of Ni, Si, O, N and C with sputtering time for 30 min. plasma treated sample. Inset shows atomic concentration of Ni only.
fitted binding energy peaks located at about 852.55±0.1 eV, 856.40±0.1 eV and 858.40±0.1 eV are the characteristic peaks (pink) for pure Ni. The fitted binding energy curves located at 853.4±0.1 eV (blue), 853.8±0.1 eV (green) and 854.6±0.1 eV (dark yellow) associated with Ni$_2$Si, NiSi, and NiSi$_2$ respectively [177] [178].

The atomic concentration of Ni, Ni$_2$Si, NiSi, and NiSi$_2$ at this point were 60.76%, 18.98%, 5.39% and 14.87% respectively. The high resolution spectrum of Si2p of 30 minute plasma-treated sample after 24 minutes sputtering also confirmed the existence of nickel silicide. Figure 52 shows high resolution spectra of Ni2p and Si2p after 24 minutes sputtering. High resolution XPS spectra of Ni2p and Si2p after 48 minutes sputtering showed Ni exists as NiSi. Figure 53 shows high resolution XPS spectra of Ni2p and Si2p after 48 minutes sputtering.
Figure 52. High resolution XPS spectrum of Ni2p (top) and Si2p (bottom) after 24 min. sputtering (30 min. plasma treated sample).
Figure 53. High resolution XPS spectrum of Ni2p (top) and Si2p (bottom) after 48 min. sputtering (30 min. plasma treated sample).
For the Ni catalyst system, it is well understood that upon annealing, formation of metal silicide accompanied by changes in chemical state, composition, and topography takes place when metal is in contact with the Si substrate [179]. Above XRD and XPS results indicated the formation of nano-particles with the Ni core surrounded by metal silicide that could be either due to plasma treatment and/or conditions used for CNT growth. These particles are embedded in the underlying Si substrate, thus reducing the catalytic activity leading to poor CNT or complete inhibited growth [180]. This process is shown in Figure 54. A combination of phenomena, namely formation of silicide, phase transformation of Ni with reduced lattice parameters could have resulted in the diffusion of Ni into the Si substrate, which may have led to such odd formation of CNTs. When Ni diffuses below the surface of Si, it totally transforms to NiSi even though atomic percentage of NiSi is very low.

Further, RBS experiments were carried out on the as-deposited and the plasma-treated nickel samples to confirm the nickel diffusion into the Si substrate. RBS spectra were collected using 2.0 MeV He$^+$ with 150° scattering angle. Figure 55 shows the RBS spectra of the as-deposited and the plasma-treated samples. RBS spectra indicate, Ni edges of the plasma-treated samples compared to the Ni edge of the as-deposited sample moved towards the lower channel numbers.

![Figure 54. Schematic diagram of (a) Ni thin layer on Si substrate (b) metal nano-particles formation on Si (c) Change in topography, agglomeration and loss of catalytic activity (d) diffusion due to plasma treatment and/or CNT growth process.](image-url)
This is an indication of Ni is diffused into the Si substrate (underneath the surface of the Si substrate). Therefore, the energy of the backscattered He ions from the Ni atoms loses their energy within the Si matrix and appears at the lower energy of the RBS spectrum. The Ni edge of the 30-minute plasma-treated sample is moved towards lower energy about 20 channels with respect to the Ni edge of the as-deposited sample. The standard sample (CdTe) calibration is given about 1.37 keV per channel. Therefore, \( \text{He}^+ \) ions lose about 27.4 keV energy. The stopping power of \( \text{He}^+ \) in the Si matrix is 44.25 eV/\( \text{Å} \) [102]. The diffusion depth was found out to be about 62 nm. This result is comparable with XPS data.
5.6 Surface energy calculation of polyimide substrate

The Young’s equation [181] is defined by the balance forces caused by a wet drop on a dry surface. Its current form is as follows,

\[ \gamma_s = \gamma_{sl} + \gamma_l \cos \theta \]  

(44)

Where, \( \gamma_s \) is the surface energy of a solid, \( \gamma_l \) is surface energy of liquid, \( \gamma_{sl} \)-surface energy corresponding to the solid liquid interface and \( \theta \)-contact angle. Ownes and Wendt [182] significantly changed the Young’s equation by assuming the surface energy of liquid and substrate is composed of two components, namely polar \( (\gamma^p) \) and dispersive \( (\gamma^d) \) components,

\[ 2(\gamma_s^d \gamma_l^d)^{0.5} + 2(\gamma_s^p \gamma_l^p)^{0.5} = \gamma_l(1 + \cos \theta) \]  

(45)

In this experiment two liquids were used as probes for measuring the contact angle, water \( (\gamma_l^p = \frac{50.2mN}{m}, \gamma_l^d = \frac{22.6mN}{m}) \), and ethylene glycol \( (\gamma_l^p = \frac{16.0mN}{m}, \gamma_l^d = \frac{32.8mN}{m}) \). Two linear equations were yielded from these two probe liquids in the form of equation (45) with two unknowns, namely dispersion \( (\gamma_s^d) \) and polar \( (\gamma_s^p) \) components of the substrate, which could easily be solved. The liquid with a dominant polar component should be chosen as one of the measuring liquids and the dispersive liquid as the other one. Then the solution of the equation (45) would be affected as slightly as possible by the errors associated with determination of the polar and dispersive surface energy components of the solid. Figure 56 shows variation of contact angles of probe liquids and surface energy of the polyimide substrate with UVO cleaner time.
Figure 56. Variation of contact angles of water and ethylene glycol (top) and surface energy of polyimide substrate with UVO cleaner time (bottom).
The variation of surface energy of the substrate with UVO cleaner time is very crucial to determine at which point the surface energy reaches its maximum value. At this maximum surface energy level, the substrate is suitable to synthesize uniform carbon nanotube-polymer composite thin films. For the polyimide substrate, after 16 minutes of UVO plasma treatment, it reaches its maximum surface energy value 86.5mN/m. Figure 57 shows the measuring of contact angle of a water drop on un-treated polyimide substrate.

![Figure 57. Measuring of contact angle of a water drop on un-treated polyimide substrate.](image)

Atomic force microscopy (AFM) images recorded for polyurethane, 15 wt.% CNT, 15 wt.% CNT with 10 wt.% 1,2,6-Trihydroxyhexane and 15 wt.% CNT with 10 wt.% 2,4,6-trihydroxybenzaldehyde composites thin films are shown in Figure 58.
Figure 58. AFM 3D (left) and corresponding 2D (right) images of (a) polymer (b) 15 wt.% loaded CNT and polymer (c) 15 wt.% loaded CNT, polymer and 10 wt.% loaded 1,2,6-Trihydroxyhexane cross-linker and (d) 15 wt.% loaded CNT, polymer and 10 wt.% loaded 2,4,6-trihydroxybenzaldehyde cross-linker thin film composite films.
An AFM image of the polymer thin film reveals that polymer film itself is not continuous. It consists of upper boundary 10 μm size pores. Further, composite thin film with 15 wt.% loaded CNT shows less porosity due to strong van der Waals’ interaction between CNTs. The same trend goes with the cross-linkers added samples, i.e., less porosity in the samples. The average surface roughness (Ra) values for sample (a), (b), (c) and (d) are found to be 399 nm, 320 nm, 327 nm and 466 nm respectively, indicating very high rough surfaces. The film thickness varied between 1.75 μm and 1.89 μm for the above samples.

5.7 AC conductivity and impedance spectroscopy of carbon nanotube-polymer composite

The log-log plots of absolute impedance (|Z|) against frequency (Bode plot) for 1 wt.%, 5 wt.% and 8 wt.% carbon nanotube loaded composites are shown in Figure 59. AC conductivities of these samples were determined based on equation (39). The AC conductivity versus log frequency plots are shown in Figure 60 and with this carbon nanotube content, the maximum value of ac conductivity of the composites reached 3.86 Sm⁻¹, 5.90 Sm⁻¹ and 5.38 Sm⁻¹ for 1 wt.%, 5 wt.% and 8 wt.% CNTs loaded composite respectively. The obtained ac conductivity values are few orders of magnitude higher than the composites reported in literature [39] [47] [183]. The composites show frequency independent conductivity as frequency increases. This is an indication of composites consisting of measurable DC conductivity which increases at high frequencies. Higher ac conductivity of 1 wt.% loaded CNTs composite indicates the percolation threshold of the composite which occurs at less than at 1 wt.% of CNTs loading. In that case, composite behavior is identical to the conductivity of dielectric materials, i.e., ac conductivity depends on the signal frequency. For dielectric materials,
ac conductivity can be described by the relationship $\sigma = \omega \varepsilon' \varepsilon_0$, where $\sigma$ is the dielectric conductivity, $\omega$ is the angular frequency, $\varepsilon'$ is the imaginary portion of the dielectric constant and $\varepsilon_0$ is the vacuum permittivity [184]. Generally, ac conductivity as a function of signal frequency for the above composites shows conductive behavior. This is due to the carbon nanotube network developed with increasing CNTs content in the polymer matrix. The conductivity of the composite depends on growth of the conductive paths. These conductive paths can be divided into two components, called resistive and capacitive paths. Figure 61 (a) shows the capacitive paths dominate at low CNTs concentration and the conductivity at this stage depends on the inter-tube distance and the composite shows capacitive behavior. Figure 61 (b) shows formation of resistive paths in
high CNTs concentration composite and conductivity of these composites depend on nanotube-nanotube contacts. This composite shows frequency independent response as seen in Figure 60 due to increasing the resistive paths and saturation of the resistive paths in this composite.

![Figure 60. AC conductivity against Log of frequency for carbon nanotube-polymer composite at different percent nanotube weight loading.](image-url)
5.7.1 Nyquist plot and equivalent circuit modeling

The electrical conductivity and development of the CNT network in the polymer composite can be divided into three categories. At low CNTs loading, the inter-tube distance is large and electrons transmission is very low, therefore the composite may have conductivity comparable to that of an insulating polymer. At the percolation state, the inter-tube distance is close and the electrons must overcome the potential barrier to cross the inter-tube distance. Simply, there is a limited contact resistance $R_c$ for the electron channel in the inter-tube distance [184]. This inter-tube distance can be deduced to a parallel-plate capacitor with area $A$, separation distance $d$, and capacitance $C = \varepsilon A / d$, where $\varepsilon$ is the dielectric constant of the polymer. Each nanotube or nanotube aggregate has a resistance $R_a$. An equivalent circuit for the small area of the composite can be represented as shown in Figure 62. Impedance for the equivalent circuit shown in Figure 62 can be written as follows,

![Diagram showing capacitive and resistive paths](image)

Figure 61. Schematic diagram of occurrence of (a) capacitive paths and (b) resistive paths at low and high CNTs loading regions respectively.
\[ Z = R_a + \frac{R_c}{1 + \omega^2 R_c^2 C^2} - j \frac{\omega R_c^2 C}{1 + \omega^2 R_c^2 C^2} \]  \hspace{1cm} (46)

Equation (46) can be divided into two sections, called real \((Re(Z))\) and imaginary \((Im(Z))\) parts.

\[ Re(Z) = R_a + \frac{R_c}{1 + \omega^2 R_c^2 C^2} \]  \hspace{1cm} (47)

\[ Im(Z) = -\frac{\omega R_c^2 C}{1 + \omega^2 R_c^2 C^2} \]  \hspace{1cm} (48)

From equation (47) and (48) absolute value of the impedance \(|Z|\) and phase angle can be obtained as follow,

\[ |Z| = \left( R_a^2 + \frac{R_c^2 + 2R_cR_a}{1 + \omega^2 R_c^2 C^2} \right)^{1/2} \]  \hspace{1cm} (49)

phase angle,
\[
\tan \varphi = \frac{Im(Z)}{Re(Z)} = -\frac{\omega^2 R_c^2 C}{R_a + R_c + \omega^2 R_c^2 R_a C^2}
\] …………………………………………………………… (50)

From equation (47) and (48), a relationship between \(Re(Z)\) and \(Im(Z)\) can be obtained as following equation,

\[
\left(Re(Z) - \frac{2R_a + R_c}{2}\right)^2 + Im(Z)^2 = \left(\frac{R_c}{2}\right)^2 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (51)
\]

Equation (51) represents a circle which has a center at \(\left(\frac{2R_a + R_c}{2}, 0\right)\) and radius \(\frac{R_c}{2}\).

Therefore, plotting \(Im(Z)\) against \(Re(Z)\) gives a half circle with a center and radius mentioned above. In Nyquist plot the semi-circle curve occurs only in the case of a parallel resistor-capacitor (RC circuit). The parallel RC circuit can be used to confirm the existence of the capacitor effect, i.e., gaps between CNTs which controlled the electrical conduction through tunneling. Figure 63 shows Nyquist plot of 1 wt.%, 5 wt.% and 8

![Figure 63. Nyquist plots of 1 wt.%, 5 wt.% and 8 wt.% CNTs loaded composites.](image-url)
wt.% CNTs loaded composites.

Figure 64 shows a simulated Nyquist plot using equivalent RC-circuit modeling and experimental data for 5 wt.% CNTs loaded composite. As mentioned above, it confirms the existence of gaps between CNTs controlling ac electrical conduction via electron tunneling between the gaps.

![Figure 64](image)

Figure 64. Experimental and simulated Nyquist plot of 5 wt.% CNTs loaded composite. Inset picture shows equivalent RC-circuit model used to simulate the experimental data.

Equivalent RC-circuit modeling was carried out for all three samples mentioned above and $R_a$, $R_c$ and $C$ values were determined from the simulation. Equation (10) and $R_a$ values determined from the simulation were used to calculate the conductivity of the
CNTs $\sigma_{\text{cnt}}$ and the result is summarized in Table 6. The average diameter of the nanotube is about 6.6 nm and the length is about 5 μm (based on vendor specification).

Table 6: Equivalent RC-circuit model estimated parameters for CNT-polymer composites with CNT conductivity.

<table>
<thead>
<tr>
<th>Composite</th>
<th>$R_d$(Ω)</th>
<th>$R_c$(Ω)</th>
<th>C(F)</th>
<th>$\sigma_{\text{cnt}}$(S/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 wt.%</td>
<td>433.60</td>
<td>1.31×10^6</td>
<td>1.57×10^{-10}</td>
<td>3.37×10^8</td>
</tr>
<tr>
<td>5 wt.%</td>
<td>19.49</td>
<td>5.89×10^5</td>
<td>2.79×10^{-10}</td>
<td>1.50×10^9</td>
</tr>
<tr>
<td>8 wt.%</td>
<td>493.40</td>
<td>8.89×10^4</td>
<td>6.17×10^{-10}</td>
<td>2.96×10^8</td>
</tr>
</tbody>
</table>

The estimated CNT conductivity value is about ten times higher than the value reported in literature [185]. To compare the tunneling resistance values in Table 6, the theoretical tunneling resistance value was determined from equation (21).

$$R_{\text{tunnel}} = \frac{V}{A J} = \frac{h^2 d}{2 e^2 \sqrt{2 m \lambda}} \exp\left(\frac{4 \pi d}{h} \sqrt{2 m \lambda}\right)$$

The parameters in the equation were defined in the section 2.5 and assuming potential barrier for polyurethane is 4.0 eV [186], the cross sectional area of the CNT as an approximation of the cross section of tunneling area A, and the maximum tunneling resistance was found to be $5.45\times10^8$ Ω for a maximum tunneling distance of 0.7 nm. Generally, in carbon nanotube-polymer composites tunneling resistance dominate electrical resistance occurred when the inter-tube distance is less than 1.8 nm [52]. These results confirm that the equivalent parallel RC-circuit model can be used to estimate $\sigma_{\text{cnt}}$ and the inter-tube tunneling resistance above the percolation threshold.
5.7.2 CNT-polymer composite with cross-linkers

Figure 65 shows the conductivity of 1 wt.% and 5 wt.% loaded carbon nanotube-polymer composites with 10 wt.% loaded 1,2,6-trihydroxyhexane and 2,4,6-trihydroxybenzaldehyde cross-linkers. The maximum conductivities of the 1 wt.% loaded CNTs with 10 wt.% of 1,2,6-trihydroxyhexane and 2,4,6-trihydroxybenzaldehyde at 10^6 Hz were 207.17 Sm⁻¹ and 185.41 Sm⁻¹ respectively when compared to the conductivity value of 142.69 Sm⁻¹ equivalent composite without cross-linkers. This enhancement in the conductivity could be due to agglomeration of CNTs in the polymer matrix due to the
effect of cross-linkers, i.e., cross-linkers attempts to hold the polymer chain together closely and at the same time CNTs are tangled within these chains and make agglomerations. The development is more or less the same for composites with 5 wt.% loaded CNTs with 10 wt.% cross-linkers. The maximum conductivities of the 5 wt.% loaded CNTs with 10 wt.% 1,2,6-trihydroxyhexane and 2,4,6-trihydroxybenzaldehyde at $10^6$ Hz were 208.13 Sm$^{-1}$ and 253.11 Sm$^{-1}$ respectively when compared to the conductivity value of 217.94 Sm$^{-1}$ counterpart composite without cross-linkers. The difference in dispersion state is observed in the different in ac conductivity response. The ac conductivity for 5 wt.% loaded CNTs composites with cross-linkers shows a ‘hump’ in the $10^4$ to $10^5$ Hz frequency range. This feature is absent in the low content (1 wt.%) of CNT-polymer composite with cross-linkers. This behavior implies that the dispersion state of the CNTs within the polymer matrix has influence on the ac conductivity of the composite. Figure 66 shows the Nyquist plots of 1 wt.% and 5 wt.% CNTs loaded composite with 10 wt.% 1,2,6-trihydroxyhexane. The experimental data of a composite with low CNTs content (1 wt.%) can be modeled using equivalent parallel RC-circuit as earlier. But for the composite with higher CNTs content (5 wt.%), the equivalent circuit model developed for composites without cross-linkers could not model the ac conductivity results. Therefore, a different model was developed for this sample. The simulated data show the existence of two conducting regions for this higher CNTs content sample (Figure 66 (bottom)). Based on the equivalent circuit model, it is revealed that the composite contains isolated agglomerates of nanotubes surrounded by large areas of insulating matrix. The other region was able to model using a simple parallel RC-circuit as before indicating that region consists of well dispersed CNTs with gaps.
Figure 66. Nyquist plots of 1 wt.% (top) and 5 wt.% (bottom) CNTs loaded composite with 10 wt.% 1,2,6-trihydroxyhexane. Inset diagrams show equivalent circuit model for simulating experiment data.
between them. The size of the agglomerations was dependent on the weight percentage of the CNTs. There is no such effect in the lower content CNTs composite. In this model, the areas of polymer matrix between CNTs agglomerates were represented as parallel RC-circuit. Further, by assuming the polymer matrix was infiltrated into CNTs agglomerates, a parallel circuit with resistive and capacitive path was used as shown in Figure 67. \( R_1, R_2, C_1 \) and \( C_2 \) are the equivalent resistance and capacitance in the polymer matrix between agglomerates. \( R_2 \) and \( C_2 \) represent the resistance and the capacitance of the capacitive paths within the agglomerates and \( R_3 \) represents the equivalent resistance of the resistive paths in the agglomerates. For the equivalent circuit shown in Figure 67, the impedance can be written as follows,

\[
Z = \frac{R_1}{1 + \omega^2 R_1^2 C_1^2} + \frac{R_2}{1 + \omega^2 R_2^2 C_2^2} + \frac{\omega^2 R_4 R_3 C_3^2 + \omega^2 R_3^2 C_3^2 + 1}{R_4(1 + R_3^2 C_3^2)} \nonumber
\]

\[-j \left[ \frac{\omega R_1^2 C_1}{1 + \omega^2 R_1^2 C_1^2} + \frac{\omega R_2^2 C_2}{1 + \omega^2 R_2^2 C_2^2} - \frac{\omega C_3}{1 + R_3^2 C_3^2} \right] \]  

(52)

The real and imaginary impedance can be written as follows,

\[
Re(Z) = \frac{R_1}{1 + \omega^2 R_1^2 C_1^2} + \frac{R_2}{1 + \omega^2 R_2^2 C_2^2} + \frac{\omega^2 R_4 R_3 C_3^2 + \omega^2 R_3^2 C_3^2 + 1}{R_4(1 + R_3^2 C_3^2)} \nonumber
\]

(53)

\[
Im(Z) = -\omega \left[ \frac{R_1^2 C_1}{1 + \omega^2 R_1^2 C_1^2} + \frac{R_2^2 C_2}{1 + \omega^2 R_2^2 C_2^2} - \frac{C_3}{1 + R_3^2 C_3^2} \right] \nonumber
\]

(54)

From equations (53) and (54), the absolute value of impedance and phase angle can be determined as \(|Z| = (Re(Z))^2 + (Im(Z))^2)^{1/2}\) and \(\tan \varphi = \frac{Im(Z)}{Re(Z)}\) respectively.

The equivalent circuit model parameters determined for low and high content CNTs with 1,2,6-trihydroxyhexane cross-linker composite are summarized in Table 7.
The composites with cross-linkers show higher conductivity compared to the composites without any cross-linkers as mentioned before. Now this phenomenon can be understood from the dispersion form of CNTs in the polymer. The polymer regions between the agglomerates increase the conductivity due to homogenous dispersion of CNTs in that region and at the same time agglomerates show higher conductivity due to close packing of CNTs. Hence overall conductivity of the composites was improved because of the above mentioned phenomenon.

The same development can be seen in the composite synthesized with 2,4,6-trihydroxybenzaldehyde cross-linker, i.e., for the low content (1 wt.%) CNTs composite shows a simple equivalent parallel RC-circuit model. For the higher content (5 wt.%) CNTs composite shows similar behavior to its counterpart composite with

### Table 7: Equivalent circuit parameters determined for low and high content CNTs with trihydroxyhexane cross-linker.

<table>
<thead>
<tr>
<th>Composite</th>
<th>$R_s$(Ω)</th>
<th>$R_1$(Ω)</th>
<th>$C_1$(F)</th>
<th>$R_3$(Ω)</th>
<th>$R_4$(Ω)</th>
<th>$C_3$(F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 wt.% CNT+ 10 wt.% 1,2,6-trihydroxyhexane</td>
<td>17.56</td>
<td>6.26×10^5</td>
<td>2.64×10^{-10}</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5 wt.% CNT+ 10 wt.% 1,2,6-trihydroxyhexane</td>
<td>3710</td>
<td>1.91×10^4</td>
<td>8.07×10^{-10}</td>
<td>1.64×10^{-7}</td>
<td>6178</td>
<td>3.58×10^{-10}</td>
</tr>
</tbody>
</table>

Figure 67. An equivalent resistor-capacitor model for composite with agglomerated CNTs.
trihydroxyhexane cross-linker. Figure 68 shows Nyquist plots of low and high content CNTs composite with 2,4,6-trihydroxybenzaldehyde cross-linker.

5.8 Strain measurements

The strain measurement on the CNT-polymer composite (8 wt.% CNT) was carried out using the National Instruments SCXI expansion chassis with a SCXI-1520 module, a quarter bridge beam and a LabVIEW program. First, silver electrodes were deposited on a CNT-polymer composite thin film using a thermal evaporator with a separation of 0.5 mm as shown in Figure 69 (a). Secondly, a composite with electrodes was mounted on the aluminum beam as shown in Figure 69 (b). Next, ohmic contacts were connected to the two electrodes separate at a distance 0.5 mm. Then this aluminum beam was attached to a cantilever. The ohmic connections from the composite were connected to the quarter bridge configuration as shown in Figure 69 (c). One contact from the composite was connected to the QTR terminal and the other one was connected to the P+ terminal of the quarter bridge. The QTR terminal and S+ terminal were shorted, since there is no third connection from the sensor. Finally, the LabVIEW program shown in Figure 69 (d) was used to measure the strain, by applying a 0.2 Kg tensile force on the aluminum beam. A typical strain response from the composite was observed in the range of 519-521 micro- strains as shown in Figure 70. Although, a strain response was observed from the composite, the DC resistance of this film was very high (~ 15 kΩ). To obtain a better strain response from these composites, experimental parameters such as type of polymer, CNT loading, type of CNTs etc., are needed to be improved further.
Figure 68. Nyquist plots of 1 wt.% (top) and 5 wt.% (bottom) CNTs loaded composite with 10 wt.% 2,4,6-trihydroxybenzaldehyde.
Figure 69. A picture of (a) silver electrode deposited CNT-polymer composite (b) composite with electrodes mounted on aluminum beam (c) quarter bridge configuration (d) LabVIEW software to obtain strain measurements.

Figure 70. The strain response from the CNT-polymer composite (8 wt.% CNT).
CHAPTER 6
CONCLUSIONS

In this study, the influence of growth conditions of carbon nanotubes (CNTs) on the Si substrate, and the synthesis parameters of novel carbon nanotube-polymer composite in terms, and electronic and mechanical properties for strain sensor applications were explored. Carbon nanotube forests were grown on an Si (100) substrate with a thin Ni catalyst layer by plasma-enhanced chemical vapor deposition (PECVD) to establish optimum growth conditions for carbon nanotube films. The Ni catalysts layer thickness was optimized at 4 nm per minute to obtain catalyst thin films thickness required for carbon nanotube growth at 200 sccm of Ar gas flow rate and about $10^{-3}$ Torr chamber pressure. The Ni catalyst-deposited Si substrates were annealed at 600 °C in a hydrogen environment for 60 minutes followed by the hydrogen plasma treatment for 30 minutes to create Ni nano-islands. The growth of CNTs was performed immediately after the hydrogen plasma treatment using a mixture of hydrogen ($H_2$), methane ($CH_4$) and argon ($Ar$) gasses at the same temperature with different combinations of gas flow rates for another 30 minutes to optimize the nanotube growth. The results and the conclusions of this study are summarized in the following sections.

6.1 Influence of plasma treated and deposition time on growth of carbon nanotube

The Raman spectra of carbon nanotubes deposited on the Si (100) substrate show variations in D and G positions of the bands and higher value for $I_D/I_G$ ratios. By
analyzing the Raman spectra, it is also learned that less amount of hydrocarbons and higher amount of argon gas environment is much suited for CNT growth. In addition, the broadening (higher FWHM) of the D- and G-bands indicates an amorphous nature of growth nanotubes. This amorphous nature of the growth nanotube is further confirmed by the SEM images. XPS survey spectrum of a 30 minute plasma-treated sample, which was used to deposit carbon nanotubes, shows there is no Ni metal on the Si surface. The nickel layer disappeared from the Si surface. The XPS depth profile of the 30 minute plasma-treated sample shows Ni is diffused into the Si substrate. The experimental observations from the Raman, SEM, and XPS techniques explain the odd growth of carbon nanotube on the Si substrate, i.e., with a higher plasma treatment time and the deposition time Ni thin film granulate into nano-size island and nano-island conglomerate into larger size-island diffused into the substrate leaving few catalysts islands on the surface. This process is further confirmed by the SEM images of the Ni catalyst layer exposed to different plasma treatment times. For 10 minute plasma-treated sample consists of much smaller nano-islands with even distribution on the substrate surface. But the 20, 30 and 40 minute plasma-treated samples show conglomeration of catalyst particles with time into much bigger islands. Therefore, without any catalyst particles or with a larger conglomerated catalyst on the substrate surface it is impossible to grow carbon nanotube either with tip growth or base growth mechanisms. In addition, the XPS depth profile shows the formation of nickel silicide which loses the catalytic activity due to plasma treatment and/or nanotube growth. The factors mentioned above individually or collectively affected the growth of crystalline carbon nanotubes. Therefore, to prevent inter mixing of catalyst layer and the substrate, metal (Al, Ti, Ta or W) or insulating
(SiO₂) under-layer can be used. Thermodynamics and kinetic studies show that alloying a catalyst with a non-catalytic metal would increase the reactive sites. Also, metal under layer may allow tuning the conductivity of the substrate and the carbon nanotubes. Further, it is learned that based on the SEM images of catalyst layers exposed to different plasma treatment time, about 10 minute plasma-treatment time is sufficient to make a catalyst layer into nano-islands and about 5-6 minutes growth time is sufficient to obtain well grown crystalline carbon nanotubes. If the 10 minute plasma-treated samples were used to synthesize carbon nanotubes, then hopefully it has partially embedded catalyst nanoparticles with pure Ni and/or surrounded by metal silicide would have got much better or massive growth of CNTs which requires to our experiment. Further, the investigations on the effect of annealing temperature on the catalyst layers, gas flow rates, catalyst layer thickness, power of plasma source, buffer layer between the substrate and the catalyst layer, and other transition metal as a catalyst are subjected to future work.

6.2 Synthesis and characterization of carbon nanotube-polymer composite

In this investigation, the electrical and mechanical properties of electrically conductive carbon nanotube-polymer thin film composites were studied. In this study, polymer (polyurethane) was dissolved in 1-Methyl-2-pyrrolidinone (NMP). This solution was loaded with a carbon nanotube with different weight percentage 1 wt.%, 5 wt.%, 8 wt.% ,10 wt.% and 15 wt.% to the total weight of polymer and carbon nanotubes. These CNTs loaded solutions were stirred for few hours to achieve a homogenous solution followed by ultra-sonication for 30 minutes. Another two sets of CNTs-polymer solutions were prepared with the same amount of CNTs loading with 10 wt.% of 1,2,6-trihydroxyhexane
and 2,4,6-trihydroxybenzaldehyde cross-linkers. Cross-linkers added solutions were further stirred for another 3 hours followed by 10 minutes of ultra-sonication. Thin films samples were prepared to assess the electrical and mechanical properties of CNT-polymer composite samples. Samples were synthesized on polyimide substrate (1.5×1.5 cm²) using spin coating technique. The polyimide substrates were treated with plasma using UVO cleaner to enhance surface energy for better adhesion between substrate and composite. Once the plasma treatment was done, the polymer-carbon nanotube solution was carefully drop-casted onto the plasma-treated substrate and spin coated at 500 rpm for 30 seconds to spread the solution uniformly on the surface. Thin films with thickness of about 2 μm were obtained after curing for 24 hours at room temperature in a vacuum oven. These films were characterized to investigate their surface topography and electrical properties using AFM, SEM, and impedance spectroscopy. AFM image of the polymer thin film without loading CNTs reveals that the polymer film consists of a porous structure, i.e., the film is not continuous. The average pore size was about 10 μm. Observations on the AFM images of the polymer film reveal that crystallinity may form in the polymer itself. That may be the reason for the circular shape pattern with porous structure. This porosity in the polymer matrix is an obstacle for strain sensor fabrication. Because a sensor cannot be fabricated with imperfect inhomogeneous polymer matrix, as properties of the polymer matrix would affect the electrical and mechanical properties of the device. To investigate the crystallinity of this polymer can be done using Raman spectroscopy or Differential Scanning Calorimetry (DSC). If the porosity remains, then a slightly modified form of this polymer (polyurethane) can be used for future experiment. Composite thin films with CNTs loaded show less porosity in the film due to a strong van
der Waals’ interaction between CNTs. The same observations can be seen in the cross-linkers added samples, i.e., less porosity in the samples. The surface roughness of these films is very high. A smoother surface can be achieved when sample synthesis is carried out with higher rpm in the spin coater. AFM images show the thickness of the samples around 2 μm. The film thickness also can be changed with rpm value.

The electrical properties of the composite thin films were determined based on Van der Pauw theory and four-point probe technique using a custom built experimental set up. The impedance spectra of the composite thin films with 1 wt.%, 5 wt.% and 8 wt.% loaded CNTs showed characteristic semi-circles, which are used to determine the electrical conductivity using the Van der Pauw equation and the distribution of CNTs in the polymer matrix. The electrical conductivity of composite thin films increased with the increase in CNTs content. The reported conductivity of these composite thin films is much higher than the conductivity reported in the literature and the frequency independent conductivity in the range 200-10^6 Hz which indicates the composite behaves as a conductor. For a strain sensor fabricated from composite thin films does not require higher conductivity than what we reported in this investigation. For the composite with higher conductivity, the change in the conductivity from the piezo-resistivity may not be detected easily. Therefore, the composite with less conductivity is preferred. To achieve a composite with less conductivity, the CNTs loading can be limited to less than 1 wt.%. Although the AC conductivity of these composites is much higher, the DC conductivity is still very low. To enhance the DC conductivity, metal nano-particles can be incorporated into the composites. To simulate the experimental data of Nyquist plot, the parallel RC-circuit model was used. Based on this model it is assessed that the dispersion of the CNTs
in the polymer matrix is uniform and homogenous which is good for electrical and mechanical properties.

The carbon nanotube composites with 1 wt.% cross-linkers showed interesting observations. For the low (1wt.%) and high (5 wt.%) content, CNTs loaded composite show higher electrical conductivity compared to its counterpart without cross-linkers. But low content CNTs composites show a semi-circle in the Nyquist plot, which indicates homogenous dispersion of CNTs in the polymer matrix. For the higher content (5 wt.%) loaded CNTs composites show no semi-circle in the Nyquist plot, which indicates formation of CNTs and polymer agglomerates, and poor dispersion of CNTs in the polymer matrix. It is concluded that for strain sensor device fabrication, composite with 1wt.% CNTs loaded composite is much better than higher content CNTs loaded composite. Assessment of the mechanical properties of the composite without/with cross-linkers and the device fabrication are the subject of future work.
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