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A central question in the area of topological graph theory is to find the genus of a given graph. In particular, the genus parameter has been studied for Cayley graphs. A Cayley graph is a representation of a group and a fixed generating set for that group. A group is said to be planar if there is a generating set which produces a planar Cayley graph. We say that a group is toroidal if there is a generating set that produces a toroidal Cayley graph and if there are no generating sets which produce a planar Cayley graph. Characterizations for the planar finite groups and the toroidal groups are known. In this dissertation we study graphs which model another algebraic structure, namely, the finite field.

A graph which models a finite field is called a generalized Cayley graph. This graph is produced by taking a generating set for the finite field which consists of the standard basis of additive generators for a single fixed multiplicative generator. We characterize those finite fields that have multiplicative generators which yield planar graphs. We also
characterize the toroidal finite fields. To accomplish these tasks we first obtain a genus bound for the prime order finite fields. To do this we find a bound for the number of $i$-sided regions for $1 \leq i \leq 4$. Next, we use known genus results for certain classes of graphs to get bounds for the remaining finite fields. We also use these genus results to rule out potential planar and toroidal finite fields. To complete the characterizations we use various ad hoc methods.

In addition, we find the maximum genus for all generalized Cayley graphs for finite fields and, in the process, we show that the maximum genus is independent of the multiplicative generator for that finite field. In general, finding the genus of a finite field is not easy. However, we present some asymptotic results for the genus of certain classes of finite fields. We also prove that there is a finite number of finite fields, for each given genus.
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CHAPTER I

INTRODUCTION

1.1 History

Topological graph theory is an area of graph theory that has been widely studied. Many teachers introduce the subject of topological graph theory by asking if a given graph is planar, that is, by asking if it is possible to draw (or imbed) a given graph in the plane in such a way that none of its edges cross. This is a classical question and we will give examples of this phenomenon in the upcoming section on topological graph theory.

It has long been known that we can model the algebraic structure called a group by a graph that we call the Cayley color graph, or simply Cayley graph, of the group. Another classical question that has been studied asks which of these groups have a Cayley graph that is planar. Of course there are many other questions that could be asked and we will address these later.
1.2 Graph Theory Definitions

We start by reviewing some basic graph theory definitions. For a more complete treatment see Chartrand and Lesniak [5], or White [17].

A graph, denoted by $G$, is a finite nonempty set of vertices, denoted by $V(G)$, together with a set of unordered pairs of vertices called edges, denoted by $E(G)$. The cardinality of the vertex set is the order of a graph and the size of a graph refers to the cardinality of the edge set. Two vertices, $u$ and $v$, of a graph are said to be adjacent if there is an edge between them, say $e = \{u, v\}$. Two edges are said to be adjacent if they share a common vertex. The set of vertices that are adjacent to a vertex $v$ is called the neighborhood of $v$ and is denoted by $N(v)$. We say that the vertex $u$ is incident with the edge $e$, as is the vertex $v$. The degree of a vertex $v$, denoted by $\deg(v)$, is the number of edges incident with vertex $v$. If each vertex in a graph has the same degree, say $\deg(v) = r$, we say that the graph is regular of degree $r$, or simply regular. The maximum degree among the vertices of $G$ is given by $\Delta(G)$. The minimum degree among the vertices of $G$ is given by $\delta(G)$. A loop is an edge of the form $\{v, v\}$. A multiple edge is an edge that appears more than once in $E(G)$. A multigraph is a graph where we allow multiple edges. We say that a graph is a psuedograph if we allow multiple edges and loops. A directed edge or arc is an ordered pair of vertices. A directed graph or digraph has every
edge directed. The multigraph graph corresponding to the digraph with all the directions deleted is referred to as the underlying graph.

A walk in a graph is an alternating sequence of vertices and edges which starts and ends with a vertex and such that each edge is incident with the two vertices immediately preceding and following it. A path is a walk in the graph such that no vertex is repeated. We say that a graph is connected if there is a path between every pair of vertices in the graph. The distance, \( d(u, v) \), between two vertices \( u \) and \( v \) is the length of a shortest path joining them, if such a path exists. If no such path exists we say that \( d(u, v) = \infty \).

If every two vertices in a graph are adjacent we say that the graph is a complete graph. A complete graph of order \( n \) is denoted by \( K_n \). A graph is called a bipartite graph if it is possible to partition the vertex set into two disjoint sets, called partite sets, such that every edge is incident to a vertex from each partite set. A complete bipartite graph is a bipartite graph such that there is an edge between every two vertices that are from different partite sets. If the partite sets of a complete bipartite graph have orders \( a \) and \( b \), then we denote the graph by \( K_{a,b} \).

There are many ways to create a new graph from a given graph. Let \( G \) be a graph. If \( e \) is an edge of \( G \), then the graph \( G-e \) is the graph with vertex set \( V(G) \) and with edge set \( E(G)-\{e\} \). Let \( v \) be a vertex of \( G \). By the graph \( G-v \) we mean the graph with vertex set \( V(G)-v \) and edge set \( \{e \in \)
$E(G): e$ is not incident with $v_i$. Now suppose $G$ is a nonempty graph. The line graph $L(G)$ of $G$ is the graph whose vertices can be put in one-to-one correspondence with the edges of $G$ in such a way that two vertices of $L(G)$ are adjacent if and only if the corresponding edges of $G$ are adjacent. Let $H$ be a graph. The cartesian product $G \times H$ has $V(G \times H) = V(G) \times V(H)$, and two vertices $(g_1, h_1)$ and $(g_2, h_2)$ of $G \times H$ are adjacent if and only if

$$g_1 = h_1 \text{ and } h_1 h_2 \in E(H)$$

or

$$g_2 = h_2 \text{ and } g_1 g_2 \in E(G).$$

An important class of graphs is defined using the cartesian product. The $n$-cube $Q_n$ is the graph $K_2$ if $n = 1$, while for $n > 1$, $Q_n$ is defined recursively as $Q_{n-1} \times K_2$. The cycle on $n$ vertices is denoted by $C_n$. The repeated cartesian product of $t$ such $n$-cycles is denoted by $(C_n)^t$.

1.3 Topological Graph Theory

In Section 1.1 we mentioned one of the central questions in topological graph theory, that is, the question of whether or not a given graph is planar. Now we turn to define this and many other concepts. A graph is said to be planar if it is possible to draw the graph in the plane so
that the edges only intersect at their common vertices. In such a case we say that the graph is *imbedded* in the plane. Later we shall give a careful definition of the term *imbedding*. Below we show examples of the planar graphs \( K_4 \) and \( K_{2,3} \) in Figure 1. If a graph is imbedded in the plane we call it a *plane graph*.

![Figure 1. \( K_4 \) and \( K_{2,3} \) are Planar.](image)

We see that imbedding a graph in the plane is equivalent to imbedding it on the sphere through the use of stereographic projection (see White [17, p. 45]). We denote the sphere by \( S_0 \). In general, if \( k \geq 0 \), the space \( S_k \) denotes the surface of genus \( k \), which one may think of as a sphere with \( k \) handles attached. To be more precise, a *surface* is a 2-manifold. In Figure 2 below we show the sphere \( S_0 \), the torus \( S_1 \), and the double torus \( S_2 \).
Now we carefully define the term "imbedding". We say that a graph \( G \) *imbeds* on \( S_k \) if there exists a homeomorphism of \( G \) as a finite 1-complex in \( \mathbb{R}^3 \) with a subspace of \( S_k \). If a pseudograph \( G \) is imbedded on a surface \( S_k \), the components of \( S_k - \text{(image of } G) \) are called *regions*. A region is a 2-cell if it is homeomorphic to 2-dimensional Euclidean space (equivalently, to an open disk). If every region in an imbedding is a 2-cell, then we say that it is a *2-cell imbedding*. If \( G \) is 2-cell imbedded on \( S_k \) then we write \( G < S_k \). It is clear that no imbedding of a disconnected graph is a 2-cell imbedding. From now on all imbeddings will be 2-cell imbeddings.

In Figure 1, our imbedding of \( K_4 \) has \( n = 4, \ m = 6 \) and \( r = 4 \), where \( n, \ m, \) and \( r \) refer to the order, size and the number of regions, respectively. We note that when we calculate the value of the expression \( n - m + r \) we obtain 2. In fact, the value of that expression will always equal 2 for a graph imbedded on the sphere. This phenomenon is not
restricted to the sphere, in fact, we have the following more general result below.

Theorem 1.A If $G$ is a connected graph of order $n$ and size $m$ that is imbedded on $S_k$ with $r$ regions, then

\begin{equation}
 n - m + r = 2 - 2k.
\end{equation}

We refer to equation (1.1) as Euler's identity [7]. The constant value $2 - 2k$ is called the Euler characteristic or simply the characteristic of the surface $S_k$. Quite often we wish to find the genus of the surface on which $G$ has been imbedded, so we solve for $k$ in the Euler identity to get

\begin{equation}
 k = 1 + \frac{1}{2}(m - n - r),
\end{equation}

which we will refer to as Euler's Formula.

The genus of a psuedograph $G$, denoted by $\gamma(G)$, is the minimum nonnegative integer $k$ such that $G$ imbeds on $S_k$. We have seen that $K_4$ can be imbedded on the sphere and so $\gamma(K_4) = 0$. If a connected psuedograph $G$ has been imbedded on $S_{\gamma(G)}$, then, necessarily, the imbedding is a 2-cell imbedding (see [19]). The genus parameter has been determined for many classes of graphs. In particular Ringel and Youngs [13] have found this parameter for the complete graphs. The genus of the
$n$-cube has been found by both Ringel [14] and Beineke and Harary [1]. We state these here for future reference.

**Theorem 1.B** For $n \geq 3$, $\gamma(K_n) = \left\lfloor \frac{(n-3)(n-4)}{12} \right\rfloor$.

**Theorem 1.C** For $n \geq 2$, $\gamma(Q_n) = 1 + 2^{n-3}(n-4)$.

The previous theorem tells us the genus of a given graph. One may also ask what graphs have a particular genus? In particular which graphs are planar graphs or toroidal graphs; that is, which have genus 0 or 1? In the famous theorem of Kuratowski [9] we know the answer for genus zero as stated below.

**Theorem 1.D** A graph $G$ is planar if and only if it contains no subgraph homeomorphic with either $K_5$ or $K_{3,3}$.

In general, it is difficult to determine the genus of a graph simply by looking at various drawings. However, we are fortunate in that there is an algebraic way of describing 2-cell imbeddings of graphs. For a connected graph $G$, a rotational imbedding scheme (or simply a rotation scheme) $\mathcal{P}$ is a collection of cyclic permutations $\rho : N(v) \rightarrow N(v)$ for each $v \in V(G)$, where $N(v)$ denotes the neighborhood of $v$. For example, let us consider the 2-cell imbedding of the graph $K_{2,3}$ shown in Figure 3. We find that the rotation scheme is given by

$$\mathcal{P} = \{\rho_1 = (2, 4, 3), \rho_2 = \rho_3 = \rho_4 = (1, 5), \rho_5 = (2, 3, 4)\},$$

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
where we have imposed a clockwise orientation on $S_0$.

![Graph](image_url)

Figure 3. An Imbedding of $K_{2,3}$.

We can see that a 2-cell imbedding of a labeled graph yields a rotation scheme. As it turns out, the converse is also true. That is, for a connected graph $G$ with $V(G) = \{1, 2, \ldots, n\}$, each collection $\{\rho_i : N(i) \rightarrow N(i) \mid 1 \leq i \leq n\}$ of cyclic permutations determines a 2-cell imbedding of $G$ on some surface. To find the genus we trace out the region boundaries and then use Euler's formula. For more details on this process including examples see White [17, p. 70]. Thus, there is a one-to-one correspondence between 2-cell imbeddings of $G$ and the rotation schemes of the graph. This result is due to Edmonds [6].

**Theorem 1.E** Let $G$ be a connected graph with $V(G) = \{1, 2, \ldots, n\}$. If $G$ is imbedded on $S_k$, then this 2-cell imbedding uniquely determines a rotation scheme $\mathcal{P} = \{\rho_i : N(i) \rightarrow N(i) \mid 1 \leq i \leq n\}$. Conversely, each such
rotation scheme uniquely determines a 2-cell imbedding of $G$ on some surface.

Since we can count the number of distinct rotation schemes for a given labeled graph $G$, we know how many different labeled 2-cell imbeddings $G$ has. In fact there are

$$\prod_{i=1}^{n}(\deg(i) - 1)!$$

such imbeddings of $G$. Since there is a finite number of 2-cell imbeddings of a given graph there must be a surface of maximum genus on which the graph can be imbedded. We define the maximum genus, $\gamma_m(G)$, of a graph $G$ to be the maximum genus among all surfaces in which $G$ can be 2-cell imbedded. This parameter has been found for many classes of graphs (see White [17, p. 68]). Fortunately, it is not difficult to determine an upper bound for the maximum genus of a graph.

**Theorem 1.F** Let $G$ be a connected graph of order $n$ and size $m$. Then,

$$\gamma_m(G) \leq \left\lfloor \frac{m-n+1}{2} \right\rfloor.$$  

Moreover, we have equality if and only if this imbedding has 1 or 2 regions, according as $m-n+1$ is even or odd, respectively.

A graph $G$ is said to be upper imbeddable if the inequality in equation (1.3) is actually an equality. A splitting tree of a connected graph
$G$ is a spanning tree $T$ for $G$ such that at most one component of $G - E(T)$ has odd size. The following characterization of upper imbeddable graphs is due, independently, to Jungerman [8] and Xuong [18].

**Theorem 1.** A graph $G$ is upper imbeddable if and only if $G$ has a splitting tree.

There are many other topological parameters that can be associated with a graph. We will introduce these as needed.

1.4 Cayley Color Graphs and the Genus of a Group

Previously we had mentioned the notion of a Cayley color graph and we now carefully define this graph. After this we define what we mean by the genus of a group. Let $Γ$ be a finite group and let $Δ$ be a generating set for $Γ$. The vertices of the Cayley color graph correspond to the group elements. To assist in defining the edge set we imagine that the generators of the group have been assigned colors. Let $g_1$ and $g_2$ be two group elements. There is a directed edge in the Cayley color graph from $g_1$ to $g_2$, colored with the color of generator $h$, if and only if $g_1h = g_2$. We denote the Cayley color graph for the group $Γ$ with generating set $Δ$ by $C_Δ(Γ)$. We note that this is a labeled, directed graph with a color assigned to each edge. Now let us look at an example of a Cayley color graph. Let $Γ = S_3$, and let $Δ = \{a = (123), b = (12)\}$. This graph is depicted in Figure 4 below. Note that this is actually an imbedding of this graph in the sphere, $S_2$. For
a generator \( \delta \) of order 2 we shall represent the two directed edges \((g, g\delta)\) and \((g\delta, g)\) in our Cayley color graph with a single undirected edge colored with the color of \( \delta \). This may be seen in our example below since the generator \( b \) has order 2 in \( S_3 \).

![Cayley Color Graph](image)

Figure 4. The Cayley Color Graph \( C_3(S_3) \).

Next we wish to define what we mean by the genus of a group. We have already constructed a way to represent groups by graphs. Now we wish to imbed these graphs. However, we notice that these graphs have properties that are not important when discussing topological results. We note our Cayley color graphs have directed edges. We also have the
possibility that our graphs have multiple edges and loops. To avoid such instances we have some requirements for our generating set $\Delta$ as follows:

(i) $e \in \Delta$, where $e$ is the identity element of $\Gamma$,

(ii) if $\delta \in \Delta$, then $\delta^{-1} \in \Delta$, unless $\delta$ has order two, and

(iii) we also continue to replacing each pair of directed edges $(g, g\delta)$ and $(g\delta, g)$ in our Cayley color graph with a single undirected edge whenever $\delta \in \Delta$ has order 2.

If we follow these three conventions and if we suppress the colors and directions on the edges of the Cayley color graph we in fact have a graph. So, if our generating set $\Delta$ satisfies the three conditions above, then the underlying graph of $C_3(\Gamma)$ is called a Cayley graph and is denoted by $G_3(\Gamma)$. It is clear that no topological properties are lost. Thus we can use the Cayley graph to define the genus of a group. Below is the Cayley graph of the group $S_3$ with the same generating set as the Cayley color graph above (Figure 5). We note that this graph is simply the graph which is given by $K_2 \times C_3$.

We define the genus of a group $\Gamma$ to be

$$\gamma(\Gamma) = \min\{\gamma(G_3(\Gamma))\},$$

where the minimum is taken over all generating sets $\Delta$ for $\Gamma$. We have already seen that we have a generating set for $S_3$ that yields a planar graph. Thus, $\gamma(S_3) = 0$. A group $\Gamma$ is said to be planar if $\gamma(\Gamma)=0$. 
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It is natural to ask which groups are planar. In particular, which finite groups are planar? This question has been answered by Maschke [10].

**Theorem 1.H** The finite group $G$ is planar if and only if $G \cong G_1 \times G_2$, where $G_1 = \mathbb{Z}_1$ or $\mathbb{Z}_2$ and $G_2 = \mathbb{Z}_n, D_n, S_4, A_4$ or $A_5$.

Thus, the planar finite groups have been characterized. We say that a group is **toroidal** if $\gamma(\Gamma) = 1$. It turns out that the toroidal groups have been characterized as well. This task was completed by Proulx [12]. In this dissertation we model another algebraic structure, finite fields, and try to answer similar genus questions. To do this we first need some background information concerning finite fields.

---

Figure 5. The Cayley Graph $G_4(S_3)$. 

---
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1.5 Field Theory: Definitions and Results

We have just finished our discussion of modeling groups by graphs. Groups are algebraic structures that have one operation. Here we turn our attention to algebraic structures, called finite fields, which have two operations. A division ring is a ring with unity $1 \neq 0$ in which every nonzero element is invertible. A field is a commutative division ring. A finite field is a field with a finite number of elements. Let $R$ be a ring and let $x$ be a variable. We define a ring $R[x]$, called the polynomial ring, as follows. The elements of this ring are formal sums $r_1x^t + r_2x^{t-1} + \ldots + r_nx + r_0$, where $t$ is a nonnegative integer and each $r_i \in R$. Rather than writing this sum we simply write $f(x)$. If $r_1 \neq 0$, we say $f(x)$ has degree $t$ and that $r_1$ is its leading coefficient. We add and multiply in this ring in the expected way. A nonzero polynomial $f$ is reducible in $R[x]$ if there are elements $g$ and $h$ in $R[x]$ such that $f = gh$ and such neither $g$ nor $h$ is a unit. We say a polynomial is irreducible if it has positive degree and is not reducible. Now we record some results which may be found in almost any algebra text.

Let $F$ be a finite field. Suppose that $g$ is a polynomial of degree $t$ in $F[x]$. Let $E = F[x]/(g(x))$. If $F$ has $p$ elements, then $E$ has $p^t$ elements, the polynomials of degree at most $t - 1$ over $F$. Now, if $F$ is a finite field with $q$ elements and characteristic $p$, then $q = p^t$, where $t$ is a positive
integer. That is, the order of a finite field is a prime power. To construct a finite field with \( p' \) elements we find an irreducible polynomial \( \pi(x) \) of degree \( t \) in \( \mathbb{Z}_p[x] \) and construct \( \mathbb{Z}_p[x]/\pi(x) \). As it turns out we may find such a polynomial among the factors of \( x^{p'} - x \), where \( q = p' \). We also note that for each prime power there is a unique isomorphism class of fields for that prime power. So we refer to a finite field with \( p' \) elements as the finite field of order \( p' \), denoted by \( F_{p'} \) where \( q = p' \). We note that a finite field is also referred to as a Galois Field. We choose to denote the finite field of order \( q \) as \( F_q \) rather than \( GF(q) \) as it is denoted in many algebra texts.

The set of nonzero elements in a field forms a multiplicative group. If \( F \) is a field we denote the set of nonzero elements by \( F^* \). As we have just mentioned, we construct a finite field \( F \) with \( q = p' \) elements by finding an irreducible polynomial of degree \( t \) in \( \mathbb{Z}_p[x] \). For this polynomial we may find an element \( g \) in \( F \) such that \( g \) generates \( F^* \). That is, the set of nonzero elements of a finite field forms a cyclic group, under multiplication.

1.6 Generalized Cayley Graphs

Now we are in a position to define what we mean by a generalized Cayley graph. Let \( p \) be a prime, \( t \) be a positive integer and let \( q = p' \). Let \( F_q \) denote the finite field of order \( q \). As we have seen in the previous
section, the set of nonzero elements of a finite field forms a cyclic group. In order to model the multiplicative structure of our finite field we choose a generator \( g \) for this cyclic group. To model the additive structure we use the standard basis for \( \mathbb{Z}_p \) for that multiplicative generator \( g \). That is, we use the generating set \( \{\alpha^i : 1 \leq i \leq t\} \) to model the additive structure.

The generalized Cayley graph for the finite field \( \mathbb{F}_q \) is defined as follows. The vertices of our graph correspond to our field elements. Next we think of each generator, as explained above, as associated with distinct colors. Suppose the vertices of our graph \( v_1 \) and \( v_2 \) correspond to the field elements \( f_1 \) and \( f_2 \). We have two kinds of edges, one kind corresponding to addition, the other to multiplication. There is a directed edge from \( v_1 \) to \( v_2 \) colored \( g \) if and only if \( f_1 g = f_2 \) (see Figure 6 below). We shall later refer to this kind of edge as a multiplicative edge. There is an additive edge from \( v_1 \) to \( v_2 \) colored \( \alpha' \) if and only if \( f_1 + \alpha' = f_2 \) (see Figure 7 below). Since we use the standard basis depending on our multiplicative generator \( g \) to model the additive structure, we denote the generalized Cayley graph modeling the finite field of order \( q \) by \( C(\mathbb{F}_q, g) \).

We note that \( C(\mathbb{F}_q, g) \) is a directed psuedograph with labels on both the edge and vertices. The underlying graph of \( C(\mathbb{F}_q, g) \), that is the graph where we ignore directions and colors on the edges, is denoted by \( G(\mathbb{F}_q, g) \).
As an example, let us construct a generalized Cayley graph to model the finite field of order 8. We find \( f(x) = x^3 + x + 1 \) is an irreducible polynomial. Let \( \alpha \) be a root of this polynomial; so that \( \alpha^3 = \alpha + 1 \); in fact \( \alpha \) is a primitive root. As one sees below, \( \alpha \) generates \( \mathbb{F}_8 \) (see Table 1.) The graph \( C(\mathbb{F}_8, \alpha) \) is given in Figure 8. In Chapter II we shall discuss some properties of these graphs, such as the order, size and the degrees of the vertices, just to name a few.

### Table 1

The Element \( \alpha \) as a Generator of \( \mathbb{F}_8 \)

<table>
<thead>
<tr>
<th>( \alpha_5 )</th>
<th>( \alpha_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha^2 )</td>
<td>( \alpha^2 )</td>
</tr>
<tr>
<td>( \alpha^3 )</td>
<td>( \alpha + 1 )</td>
</tr>
<tr>
<td>( \alpha^4 )</td>
<td>( \alpha^2 + \alpha )</td>
</tr>
<tr>
<td>( \alpha^5 )</td>
<td>( \alpha^2 + \alpha + 1 )</td>
</tr>
<tr>
<td>( \alpha^6 )</td>
<td>( \alpha^2 + 1 )</td>
</tr>
<tr>
<td>( \alpha^7 )</td>
<td>( 1 )</td>
</tr>
</tbody>
</table>
Figure 8. The Graph $C(F_s, \alpha)$.
CHAPTER II

STRUCTURAL RESULTS AND VARIOUS PARAMETERS

2.1 Various Parameters

There are, of course, many parameters that one can investigate for any given class of graphs. In this section, we shall look at a few of these. First, let $q$ be a prime power, say $q = p'$, and let $g$ be a generator for $\mathbb{F}_q$. Since each vertex in the graph $C(\mathbb{F}_q, g)$ corresponds to a field element, the order of this graph is $q$. Each vertex in this graph is incident with 2 multiplicative arcs and $2t$ additive arcs. We note that we do not identify the two additive arcs for the finite fields of order $2^t$ as we do with Cayley graphs. The two multiplication arcs come from multiplication by $g$ and by $g^{-1}$. The irreducible polynomial that we use to construct the finite field had degree $t$ and this polynomial gives a basis for the additive structure of this graph. Thus for each element in this basis we get two additive arcs incident with each vertex. This tells us that this graph is $(2t + 2)$-regular.

Since we know the order of $C(\mathbb{F}_q, g)$ and we know the degree of each vertex, we use the first theorem of graph theory to find the size. In fact, the size of $C(\mathbb{F}_q, g)$ is $(t + 1)p'$, or $(t + 1)q$. So the prime order finite field of order $p$ yields a graph of order $p$ and size $2p$; this graph is 4-regular.
Next, we shall investigate the clique number of the generalized Cayley graph. The *clique number* of a graph $G$ is the maximum order among the complete subgraphs of $G$, denoted by $\omega(G)$. We note that the graph for the finite field of order 2 (see Figure 9 below) does not contain $K_n$ as a subgraph for any $n \geq 3$. Since $C(F_2, 1)$ does contain edges we can see $\omega(C(F_2, 1)) = 2$.

![Figure 9. The Graph $C(F_2, 1)$.](image)

**Theorem 2.1** If $p \geq 3$, then $\omega(C(F_p, g)) = 3$.

**Proof** In order to show that the clique number is equal to three we must do two things. First, we show that $K_3$ is a subgraph of $C(F_p, g)$. Secondly, we show that $K_4$ is not a subgraph of $C(F_p, g)$.

To show $K_3$ is a subgraph of $C(F_p, g)$ we show that the $K_3$ shown in Figure 10 is subgraph of $C(F_p, g)$. First, note that since $p \geq 3$, $g \neq 1$. This implies that $(g-1)^{-1}$ exists. Let $a = 2(g-1)^{-1}$. This would imply $a$ is unique. In turn, this tells us that the following is a subgraph of $C(F_p, g)$, see Figure 10. That is, this figure gives us an equation, in terms of the generators, that we can solve in order to find the values for each vertex. The equation that we get is $ag = a + 2$. Solving for $a$ we find $a = 2(g-1)^{-1}$. 
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Thus we know that \( \omega(C(\mathbb{F}_p, g)) \geq 3 \). Later we will see that this is not the only \( K_3 \) that is a subgraph of \( C(\mathbb{F}_p, g) \). In fact, in Chapter III, we will show that there are four such subgraphs.

![Diagram of \( K_3 \) as a subgraph of \( C(\mathbb{F}_p, g) \).]

Figure 10. \( K_3 \) as a Subgraph of \( C(\mathbb{F}_p, g) \).

Now we need to show that \( K_4 \) is not a subgraph of \( C(\mathbb{F}_p, g) \). We assume, to the contrary that \( K_4 \) is a subgraph of \( C(\mathbb{F}_p, g) \). We know that each vertex of \( C(\mathbb{F}_p, g) \) is incident with exactly two multiplicative and two additive edges. Therefore, in the subgraph isomorphic to \( K_4 \), each vertex is incident with at least one multiplicative and one additive edge. We consider the following cases.

**Case 1.** Suppose our subgraph contains four multiplicative edges. Then each vertex must be incident with exactly two such edges (see Figure 11 below). This implies that the set of nonzero elements forms a cyclic group of order four. Thus, our finite field has order 5. However we may examine the graph for the finite field of order 5 and find that there is no such subgraph (Figure 12).
Case 2. The subgraph contains exactly three multiplicative edges. This implies that there are exactly three additive edges as well. We consider what this subgraph could look like. We find that there are two cases.

Subcase 2.1 The subgraph is as in Figure 13 below. From this figure we get the following three equations:
\[ a g = a + 3 \]
\[ (a + 2) g = a \]
\[ (a + 3) g = a + 1. \]

Since \((a + 2) g = a\), \((a + 2) g + 1 = a + 1\). Thus our third equation above tells us that \((a + 3)g = (a + 2) g + 1\). Simplifying this we find \( g = 1 \). However, this is a contradiction as we know that \( p \neq 2 \).

\[ \text{Figure 13. } K_4 \text{ as in Subcase 2.1.} \]

**Subcase 2.2** The subgraph is as in Figure 14 below. As in the previous subcase, we get three equations as below:

\[ a g = a + 2 \]
\[ a = (a + 3) g \]
\[ a + 3 = (a + 1) g. \]

So \( a g = a + 2 \) implies that \( a g + 1 = a + 3 \). So using equation three above we have \( a g + 1 = (a + 1) g \). This implies \( g = 1 \), which is a contradiction.
Case 3. Our subgraph contains exactly two multiplicative edges. This implies that each vertex is incident with two multiplicative edges as below in Figure 15. This implies that our finite field has order four. However, we are assuming that our finite field has prime order, a contradiction.

The clique numbers of the other generalized Cayley graphs are yet unknown. To find these we simply have to add more cases to the proof above. We will use the previous theorem in the next section when we discuss the chromatic number of these graphs.
2.2 The Chromatic Number and Edge Chromatic Number

A coloring of a graph $G$, or a proper coloring, is an assignment of colors to the vertices of $G$, one color to each vertex, such that adjacent vertices are assigned different colors. If we have a coloring of $G$ using $n$ colors, we call it an $n$-coloring. The minimum number for which a graph $G$ is $n$-colorable is called the vertex chromatic number, or simply the chromatic number. The chromatic number of a graph $G$ is denoted by $\chi(G)$. The following theorem due to Brooks [4] gives us an upper bound for the chromatic number.

**Theorem 2.A.** If $G$ is a connected graph that is neither an odd cycle nor a complete graph, then

$$\chi(G) \leq \Delta(G).$$

The clique number of a graph gives us a lower bound for the chromatic number. Thus, $\omega(G) \leq \chi(G)$. These theorems give us bounds for the chromatic number of the generalized Cayley graph $C(F_q, g)$. We record these in the following two corollaries.

**Corollary 2.3** Let $p$ be a prime, let $t$ be a positive integer and let $q = p^t$. Let $g$ be a generator for $F_p^*$. Then

$$\chi(C(F_q, g)) \leq 2t + 2.$$
Corollary 2.4 Let $p \geq 3$ be a prime and let $g$ be a generator for $\mathbb{F}_p^\times$. Then

$$\chi(C(\mathbb{F}_p, g)) = 3 \text{ or } 4.$$ 

Proof For $p \geq 3$, we know that $\omega(C(\mathbb{F}_p, g)) = 3$. From Corollary 2.3 above we know that $\chi(C(\mathbb{F}_p, g)) \leq 4$. Together these tell us $\chi(C(\mathbb{F}_p, g)) = 3$ or 4. □

We note that $\chi(C(\mathbb{F}_2, 1)) = 2$. It is possible to show that $\chi(C(\mathbb{F}_p, g)) = 3$ for all $p \leq 23$. At this time, the chromatic numbers for the other generalized Cayley graphs are not known.

Thus far, we have been discussing coloring the vertices of a graph. One may also discuss edge colorings. An edge coloring of a nonempty graph $G$ is an assignment of colors to the edges of $G$ so that adjacent edges are assigned different colors. If we use $n$ colors in an edge coloring of $G$, we say $G$ is $n$-edge colorable. The minimum number $n$ for which $G$ is $n$-edge colorable is called the edge chromatic number and is denoted by $\chi_1(G)$. We note that

$$\chi_1(G) = \chi(L(G)).$$

Again, we have a bound in terms of the maximum degree. This result is due to Vizing [16].

Theorem 2.8 If $G$ is nonempty, then

$$\chi_1(G) \leq \Delta(G) + 1.$$
Since it is clear that the maximum degree of a graph is a lower bound for the edge chromatic number we know that for a graph $G$, $\chi'_e(G) = \Delta(G)$ or $\Delta(G) + 1$. We say a graph is of class one if $\chi'_e(G) = \Delta(G)$ and of class two if $\chi'_e(G) = \Delta(G) + 1$. We have the following result due to Beineke and Wilson [2], which gives us a sufficient condition for a graph to be of class two. This condition is in terms of the maximum degree and the edge independence number. An independent set of edges in a graph $G$ is a set of edges, each two of which are independent (nonadjacent). The edge independence number $\beta_1(G)$ of a graph $G$ is the maximum cardinality among the independent sets of edges of $G$.

**Theorem 2.C** Let $G$ be a graph of size $m$. Then $G$ is of class two if

$$m > \Delta(G) \beta_1(G).$$

This gives us the following result.

**Theorem 2.5** Let $t$ be odd, $p \geq 3$ be a prime and let $q = p^t$. Let $g$ be a generator for $\mathbb{F}_{q^t}^*$. Then $C(\mathbb{F}_{q^t}, g)$ is of class two.

**Proof** Let $G = C(\mathbb{F}_{q^t}, g)$. We know that $G$ has $(t+1)p^t$ edges and $\Delta(G) = 2t + 2$. Since there is a cycle of length $p^t - 1$ in $G$, $\beta_1(G) = (p^t - 1)/2$. So then

$$m = (t+1)p^t > (t+1)(p^t - 1) = (2t + 2)(p^t - 1)/2 = \Delta(G) \beta_1(G)$$

implies that $G$ is of class two. □
2.3 Automorphism Groups

Now we wish to discuss the automorphisms of our generalized Cayley graphs. An isomorphism of a graph $G$ is a bijection from $V(G)$ to itself that preserves adjacency. An automorphism of a graph $G$ is an isomorphism of $G$ with itself. The set of all such automorphisms forms a group, $\mathcal{A}(G)$, called the automorphism group of $G$. Let $p$ be a prime, let $t$ be a positive integer and let $q = p^t$. Let $g$ be a generator for $F_p^*$, and let $D = C(F_q, g)$. We know that $D$ is a directed pseuograph with labeled, or colored, edges. If we compute the automorphism group of $D$, that is the automorphism group where we preserve directions, colors and adjacency, we find that $\mathcal{A}(D) = 1$, the trivial group, for all $q \neq 2$. This is shown in Theorem 2.6. When $q = 2$, we have that $\mathcal{A}(D) = \mathbb{Z}_2$, as shown in Theorem 2.9.

Theorem 2.6 For $q \neq 2$, $\mathcal{A}(D) = 1$.

Proof We note that since $0 \cdot g = 0$, for any element $g$, there is always a loop at the zero vertex colored with the color $g$. Suppose, to the contrary, there is another multiplicative loop at the vertex labeled $a$. Then this implies that $ag = a$. Thus, $a(g - 1) = 0$. Since $F_q$ is an integral domain, this tells us that either $a = 0$ or $g = 1$. Since $F_2$ is the only finite field such that 1 is a multiplicative generator, $C(F_2, 1)$ is the only generalized Cayley graph with more than one multiplicative loop; in fact it has exactly two such
loops. However, we are assuming that $q \neq 2$. We may note that there are no additive loops in $D$ since zero is not an additive generator. This tells us that any automorphism of $D$ must send the zero vertex to itself.

Now let us consider the additive arcs leaving the zero vertex. There is one such arc for each additive generator. Any automorphism fixes the colors on the additive arcs and so the neighborhood of the zero vertex is fixed by any automorphism. Since this argument may be applied to the neighborhood of the zero vertex and so on, we see that any automorphism of $D$ fixes each vertex. Thus, $s_4(D) = 1$. □

When we examine these graphs we note that there are some symmetries if we ignore such things as colors and directions. This brings us to the following definitions. The first automorphism group, denoted by $s_4'(D)$, is the automorphism group of the graph $D$ if we ignore the directions and respect the colors of the edges. The second automorphism group, denoted by $s_4''(D)$, is the automorphism group of the graph $D$ if we ignore the directions and ignore the colors of the edges as well. By these definitions, it is clear that $s_4'(D)$ is a subgroup of $s_4''(D)$. We also note that $s_4(D)$ is a subgroup of $s_4'(D)$. We could also define a third automorphism group where we ignore the colors yet respect the directions. We leave this automorphism group for future study.

**Theorem 2.7** When $q = 2$, $s_4(D) = s_4'(D) = s_4''(D) = Z_2$. 
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Proof The automorphism which exchanges zero with one is an automorphism regardless of colors or directions. This is the only possible non-trivial automorphism since there are only two vertices. □

Theorem 2.8 For the prime order finite fields, $\mathcal{A}'(D) = \mathbb{Z}_2$.

Proof Here we shall prove the result for primes $p \geq 3$; the case when $p = 2$ is taken care of in Theorem 2.9. As we have noted before, the only loop in $D$ occurs at the zero vertex. Hence, any automorphism must send zero to itself. We want to find non-trivial automorphisms that disregard directions yet preserve colors. So any such automorphism must send zero to itself yet it must permute the neighbors of zero. Since the only neighbors of zero are 1 and $p - 1$, this automorphism must permute these two. Since we are still preserving colors, this forces 2 to be sent to $p - 2$. In general, the vertex $v$ is sent to $-v$. This automorphism preserves the multiplication edges as well since $ag = b$ if and only if $-ag = -b$. Since this is the only non-trivial automorphism we must conclude that $\mathcal{A}'(D) = \mathbb{Z}_2$. □

Theorem 2.9 For the finite field of order 4, $\mathcal{A}''(D) = \mathbb{Z}_2$.

Proof Here we use the irreducible polynomial $f(x) = x^2 + x + 1$. By examining the figure below (Figure 16) we may see that the only non-trivial automorphism exchanges vertex 1 with vertex $\alpha$. This preserves all the edges and so $\mathcal{A}''(D) = \mathbb{Z}_2$. □
Theorem 2.10 Let $t \geq 2$, with $q = 2^t$. Then, $s\ell'(D) = \mathbb{Z}_t$.

Proof Let $\alpha'$ be an additive generator. Since this additive generator has order two, we may replace any digon formed by two edges labeled $\alpha'$ with a single edge. Note this will not effect the computation of the first automorphism group. Thus, each vertex in this graph would be incident with exactly one edge labeled with the color $\alpha'$. Again, any automorphism must send zero to itself. Now this vertex is incident with exactly one edge labeled $\alpha'$ for each $i$ from $0$ to $t-1$. So any automorphism which fixes colors must also fix the neighborhood of zero. This same argument may be applied to the vertices adjacent to zero. If we continue in this manner, we find that the only automorphism is the trivial automorphism. □
Now that we have computed these automorphism groups for various generalized Cayley graphs we see that most of these groups are isomorphic to the trivial group or the cyclic group of order two. These are not the only groups that appear as the automorphism group, as seen in the following result.

**Theorem 2.11** For the finite field of order nine we have $\mathcal{A}'(C(F_9, \alpha+1)) = \mathbb{Z}_2$ and $\mathcal{A}''(C(F_9, \alpha+1)) = \mathbb{Z}_4$.

**Proof** For the finite field of order 9 we use the irreducible polynomial $f(x) = x^2 + 1$. In Figure 17 below we have an imbedding of $C(F_9, \alpha+1)$ on the torus. Let us first compute the first automorphism group. Any automorphism must send the zero vertex to itself because of the loop. If we ignore the arrows but keep the colors, we see that the only non-trivial automorphism would send vertex 1 to vertex 2. Then the digons at those vertices force where the remaining vertices must be sent under this automorphism. This automorphism may be thought of as a rotation of the diagram below by 180°. Thus, $\mathcal{A}'(C(F_9, \alpha+1)) = \mathbb{Z}_2$.

The second automorphism group allows us to ignore both direction and color. Thus, we have other automorphisms in addition to the one mentioned above. One such automorphism sends 1 to $\alpha$, $\alpha$ to 2, 2 to $2\alpha$, and $2\alpha$ to 1. This forces where the rest of the vertices are sent. In terms of the figure below, one may think of this automorphism as a counterclockwise rotation of 90° about vertex 0. Other automorphisms can
be thought of as rotations by $180^\circ$ and $270^\circ$. One can easily check that these are the only non-trivial automorphisms. This tells us that the second automorphism group is given by $\mathcal{A}'(\mathcal{C}(\mathbb{F}_q, \alpha+1)) = \mathbb{Z}_4$. □

Figure 17. An Imbedding of $\mathcal{C}(\mathbb{F}_q, \alpha+1)$ on the Torus.
CHAPTER III

THE PLANAR FINITE FIELDS

3.1 Genus Bounds for Finite Fields

As we have mentioned, the characterization of the finite planar groups is well known, as given in theorem 1.H. Now we wish to characterize those finite fields that are planar. We define the genus of a finite field $F$ to be

$$\gamma(F) = \min \{\gamma(C(F, g))\}$$

where the minimum is taken over all $g$ that generate $F^*$. A finite field $F$ is said to be planar if $\gamma(F) = 0$. We should note that it is possible to have two generalized Cayley graphs that model the same finite field and such that these graphs have different genera. We note the finite field of order 11 has $\gamma(C(F_{11}, 7)) = 0$ and $\gamma(C(F_{11}, 2)) = 1$. In Figure 18 below we may see an imbedding of $C(F_{11}, 7)$ on the plane. The graph $C(F_{11}, 2)$ is not planar because it contains a subgraph that is homeomorphic with $K_{3,3}$ as seen in Figure 19 below. Since we can find an imbedding of $C(F_{11}, 2)$ on the torus, see Appendix A, $\gamma(C(F_{11}, 2)) = 1$. The finite field of order 11 is planar since $\gamma(C(F_{11}, 7)) = 0$. That is, $\gamma(F_{11}) = 0$. 

35
Figure 18. An Imbedding of $C(F_{11}, 7)$ on $S_0$.

To characterize the planar finite fields we first derive a genus bound for the prime order finite fields. We complete this task by counting the number of $i$-cycles for $1 \leq i \leq 4$. This will give us a bound for the number of possible $i$-sided regions for $1 \leq i \leq 4$. 
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This in turn gives us a bound for the total number of regions, which allows us to produce a genus bound. Throughout this chapter we shall let $q = p^t$ be a prime power and let $g$ be a generator for $F_q$. Let $D = C(F_q, g)$. Let $r$ be the number of regions in an embedding of $D$ and let $r_i$ equal the number of $i$-sided regions in that embedding. In Chapter II we showed that for all $q \neq 2$, $D$ has exactly one loop. For that reason we start by counting digons.

**Theorem 3.1** The graph $D = C(F_q, g)$ has $2t$ digons for $q \neq 2^t$.

**Proof** To count the number of digons in $D$ we consider what these digons could look like. These digons might contain two multiplicative edges, two additive edges or may contain one additive and one multiplicative edge. We consider each case below.

**Case 1. The digon contains two multiplicative edges.** Here we have two vertices joined by two multiplicative edges. If $a$ is one of these vertices, then $ag^2$ is the other. This implies $ag^2 = a$ (see Figure 20 below). Thus we
have $a(g^2-1) = 0$. This implies that either $a = 0$ or $g^2 = 1$. We know that $a \neq 0$ since $0g$ produces a loop in $D$, not a digon. If $g^2 = 1$, then $q = 3$. So for $q \neq 3$, we have no such digons in $D$. However, if $q = 3$, $D$ has 3 digons (see Figure 21).

Figure 20. A Digon With Two Multiplicative Edges.

Figure 21. The Graph $C(F_\nu, 2)$.

Case 2. The digon contains two additive edges. This case contains two subcases since these additive edges may come from the same additive generator or different additive generators.

Subcase 2.1 The digon contains two additive edges with two distinct generators. Suppose that our digon is formed by the additive generators $\alpha'$ and $\alpha''$. Then we have two possibilities for our digon as seen in Figure 22. below. The first tells us that $a + \alpha' = a + \alpha''$. Thus $\alpha' = \alpha''$. We know this is
impossible because these are distinct additive generators. The second configuration implies \( a + \alpha' + \alpha' = a \). So \( \alpha' + \alpha' = 0 \). This is also impossible since the additive generators are linearly independent and so we have no such digons.

![Diagram](image)

**Figure 22.** Two Digons With Two Additive Edges and Two Distinct Generators.

Subcase 2.2 The digon contains two additive edges with the same generator. In this case we have the configuration depicted in Figure 23. Thus \( a + \alpha' + \alpha' = a \) implies \( 2\alpha' = 0 \). This occurs precisely when \( p = 2 \). Thus when \( q \neq 2' \), we have no such digons.

![Diagram](image)

**Figure 23.** A Digon With Two Additive Edges and the Same Generator.

**Case 3.** The digon contains exactly one additive and one multiplicative generator. As before, we consider what the possible digons could look like. We have the following two possibilities (see Figure 24 below). In the first case we may see that \( ag = a + \alpha' \) implies that \( a = \alpha'(g - 1)' \). In the second
case we have \((a + \alpha') g = a\). Thus \(a = \alpha' g (1 - g)^i\). By solving for \(a\) uniquely we can count the number of such configurations. We note that the elements \(g^{-1}\) and \(1 - g\) are invertible if and only if \(q \neq 2\). So for \(q \neq 2\), we have \(t\) digons from the first configuration in the figure, one for each additive generator. We also have \(t\) digons from the second configuration, one from each additive generator. So this case yields \(2t\) digons in \(D\).

![Figure 24. Two Digons With One Additive and One Multiplicative Generator.](image)

Since this has exhausted all the possible cases we can conclude that when \(q \neq 2^i\), \(D\) has \(2t\) digons. Moreover, these digons consist of one multiplicative edge and one additive edge. □

**Corollary 3.2** If \(q = 2^i\), \(t \neq 1\), \(D\) has \(t2^{i-1} + 2t\) digons.

**Proof** From the proof of Theorem 3.1 we know that \(D\) has \(2t\) digons which have one additive and one multiplicative edge. In subcase 2.2 of the proof we have a configuration that is only possible when \(p = 2\). In this case we may see that we have \(2^{i-1}\) choices for the vertex labeled \(a\) and \(t\) choices for the additive generator. Thus we have a total of \(t2^{i-1} + 2t\) digons. □
Theorem 3.3 When \( q \neq 2, 3', \) or 4, there are \( 4t^2 \) 3-cycles in \( D \). For \( q = 2 \), there are no 3-cycles. For \( q = 3', t \geq 2 \), there are \( t3^{t-1} + 4t^2 \) 3-cycles in \( D \). When \( q = 4 \), \( D \) has thirteen 3-cycles.

Proof As in the proof of Theorem 3.1 we consider the different possible configurations of 3-cycles.

Case 1. All the edges come from additive generators.

Subcase 1.1 All edges have the same additive generator. This subcase is depicted in Figure 25 below. Then \( a + 3\alpha' = a \) implies \( 3\alpha' = 0 \). This occurs if and only if \( q = 3' \). For \( q = 3' \), we have \( t3^{t-1} \) such 3-cycles.

Subcase 1.2 The edges are colored with two different additive generators. This case yields the situation in Figure 26 below. The first case tells us that \( a + \alpha' = a + 2\alpha' \). This means \( e_i = 2\alpha' \). The second implies \( 2\alpha' + \alpha' = 0 \). These are both impossible since these elements are linearly independent.
Subcase 1.3 The edges are colored with three distinct additive generators. Rather than looking at all possibilities with the directions on the edges we consider the undirected 3-cycle as shown below (Figure 27). This implies that these three additive generators are linearly dependent, which is a contradiction. Thus we have no such 3-cycles in $D$.

We may summarize case 1 by saying that there are 3-cycles in $D$ with only additive generators if and only if $q = 3'$. If $q = 3'$, we have $t3^{t-1}$ such 3-cycles.
Case 2. The 3-cycle contains two additive edges and one multiplicative edge. Here again we have subcases depending on whether the 3-cycle contains one or two distinct additive generators.

Subcase 2.1 One additive generator. If we have the same additive generator for both of our additive edges then we must have one of the two configurations depicted below (Figure 28). The first case tells us that \( a = 2\alpha'(g-1)^{-1} \) while the second tells us that \( a = 2\alpha'g(1-g)^{-1} \). We note that \( g-1 \) and \( 1-g \) are both invertible when \( q \neq 2 \). So when \( q \neq 2 \), we have \( 2t \) such 3-cycles in \( D \).

![Figure 28. The 3-cycles in Subcase 2.1.](image)

Subcase 2.2 Two different additive generators. As in subcase 1.3 we shall draw the configuration without the directions on the edges. This may be seen in Figure 29. Then we have that either \( ag = a \pm \alpha' \pm \alpha'g \) or \( a = (a \pm \alpha' \pm \alpha')g \). In either case we may solve each equation for \( a \), namely, \( a = (\pm \alpha' \pm \alpha')(g - 1)^{-1} \) and \( a = (\pm \alpha' \pm \alpha')(1 - g)^{-1} \) when \( q \neq 2 \). Then we have \( \frac{t(t-1)}{2} \) ways
to choose the two additive generators and 8 ways to choose the directions on the edges. So when \( q \neq 2 \), we have \( 4t(t - 1) \) 3-cycles with two additive edges and one multiplicative edge.

![Diagram](image)

Figure 29. The 3-cycle in Subcase 2.2.

Case 3. The 3-cycle contains one additive edge and two multiplicative edges. Again we have two possible configurations for the 3-cycle as in Figure 30. here we find that either \( a = \alpha'(g^2-1) \) or \( a = \alpha'(1-g^2)^{-1} \), respectively. We note that the elements \( g^2-1 \) and \( 1-g^2 \) are invertible when \( q \neq 3 \). So when \( q \neq 3 \), we have 2 possibilities for 3-cycles.

Case 4. The 3-cycle contains no additive edges. This implies that \( g^2=1 \). Hence \( q = 4 \).

When we count all the possible 3-cycles in \( D \) we find that when \( q \neq 2, 3', \) or 4, we have a total of \( 4t + 4t(t-1) = 4t^2 \). For \( q = 2 \), we have no 3-cycles. For \( q = 3', t \geq 2 \), we have \( t3^{t-1} + 4t^2 \) 3-cycles. The \( 4t^2 \) comes from the count above. Recall in subcase 1.3 we had counted \( 3^{t-1} \) additive 3-cycles that
appear only in the graphs with $q = 3'$. When $q = 3$, we have three 3-cycles in $D$. Lastly, when $q = 4$, we may inspect the graph $D$ as in Figure 16 and we note that there are 13 three-cycles. \[\square\]

The previous result tells us that if $t = 1$, and $p \geq 5$, that is, if we are modeling a prime order finite field, then the graph contains four 3-cycles. As the last few results have indicated, in order to count $i$-cycles in $D$ we look at the possible configurations, get equations in terms of the additive and multiplicative generators and then use these equations to eliminate some of the possibilities and to certify the uniqueness of others. Since we want these results to give us a genus bound for the prime order finite fields we shall count the number of 4-cycles in those graphs only. Since we may easily count the number of 4-cycles in the graphs when $q = 2, 3, \text{and } 5$, we omit these from the theorem below.
Theorem 3.4 Let $p \geq 7$ be a prime, let $g$ generate $\mathbb{F}_p^*$, and suppose $D = C(\mathbb{F}_p, g)$. Then $D$ contains exactly seven 4-cycles.

Proof Since we are assuming that $p \geq 7$, we claim that a 4-cycle in $D$ cannot contain 4 additive or 4 multiplicative edges. If the 4-cycle contained 4 additive edges, this would imply that $p = 4$, which is a contradiction as $p$ is prime. If the 4-cycle contains 4 multiplicative edges, then, necessarily, $p = 5$, yet we assumed $p \geq 7$. Thus, each of our possible configurations must contain at least one additive and one multiplicative edge. So we have the following cases.

Case 1. The 4-cycle contains three additive edges and one multiplicative edge. This yields the following two configurations seen in Figure 31 below. So we may solve for $a$ and find that either $a = 3(g - 1)^{-1}$ or $a = 3g(1 - g)^{-1}$. This gives us two 4-cycles.

Case 2. The 4-cycle contains two additive and two multiplicative edges. In this case we have many possible configurations and so we consider the following subcases.

Subcase 2.1 The 4-cycle is as in Figure 32 below. Then we may solve for $a$ and find $a = -2g^2(g^2 - 1)^{-1}$. So this subcase gives us one such 4-cycle.

Subcase 2.2 The 4-cycle is as in Figure 33 below. Here we have exactly one such 4-cycle since $a = 3g(1 - g)^{-1}$.
Subcase 2.3 The 4-cycle is as in Figure 34 below. Using this we can find that $(a + 1)g = ag + 1$. Thus we simplify and find that $g = 1$. Since $p \neq 2$, we know that there are no such 4-cycles.

Subcase 2.4 The 4-cycle is as in Figure 35 below. Here we have the equation $(a + 1)g = ag - 1$. Thus $g = -1$. Since $p \neq 2$, there are no such 4-cycles.
Subcase 2.5 The 4-cycle is as in Figure 36 below. Thus we have the equation 
\[ a = ((a + 1)g - 1)g. \]
Solving for \( a \) we find \[ a = (g^2 - g)(1 - g)^{-1}. \] So we have one such 4-cycle.

Subcase 2.6 The 4-cycles is as in Figures 37 and 38 below. In this subcase we get the equation \[ a = ((a + 1)g + 1)g. \] If we solve for \( a \) we have \[ a = g(1 - g)^{-1}. \]
However, we see below, this vertex \( a \) is the same as the vertex \((a + 1)g\).
Figure 35. The 4-cycle in Subcase 2.4.

Figure 36. The 4-cycle in Subcase 2.5.

We have already found \( a = g(1 - g)^{-1} \). We wish to show that \( a = (a + 1)g \).
To do this we show \( (1 - g)^{-1} = a + 1 \). We may see that \( a = g(1 - g)^{-1} \) implies that \( a(1 - g) = g \). Thus \( a - ag - g = 0 \). Adding 1 to both sides and factoring we find \( (a + 1)(1 - g) = 1 \). So then \( (1 - g)^{-1} = a + 1 \). This tells us that this configuration actually represents a digon, not a 4-cycle. We also have Figure 38 below. We can show that this is not a 4-cycle in a similar manner.
Case 3. The 4-cycle contains one additive edge and three multiplicative edges. Thus we have the two configurations as in Figure 39. Again we may solve for $a$. We find $a = (g^3 - 1)^{-1}$ and $a = (1 - g)^{-1}$, respectively. We know that $g^3 
eq 1$ since $p 
eq 4$. So this case yields another two 4-cycles.

We conclude that when $p \geq 7$, $D$ contains exactly seven 4-cycles. 

Figure 37. A 4-cycle in Subcase 2.6.

Figure 38. Another 4-cycle in Subcase 2.6.
As we have mentioned, we want a genus bound for the prime order finite fields. Thus it is convenient to summarize the previous results; this is done in Corollary 3.5. We are interested in characterizing those finite fields that yield planar graphs. We may easily see that the graphs $D$ are planar for $q = 2, 3,$ and $5$, we omit these from this result (see Figure 40).

Figure 39. The 4-cycles in Case 3.

Figure 40. Imbeddings of $C(F_2, 1)$, $C(F_3, 2)$, and $C(F_5, 2)$ on $S_9$. 
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Corollary 3.5 Let \( p \geq 7 \) be a prime, let \( g \) generate \( \mathbb{F}_p^* \), and suppose that \( D = C(\mathbb{F}_p, g) \). Then \( D \) contains precisely one loop, two digons, four 3-cycles and seven 4-cycles.

Theorem 3.6 Let \( p \geq 7 \) be a prime, let \( g \) generate \( \mathbb{F}_p^* \). Let us suppose \( D = C(\mathbb{F}_p, g) \). If \( D \) is imbedded in a surface such that \( r_i \) is the number of \( i \)-sided regions in that imbedding, then \( r_1 \leq 1, r_2 \leq 2, r_3 \leq 4 \) and \( r_4 \leq 7 \).

Proof From Corollary 3.5 we know that \( D \) contains exactly one loop, two digons, four 3-cycles and seven 4-cycles. This implies that the given imbedding of \( D \) can have at most one 1-sided region, two 2-sided regions, four 3-sided regions and seven 4-sided regions. \( \Box \)

Theorem 3.7 Let \( p \) be a prime, let \( g \) generate \( \mathbb{F}_p^* \), and let \( D = C(\mathbb{F}_p, g) \). If \( D \) is minimally imbedded on \( S_k \), then

\[
k \geq \frac{p - 15}{10}.
\]

Proof Suppose \( D \) is minimally imbedded in \( S_k \) with \( r \) regions and let \( r_i \) be the number of \( i \)-sided regions in that imbedding. Then

\[
r = \sum_{i \geq 1} r_i \leq 1 + 2 + 4 + 7 + \sum_{i \geq 5} r_i = 14 + \sum_{i \geq 5} r_i.
\]

Since the most efficient imbedding of \( D \) would have \( r_1 = 1, r_2 = 2, r_3 = 4 \) and \( r_4 = 7 \) along with \( r_5 = r - 14 \), we may see that
\[ 2(2p) = \sum_{r \leq 1} ir, \geq 1(1) + 2(2) + 3(4) + 4(7) + 5(r - 14). \]

Solving for \( r \) we find that
\[ r \leq \frac{4p + 25}{5}. \]

Euler's formula tells us that
\[ k = 1 + \frac{1}{2}(p - r). \]

This along with the previous inequality gives us the desired result. \( \square \)

By finding bounds for the number of \( i \)-sided regions for \( i \) from 1 to 4 we were able to get a genus bound for the prime order finite fields. However we need not restrict ourselves to those finite fields with prime order. Using Theorems 3.1 and 3.3 we can also find genus bound for the remaining finite fields.

**Theorem 3.8** Let \( q = p' \) with \( q \neq 2', 3' \). If \( D = C(F_q, g) \) is minimally imbedded on \( S_t \) then

\[ k \geq \frac{(2t - 2)p' - 4t^2 - 4t + 5}{8}. \]

**Proof** We know that \( D \) has order \( p' \) and size \( p'(t + 1) \). If \( D \) is minimally imbedded on \( S_t \) with \( r \) regions, then \( r = t p' + 2 - 2k \). We know that \( r_t \leq 1 \).
By Theorem 3.1 we have \( r_2 \leq 2t \) and by Theorem 3.3 we know \( r_3 \leq 4t^2 \). The most efficient imbedding of \( D \) on any surface would have \( r_1 = 1, r_2 = 2t, \) and \( r_3 = 4t^2 \). So we assume that \( r_1 = 1, r_2 = 2t, \) and \( r_3 = 4t^2 \). Then

\[
r = \sum_{i \geq 1} r_i = 1 + 2t + 4t^2 + \sum_{i \geq 4} r_i \quad \text{and}
\]

\[
2(t + 1)p' = \sum_{i \geq 1} ir_i = 1 + 4t + 12t^2 + \sum_{i \geq 4} ir_i.
\]

Thus

\[
\sum_{i \geq 4} r_i = tp' + 2 - 2k - 1 - 2t - 4t^2 \quad \text{and}
\]

\[
\sum_{i \geq 4} ir_i = 2(t + 1)p' - 1 - 4t - 12t^2.
\]

Together these imply

\[
2(t + 1)p' - 1 - 4t - 12t^2 = \sum_{i \geq 4} ir_i \geq 4 \left( \sum_{i \geq 4} r_i \right) = 4(tp' + 1 - 2k - 2t - 4t^2).
\]

Simplifying these we get the inequality (3.1) above. □

**Theorem 3.9** Let \( q = 2^i \). If \( D = C(F, g) \) is minimally imbedded on \( S \), then

\[
k \geq \frac{(t-2)2^i - 4t^2 - 2t + 5}{8}.
\]
Proof The proof of this is similar to the proof of Theorem 3.8 except that for \( q = 2^t \) we have that \( r_1 = 1, r_2 = t, \) and \( r_3 = 4t^2. \) We note that we have \( r_2 = t \) since we can replace each additive digon whose arcs are labeled with the same additive generator with a single edge. Recall that Corollary 3.2 gives us \( t2^{t-1} + 2t \) digons. When we complete the replacement described above we only have \( t \) digons left. We note that this replacement does not affect the genus of the graph. Routine algebra then gives the bound. □

Theorem 3.10 Let \( q = 3^t. \) If \( D = C(F_q, g) \) is minimally imbedded on \( S_t \) then

\[
k \geq \frac{(5t - 6)3^{t-1} - 4t^2 - 4t + 5}{8}.
\]

Proof Again this proof is similar to the proof of Theorem 3.8. In this case we use \( r_1 = 1, r_2 = 2t, \) and \( r_3 = t3^{t-1} + 4t^2. \) □

3.2 The Characterization of the Planar Finite Fields

Before we give the characterization of the planar finite fields, we shall give some preliminary results, which shall help us in the proof of the characterization. We shall also take care of a few special cases. In particular, we shall show that the finite fields of order 8 and 13 are toroidal. First, recall that if \( H \) is a subgraph of \( G \) then \( \gamma(H) \leq \gamma(G). \) Note that the additive generators in our generalized Cayley graphs create a
subgraph that is isomorphic to a cartesian product of cycles. In particular, if $q = p'$, then $D$ has a subgraph isomorphic to $(C_q)'$. Therefore, $\chi(C_q)' \leq \chi(D)$.

We shall use this result frequently in the characterizations of the planar and toroidal finite fields.

**Lemma 3.11** The finite field of order 8 is toroidal.

**Proof** For the finite field of order 8 we use the irreducible polynomial $f(x) = x^3 + x + 1$. To show that $\chi(F_8) = 1$, we first show that the genus is at least one by demonstrating that each graph $C(F_8, g)$ contains a subgraph that is homeomorphic with $K_{3,3}$. Thus we can see that these graphs are not planar by Kuratowski's Theorem which is given by theorem 1.D in section 1.3. This may be seen in the figures below (Figures 41, 42, and 43). We have equality because we may find an imbedding on the torus for each graph (see Appendix A for the rotational imbedding schemes).

Figure 41. A Subgraph of $C(F_8, \alpha)$.
Lemma 3.12 The finite field of order 13 is toroidal.

Proof We know that $\chi(C(F_{13}, 2)) \geq 1$ and $\chi(C(F_{13}, 6)) \geq 1$ since each of these graphs contains a subgraph that is homeomorphic with $K_{3,3}$ (Figures 44 and 45). We have equality for $C(F_{13}, 6)$ because we may find an imbedding on the torus for this found in Appendix A. It can be shown that $C(F_{13}, 2)$ cannot be imbedded on the torus. □
**Theorem 3.13** The finite field of order $q$ is planar if and only if $q = 2, 3, 4, 5, 7,$ or $11$.

**Proof** First we shall characterize the planar finite fields with prime order.

Theorem 3.7 tells us that $\gamma(\mathbb{F}_p) \leq 0$ if and only if $\frac{p-15}{10} \leq 0$. Thus the only possible planar finite fields of prime order have $p \leq 15$, so $p = 2, 3, 5, 7, 11,$ or $13$. We have already shown that the finite field of order $p$ is planar for
$p = 2, 3, 5, \text{ and } 11$. In Figure 46 we see that the finite field of order 7 is planar. Lemma 3.12 tells us that the finite field of order 13 is toroidal.

Now we shall show that the only other planar finite field has order 4. We know that $F_4$ is planar by the imbedding given in Figure 16. So we now suppose $p = 2$ and suppose $t \geq 4$. Then let $q = 2^t$. Lemma 3.11 tells us that the finite field of order 8 is toroidal so that we may assume $t \geq 4$. Since the graph $Q_t$ is a subgraph of $C(F_r, g)$, we know that $\gamma(Q_t) \leq \gamma(C(F_r, g))$. We know that the genus of the t-cube is given by $1 + 2^{t+1}(t - 4)$, from Theorem 1.C. So we know that $\gamma(Q_t) = 1 + 2^{t+1}(t - 4)$. Thus for $t \geq 4$, we have $\gamma(Q_t) \geq 1$. Therefore $\gamma(C(F_r, g)) \geq 1$. Now let $p \geq 3$, $t \geq 2$ and let $q = p^t$. We have seen that $\gamma(C_p \times C_p) \leq \gamma(C(F_r, g))$. Since $p \geq 3$ implies $\gamma(C_p \times C_p) = 1$, we can see
\( \gamma(C(F, g)) \geq 1 \). Since this covers all the possible cases, the only planar finite fields have orders 2, 3, 4, 5, 7, or 11. \( \square \)
CHAPTER IV

THE TOROIDAL FINITE FIELDS

4.1 The Genus of $\mathbb{F}_{19}$ Is 2

Now that we have characterized those finite fields that are planar, we wish to characterize the toroidal finite fields. To do this we will first take care of a few special cases. In Theorem 3.7 we obtained a bound which allows us to list the possible toroidal finite fields of prime order. The finite fields with order 19 and 23 are on this list; however, neither of these finite fields is toroidal. After we have shown that both $\mathbb{F}_{19}$ and $\mathbb{F}_{23}$ are not toroidal we shall give the characterization. We shall find the following lemma useful in showing that $\mathbb{F}_{19}$ is not toroidal. We note that $\mathbb{F}_p$ is identified with $\mathbb{Z}_p$.

**Lemma 4.1** If $K_{2,3}$ is a subgraph of $C(\mathbb{F}_p, g)$ for some prime $p$ and some multiplicative generator $g$, then in any imbedding of $C(\mathbb{F}_p, g)$ the number of possible 4-sided regions is at most five. If there are two copies of $K_{2,3}$ then the number of possible 4-sided regions is at most three.

**Proof** Theorem 3.6 showed us that the number of possible 4-sided regions is at most seven. Suppose $K_{2,3}$ is a subgraph of $C(\mathbb{F}_p, g)$. Since each vertex of degree two in this subgraph is incident with two more
edges in $C(F_p, g)$, only one of the three possible 4-sided regions from this subgraph can be a 4-sided region in an imbedding of $C(F_p, g)$. 

Theorem 4.2 The genus of $F_{19}$ is 2.

Proof In Theorem 3.7 we showed that if $D = C(F_p, g)$ is imbedded on $S_k$, then $k \geq \frac{p - 15}{10}$. This tells us that the finite field of order 19 is not planar.

Let us assume, to the contrary, that we can find an imbedding of $C(F_{19}, g)$ on the torus for some multiplicative generator $g$. The choices for $g$, up to inverses, are 2, 3, and 14. These graphs are shown in Appendix B. We shall first show that $g = 3$ and $g = 14$ lead to contradictions.

By Lemma 4.1 we see that for $g = 3$ and $g = 14$, $r_4 < 3$. This is because in each graph we have two copies of $K_{2,3}$ as seen below (Figures 47 and 48).

![Figure 47. Two Copies of $K_{2,3}$ in $C(F_{19}, 3)$.](image)

Without loss of generality, we may assume that if we do have an imbedding of $C(F_{19}, g)$ on $S_1$, then $r_1 = 1$ and $r_2 = 2$. Now let us examine
the "large" regions in this imbedding by looking at the possible regions containing the zero vertex. To do this we look at the cycles that contain the zero vertex. In particular, we look for the smallest such cycles. If we get a contradiction with the smallest possible cycles, then we would certainly get a contradiction with larger ones.

For \( g = 3 \), we note that the smallest cycles containing the zero vertex that could be regions in a single imbedding, not including the loop, are

\[
C_1: 0, 1, 2, 6, 18, 0, \text{ and }
\]

\[
C_2: 0, 13, 17, 18, 0.
\]

If these cycles were actual regions, the loop at zero along with these cycles would yield a 5-sided and a 6-sided region. The next smallest cycles containing zero are

\[
C_3: 0, 1, 2, 7, 6, 18, 0, \text{ and }
\]

\[
C_4: 0, 1, 13, 12, 17, 18, 0.
\]
These would lead to a 6-sided and a 7-sided region. After these, the regions would have at least 8 sides.

For $g = 14$, the smallest cycles containing the zero vertex are

$C_5: 0, 1, 2, 3, 4, 18, 0$, and

$C_6: 0, 1, 15, 16, 17, 18, 0$.

These along with the loop at zero would produce a 6-sided and a 7-sided region. By examining the cycles we see the next smallest cycles would yield a 7-sided and an 8-sided region at zero.

For $g = 2$, we could have a 5 and a 9-sided region or a 6 and 8-sided region from the cycles

$C_7: 0, 1, 10, 9, 18, 0$, and

$C_8: 0, 1, 2, 4, 8, 16, 17, 18, 0$.

We could also have a 7-sided region and an 8-sided region from the cycles

$C_9: 0, 1, 10, 11, 15, 17, 18, 0$, and

$C_{10}: 0, 1, 2, 4, 8, 9, 18, 0$.

If $C(F_{19}, g)$ is imbedded on $S_1$, then we know that

$$\sum_{i=1}^{21} r_i = 19 \text{ and } \sum_{i=1}^{21} ir_i = 76.$$ 

Since we are assuming that $r_1 = 1$ and $r_2 = 2$, these simplify to

$$(4.1) \quad \sum_{i=1}^{3} r_i = 16 \text{ and }$$
We shall use these equations along with the information concerning the "large" regions to get the possible number of $i$-sided regions for $i \geq 3$. We consider cases based upon what $r_3$ could be. We know that any imbedding of $C(\mathbb{F}_{19}, g)$ would have $r_3 \leq 4$.

If we use the inequalities $r_4 \leq 3$ and $r_3 \leq 2$ along with equations 4.1 and 4.2 above, we get a contradiction. Thus $r_3 = 3$ or $r_3 = 4$. First, suppose that $r_3 = 4$. Then equations (4.1) and (4.2) simplify to

$$\sum_{i \geq 4} ir_i = 12 \quad \text{and} \quad \sum_{i \geq 4} r_i = 59.$$  

Since $r_4 \leq 3$, when $g \neq 2$, we shall only check the cases $r_4 = 0, 1, 2, \text{and} 3$. We will take care of the case where $g = 2$ later. Now we can check each possibility for $r_4$ to find the possible region distributions. If $r_4 = 0$, then $r_5 \geq 13$, which contradicts the fact that $\sum_{i \geq 4} r_i = 12$. If $r_4 = 1$, then some algebra tells us that $r_5 = 11$. If $r_4 = 2$, then $r_5 = 9$ and $r_6 = 1$. Lastly, if $r_4 = 3$, we have two possibilities. Either $r_5 = 7$ and $r_6 = 2$, or $r_5 = 8$ and $r_7 = 1$.

Next, suppose that $r_3 = 3$. Here we can use our equations again to find $r_4 = 3$ and $r_5 = 10$.

This information along with the possible regions at the zero vertex tells us immediately that we cannot have $C(\mathbb{F}_{19}, 14)$ imbedded on $S_1$. This
is because we know that an imbedding of this graph must have two regions that have more than five sides at the zero vertex; they cannot be two 6-sided regions.

If $C(F_{19}, 3)$ were imbedded on $S_1$, then we must have either
\[ r_3 = 4, \ r_4 = 3, \ r_5 = 7, \text{ and } r_6 = 2, \text{ or } \]
\[ r_3 = 4, \ r_4 = 2, \ r_5 = 9, \text{ and } r_6 = 1. \]

So now we consider what the imbedding could look like. Since we have $r_3 = 4$ and a 5-sided and a 6-sided region at the zero vertex, we must have the following partial imbedding (Figure 49). This figure tells us that we must have $p_6 = (2, 18, 5, 7)$ and $p_{13} = (1, 14, 12, 17)$. We note that we may place the loop at zero in either of the regions at the zero vertex without changing the following argument.

**Claim A.** Neither of the two possible rotations at the vertex labeled 12 are possible.

**Case A.1.** $p_{12} = (17, 13, 11, 4)$. This tells us that $p_{16} = (10, 18, 17, 15)$. We know by our previous work that any additional region must have 6 or fewer sides. Thus the only way to finish the region 16-17-12-4 is by using the vertices 14 and 15 as in Figure 50. Then 5-6-18-16-10 is the start of a region with more than 6 sides. This is a contradiction as we know that each region must have 6 or fewer sides. Thus the rotation at 12 cannot be $p_{12} = (17, 13, 11, 4)$. 
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Case A.2. $\rho_{12} = (17, 13, 4, 11)$. From here we shall consider two subcases depending on the two possible rotations at the vertex labeled 16.

Figure 49. A Partial Imbedding of $C(\mathcal{F}_{19}, 3)$.

Subcase A.2.1. $\rho_{16} = (18, 17, 15, 10)$. In this subcase the region containing 5-6-18-16-10 must be a region with 7 or more sides, a contradiction.
Figure 50. A Partial Imbedding of $C(F_{19}, 3)$ With $\rho_{12} = (17, 13, 11, 4)$.

Subcase A.2.2. $\rho_{16} = (18, 17, 10, 15)$. Here again we consider two subcases depending on the rotation of the vertex labeled 10.
Subcase A.2.2.1. $\rho_{10} = (16, 11, 9)$. Here we have three regions which have six or more sides. The first starts with 7-8-9-10-16-15. The second begins 5-8-9-10-16-15. The third begins with 11-10-9-3. This is a contradiction as we know we can have at most two 6-sided regions and no regions with more than six sides.

Subcase A.2.2.2. $\rho_{10} = (16, 9, 11)$. Then the region that begins with 9-10-16-17-12-11 must have seven or more sides.

Since this was our last case, we conclude that neither of the possible rotations at 12 are possible. Therefore, we must conclude that $C(F_{19}, 3)$ cannot be imbedded on $S_1$. So we have taken care of the cases when $g = 3$ and 14. Lastly we show that $C(F_{19}, 2)$ cannot be imbedded on $S_1$.

Suppose, to the contrary that we may find an imbedding on $S_1$. Our first claim is that if $C(F_{19}, 2)$ is imbedded on $S_1$, then $r_4 \neq 7$. Suppose to the contrary that $r_4 = 7$. If this were the case then we are forced to have the following configuration of the 4-sided regions, up to mirror image (see Figure 51). The 4-sided regions are shaded. Then note that 14-13-7-14 and 12-6-5-12 cannot give us two of the possible 3-sided regions. Thus, $r_3 \leq 2$.

First suppose that $r_3 = 0$. Then $r_4 = 7$ implies $\sum_{r_{i \geq 5}} r_i = 9$ and $\sum_{r_{i \geq 5}} ir_i = 43$.

This is a contradiction as this implies that

$$43 = \sum_{r_{i \geq 5}} ir_i \geq 5 \left( \sum_{r_{i \geq 5}} r_i \right) = 5(9) = 45.$$
Figure 51. The 4-sided Regions in $C(F_{19}, 2)$. 
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If \( r_3 = 1 \), then \( r_4 = 7 \) implies \( \sum_{i \geq 5} r_i = 8 \) and \( \sum_{i \geq 5} ir_i = 40 \). This tells us that we must have \( r_5 = 8 \) and \( r_i = 0 \) for \( i \geq 6 \). However we have seen that there is a region at the zero vertex that must have more than five sides. In fact we must have a region with eight or more sides. Thus \( r_3 \neq 1 \).

Since we know \( r_3 \neq 0 \) and \( r_3 \neq 1 \), we must have \( r_3 = 2 \). Thus, \( \sum_{i \geq 5} r_i = 7 \) and \( \sum_{i \geq 5} ir_i = 37 \). These equations tell us that \( 37 - 5r_5 \geq 6(7 - r_5) \). So we have \( r_5 \geq 5 \). We may also see that \( r_5 \leq 6 \) since

\[
37 = \sum_{i \geq 5} ir_i \geq 5 \left( \sum_{i \geq 5} r_i \right) = 5(7) = 35
\]
tells us that \( r_5 \leq 7 \). Now if \( r_5 = 5 \), then solving the above equations tells us that \( r_6 = 2 \) and \( r_i = 0 \) for \( i \geq 7 \). This is a contradiction as we know there is a region that has at least eight sides. If \( r_5 = 6 \), then we get \( r_7 = 1 \). Again this is a contradiction. Thus we have shown that \( r_4 \leq 6 \).

Using \( r_1 = 1 \), \( r_2 = 2 \) and our equations we can do some algebra to get the cases listed in Table 2. We note that in the case \( r_3 = 4 \), we have that \( r_4 \leq 5 \) by Figure 51 above. Our previous analysis concerning the regions at the zero vertex tells us that we have only two of the cases listed in the table that remain, namely the two bulleted below.

The only difference between these cases is the placement of the loop. Here we could have the loop as in Figure 52 or as in Figure 53, which give partial imbeddings of this graph.
Table 2

Possible Region Distributions for $C(F_{19}, 2) < S_1$

| $r_3 = 4$ | $r_4 = 5$ | $r_5 = 3$ | $r_6 = 4$ | $r_7 = 1$ |
| $r_3 = 4$ | $r_4 = 5$ | $r_5 = 4$ | $r_6 = 2$ | $r_7 = 1$ |
| $r_3 = 4$ | $r_4 = 5$ | $r_5 = 5$ | $r_6 = 1$ | $r_7 = 1$ |
| $r_3 = 4$ | $r_4 = 5$ | $r_5 = 5$ | $r_6 = 2$ |
| $r_3 = 4$ | $r_4 = 4$ | $r_5 = 5$ | $r_6 = 3$ |
| $r_3 = 4$ | $r_4 = 4$ | $r_5 = 6$ | $r_6 = 1$ | $r_7 = 1$ |
| $r_3 = 4$ | $r_4 = 4$ | $r_5 = 7$ | $r_6 = 1$ |
| $r_3 = 4$ | $r_4 = 3$ | $r_5 = 7$ | $r_6 = 2$ |
| $r_3 = 4$ | $r_4 = 3$ | $r_5 = 8$ | $r_6 = 1$ |
| $r_3 = 4$ | $r_4 = 2$ | $r_5 = 9$ | $r_6 = 1$ |
| $r_3 = 4$ | $r_4 = 1$ | $r_5 = 11$ |
| $r_3 = 3$ | $r_4 = 6$ | $r_5 = 6$ | $r_6 = 1$ |
| $r_3 = 3$ | $r_4 = 6$ | $r_5 = 5$ | $r_6 = 1$ | $r_7 = 1$ |
| $r_3 = 3$ | $r_4 = 6$ | $r_5 = 4$ | $r_6 = 3$ |
| $r_3 = 3$ | $r_4 = 5$ | $r_5 = 6$ | $r_6 = 2$ |
| $r_3 = 3$ | $r_4 = 5$ | $r_5 = 7$ | $r_6 = 1$ |
| $r_3 = 3$ | $r_4 = 5$ | $r_5 = 8$ | $r_6 = 1$ |
| $r_3 = 3$ | $r_4 = 3$ | $r_5 = 10$ |
| $r_3 = 2$ | $r_4 = 6$ | $r_5 = 7$ | $r_6 = 1$ |
| $r_3 = 2$ | $r_4 = 5$ | $r_5 = 9$ |

Therefore, the proof of the first case, where $r_3 = 4, r_4 = 5, r_5 = 5, r_6 = 1$ and $r_7 = 1$, is exactly the same as second case, where $r_3 = 4, r_4 = 5, r_5 = 6$ and $r_7 = 1$. Since they are similar, we shall use the partial imbedding of $C(F_{19}, 2)$ in Figure 52 and assume $r_3 = 4, r_4 = 5, r_5 = 6$ and $r_7 = 1$.

Since $R_1$ is the only region with more than five sides, we know that $R_2$ is forced to be the 5-sided region as below, for otherwise we would have another region with more than five sides. Since we must have all four of the possible 3-sided regions we must also have the two 3-sided regions in
Figure 52 as well. This also tells us that 13-14-7-13 must be a 3-sided region.

So this gives us four cases for the possible rotations at 13.

Figure 52. A Partial Imbedding of $C(F_9, 2)$. 
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Figure 53. Another Partial Imbedding of $C(F_{19}, 2)$.

Case 1. $\rho_{13} = (14, 7, 12, 16)$. The arc $(7, 13)$ appears in 2 possible 4-sided regions and one possible 3-sided region. This and the rotation imply that
16-13-7-8-16 is not a 4-sided region in our imbedding as can be seen in Figure 54.

If the 4-cycle 13-7-6-12-13 is not a 4-sided region as well, then \( r_4 = 5 \) tells us that all other possible 4-sided regions are actual regions. Thus we have the following regions in our imbedding (Figure 55). This would imply that \( \rho_6 = (3, 5, 12) \). This is a contradiction as we know that 6 is adjacent to 7.

Thus we know that the 4-cycle 13-7-6-12-13 is a 4-sided region. This forces the configuration found in Figure 56. This in turn forces the 3-sided region containing 2, 3, 4 to be 4-3-2-4 as seen in the figure below. This contradicts Figure 52 where the region is given by 4-2-3-4. Thus the rotation at 13 cannot be \( \rho_{13} = (14, 7, 12, 16) \).

Case 2. \( \rho_{13} = (14, 7, 16, 12) \). Then 13-12-7-6-13 and 13-14-15-16-13 are not 4-sided regions in our imbedding. Then \( r_4 = 5 \) implies that the other
possible 4-sided regions must be present. This implies that we have the following regions depicted in Figure 57 below. This is a contradiction as this implies $p_7 = (13, 14, 8)$, yet 7 is adjacent to 6.

Figure 55. Some Regions Containing Vertex 6.

Case 3. $p_{13} = (7, 14, 12, 16)$. This implies that 13-12-7-6-13 and 13-14-15-16-13 are not 4-sided regions as in case 2. Since we must have five 4-sided regions, we have the following regions in our imbedding(Figure 58). This is a contradiction as 7 is adjacent to 6.

Case 4. $p_{13} = (7, 14, 16, 12)$. This implies that 7-13-16-8-7 is not a 4-sided region. If 12 - 6 - 7 - 13 - 12 is not a 4-sided region, then we have the same figure and contradiction as case 1 (see Figure 54). Therefore 12-6-7-13-12 must be a 4-sided region. This gives us the following regions (Figure 59).
Figure 56. 13-7-6-12-13 and Other 4-sided Regions.

Figure 57. The Regions for Case 2.
Figure 58. The Regions for Case 3.

Figure 59. The Regions in Case 4.
Then, since \( p_{16} = (13, 15, 17, 8) \), we may see that 11-12-13-16-8 is the start of a region that must have at least six sides. This is a contradiction and so there is no such imbedding.

Since this was our last case, we must conclude that \( g = 2 \) cannot give us an imbedding of \( C(F_{19}, g) \) on the torus. Therefore we may see that the finite field of order 19 cannot be imbedded on the torus. However, this finite field does have generators that yield imbeddings on the double torus. The rotation schemes for the graphs with imbeddings on \( S_2 \) are given in Appendix C. □

4.2 The Genus of \( F_{23} \) Is at Least 2

**Theorem 4.3** The finite field of order 23 has \( \gamma(F_{23}) \geq 2 \).

**Proof** In order to show \( \gamma(F_{23}) \geq 2 \) we shall first show \( \gamma(F_{23}) \geq 1 \) and then show \( \gamma(F_{23}) \neq 1 \).

We know that \( C(F_{23}, g) \) cannot be imbedded on \( S_0 \) by our genus bound for the prime order finite fields. To show that \( \gamma(F_{23}) \geq 2 \), we assume, to the contrary, that we can find a \( g \) such that \( \gamma(C(F_{23}, g)) = 1 \). Our choices for \( g \), up to inverses, are 5, 7, 11, 15, and 17. These graphs are given in Appendix B. Again we use Euler’s identity to get

\[
\sum_{i \geq 1} r_i = 23 \quad \text{and} \quad \sum_{i \geq 1} ir_i = 92.
\]
As we mentioned earlier, an efficient imbedding of $\mathcal{C}(F_{23}, g)$ on any surface would have $r_1 = 1$ and $r_2 = 2$. So if we get a contradiction with $r_1 = 1$ and $r_2 = 2$, we would certainly have one if $r_1 = 0$ and $r_2 = 0$ or 1. Therefore we assume that we have $r_1 = 1$ and $r_2 = 2$. Thus,

\begin{align*}
\sum_{i \geq 3} r_i &= 20, \text{ and} \\
\sum_{i \geq 3} ir_i &= 87. 
\end{align*}

We wish to use equations (4.3) and (4.4) to get bounds for $r_i$ when $i \geq 3$. Our first claim is that $r_3 = 4$. Equation (4.3) tells us that

$$20 - r_3 - r_4 = \sum_{i \geq 5} r_i.$$ 

Equation (4.4) tells us that

$$87 - 3r_3 - 4r_4 = \sum_{i \geq 5} ir_i.$$ 

Using these we find

$$87 - 3r_3 - 4r_4 = \sum_{i \geq 5} ir_i \geq 5 \left( \sum_{i \geq 5} r_i \right) = 5(20 - r_3 - r_4).$$ 

This simplifies to $2r_3 + r_4 \geq 13$. We know that $r_4 \leq 7$. These two inequalities imply $r_3 \geq 3$. If $r_3 = 3$, then we must have $r_4 = 7$. We shall show that this is
impossible, that is, we shall show that \( r_4 \leq 6 \). This would imply that \( r_3 = 4 \), as claimed.

First, we must rule out \( g = 11 \), since in this case it is possible to have \( r_4 = 7 \). However, in this case, we note that \( r_3 \leq 2 \). We can’t have more than two of the possible triangles as actual regions in an imbedding since we must add the rest of the edges to the vertices in the figures below (see Figure 60). Since we know that \( r_3 \geq 3 \), this implies that \( C(F_{23}, 11) \) cannot be imbedded on the torus. So we shall assume that \( g \neq 11 \).

![Figure 60. The Triangles in \( C(F_{23}, 11) \).](image)

It turns out that we may examine the graphs \( C(F_{23}, g) \) for \( g = 5, 15, \) and 17 and show that \( r_4 \leq 5 \). For \( g = 5 \) and 17 we have two copies of \( K_{2,3} \). The situations for \( g = 5, 15, \) and 17 are depicted below (Figure 61). For \( g = 15 \) we have a similar situation which eliminates a 4-sided region. These diagrams eliminate one possible 4-gon. However, using the symmetry of these graphs we may eliminate another possible 4-gon. That is, if we
replace each vertex $v$ above with $-v$, we have a subgraph similar to the ones above. So in each of these cases we have $r_4 \leq 5$.

![Figure 61. The 4-sided Regions for $g = 5, 15, 17$.](image)

Now we consider the graph $C(F_{2g}, 7)$. If we have $r_4 = 7$, we cannot have all four of our possible 3-gons. In fact, in the following diagram, Figure 62, we may see that if $r_4 = 7$, then $r_3 \leq 2$, a contradiction, as $r_3 \geq 3$. This is because the two possible 3-sided regions with the vertices 10, 11, 8 and 12, 15, 13 cannot be actual 3-sided regions if $r_4 = 7$. So for this case $r_4 \leq 6$. Thus we have $r_3 = 4$.

![Figure 62. The 3-gons and 4-gons in $C(F_{2g}, 7)$.](image)
Then equations (4.3) and (4.4) simplify to

\begin{align}
(4.5) & \sum_{i \geq 4} r_i = 16 \text{ and } \\
(4.6) & \sum_{i \geq 4} ir_i = 75.
\end{align}

So the inequality $75 - 4r_4 - 5r_5 \geq 6\left(\sum_{i \geq 6} r_i\right) = 6(16 - r_4 - r_5)$ that we get from these equations tells us that $2r_4 + r_5 \geq 21$. From equation (4.5) we find that $r_4 + r_5 \leq 16$. Solving these two inequalities tells us that $r_4 \geq 5$. This eliminates the case $g = 7$ by Figure 62 above since $r_3 = 4$ implies $r_4 \leq 3$. For the other cases we have shown that $r_4 \leq 5$. Thus, $r_4 = 5$. Let us summarize what we have shown so far. We have eliminated the cases when $g = 7$ and 11. We have also shown that if $C(F_{23}, g)$ is imbedded on $S_1$ with $g = 5, 15$ or 17, then $r_1 = 1, r_2 = 2, r_3 = 4$, and $r_4 = 5$. This implies

\begin{align}
\sum_{i \geq 5} r_i = 11 \text{ and } \sum_{i \geq 5} ir_i = 55.
\end{align}

Now these equalities are satisfied if and only if $r_5 = 11$ and $r_i = 0$ for $i \geq 6$. Thus all the other regions in this imbedding must have five sides.

We have been considering the 'small' regions in this imbedding. As in the proof of Theorem 4.2 for the finite field of nineteen, we consider the number of sides in the regions at the zero vertex. We know that the zero
vertex must be in a region that contains the three arcs (22, 0), (0, 0) and (0, 1). The next arc in this region could be an additive arc or a multiplicative arc. Suppose it is the additive arc (1, 2). Since the arcs (22, 2) and (2, 22) are not present (g ≠ 11), this region must have more than five sides. If the next arc is a multiplicative arc, we note there is no path to vertex 22 that will yield a region with fewer than six sides. This tells us that there must be a region at the zero vertex with more than five sides. This is a contradiction as we have just shown all regions have fewer than six sides. Thus \( \gamma(F_{23}) \geq 2 \).

### 4.3 The Characterization of the Toroidal Finite Fields

Before we give the characterization we take care of one more special case. We shall show that the finite field of order 16 is not toroidal and then give the characterization of the toroidal finite fields. At this time the genus of the finite field of order 16 is unknown although it is possible to show that the genus of \( F_{16} \) is at least 3.

**Lemma 4.4** The finite field of order 16 is not toroidal.

**Proof** Let \( g \) be a generator for \( F_{16} \). Instead of considering the graph \( D = C(F_{16}, g) \), we will consider the graph \( D' \) where we have replaced each digon that consists of two additive arcs with a single edge. We note that \( \gamma(D) = \gamma(D') \). The graph \( D' \) has order 16, size 48 and is 6 regular. Suppose to
the contrary that we can imbed $D'$ on $S_1$. Then Euler's formula tells us that the number of regions, $r$, must equal 32. Thus,

$$\sum_{i \geq 1} r_i = 32,$$

and

$$\sum_{i \geq 1} ir_i = 96.$$

The most efficient imbedding of $D'$ would have $r_1 = 1$, $r_2 = 4$, and $r_3 = 16$. We have $r_1 = 1$ because of the loop. We have 4 digons, not 16 as stated in Corollary 3.2, since we replaced the digons that arise from two additive arcs with a single edge. Similarly, we have 16 possible 3-cycles in $D'$ as opposed to 64 as given in Theorem 3.4. Thus our equations above simplify to

$$\sum_{i \geq 4} r_i = 11$$

and

$$\sum_{i \geq 4} ir_i = 39.$$

Together we have

$$39 = \sum_{i \geq 4} ir_i \geq 4 \left( \sum_{i \geq 4} r_i \right) = 4(11) = 44.$$

This is clearly a contradiction and so the finite field of order 16 is not toroidal. □
Theorem 4.5 The finite field of order $q$ is toroidal if and only if $q = 8, 9, 13$ or $17$.

Proof Theorem 3.7 gave us a genus bound for the prime order finite fields. Thus the only possibilities for the toroidal finite fields of prime order have $p \leq 25$. We have already seen that when $p = 2, 3, 5, 7, \text{ and } 11$, $\gamma(F_p) = 0$. In Lemma 3.12 we showed $\gamma(F_{13}) = 1$. Theorem 3.13 has shown us that the finite field of order $17$ is not planar. However, $\gamma(F_{17}) = 1$. The rotation scheme for $C(F_{17}, 14)$ imbedded on $S_1$ can be found in Appendix A. By Theorems 4.2 and 4.3 we know that the finite fields of orders $19$ and $23$ are not toroidal. Thus we have characterized the prime order finite fields that are toroidal.

Let $t \geq 3$ and let $q = 2^t$. We start with three since we know that the graph $C(F_4, \alpha + 1)$ is planar. In Lemma 3.11 we showed $\gamma(F_8) = 1$. In Lemma 4.4 we showed that the finite field of order $16$ is not toroidal. The graph $Q_t$ is a subgraph of $C(F_{q'}, g)$ and so $\gamma(Q_t) \leq \gamma(C(F_{q'}, g))$. By Theorem 1.1 we know that when $t \geq 5$, $\gamma(Q_t) \geq 2$. Therefore, in this case, the only toroidal finite field has order $8$.

Suppose that $p \geq 3$ is a prime, $t = 2$ and let $q = p^2$. We know that this graph has order $p^2$ and size $3p^2$. Suppose that we can find an imbedding of $D = C(F_{q'}, g)$ on $S_1$. We shall show that this is only possible when $p = 3$. Using Euler's identity we find that an imbedding of $D$ on $S_1$ would have $r = 2p^2$. From Theorems 3.2 and 3.3 we know that in any
imbedding of \( D \), if \( p \geq 5, \ r_1 \leq 1, \ r_2 \leq 4, \) and \( r_3 \leq 16. \) Now the most efficient imbedding of \( D \) would have \( r_1 = 1, \ r_2 = 4, \) and \( r_3 = 16. \) Then,

\[
2p^2 - 21 = \sum_{i=1}^{24} r_i \text{ and } 6p^2 - 57 = \sum_{i=1}^{24} ir_i.
\]

Even if the remaining regions had four sides each we have

\[
6p^2 - 57 = \sum_{i=1}^{24} ir_i = 4\left(\sum_{i=1}^{24} r_i\right) = 4(2p^2 - 21).
\]

Thus \( 27 \geq 2p^2 \geq 50, \) a contradiction. Hence only the case \( p \leq 3 \) remains. We know that when \( p = 2, \) we have a planar finite field. In the proof of Theorem 3.13 we showed that the finite field of order 9 is not planar. It is toroidal since we can find a multiplicative generator that yields a toroidal graph as we have seen in Chapter II (Figure 16).

Now let \( p \geq 3 \) be a prime, let \( t \geq 3 \) and let \( q = p^t. \) In this case, the generalized Cayley graph \( C(F_q, g) \) contains a subgraph that is homeomorphic with \( C_3 \times C_3 \times C_3, \) Since \( \gamma(C_3 \times C_3 \times C_3) = 7, \) see [3], and \( \gamma(C_3 \times C_3 \times C_3) \leq \gamma(C(F_q, g)), \) we know that these finite fields are not toroidal. Thus the toroidal finite fields have orders 8, 9, 13, and 17. \( \Box \)
CHAPTER V

OTHER GENUS RESULTS

5.1 Asymptotic Results

We know that the process of constructing these generalized Cayley graphs gives us a cartesian product of cycles, a loop at the zero vertex and what we could call a near hamiltonian cycle. That is, if \( q = p' \) the graph \( C(\mathbb{F}_{q'}, g) \) can be decomposed into \( (C_p)' \), \( C_{q-1} \) and a loop. So one may ask, is it possible to say something about the genus of \( C(\mathbb{F}_{q'}, g) \) if we know something about the genus of \( (C_p)' \)? When \( p = 2 \), we know the genus of \( (C_p)' \). In general, the genus of \( (C_p)' \) is unknown. However there are asymptotic results when \( p \) is odd[11]. In this section we give asymptotic results for the genus of \( C(\mathbb{F}_{q'}, g) \), using this result.

First, we focus our attention to the case when \( p = 2 \). Suppose \( D = C(\mathbb{F}_{q'}, g) \). Here the additive generators have order two. Suppose \( \alpha' \) is one such additive generator. Here we replace the two arcs \((a + \alpha', a)\) and \((a, a + \alpha')\) with a single undirected edge (see Figure 63). Thus the additive structure of \( D \) is isomorphic to the \( t \)-cube, \( Q_t \).
Theorem 5.1 Let \( t \geq 2, \ q = 2^t \), and suppose \( D = C(F_q, g) \). Then

\[
\gamma(D) = \gamma(Q_t) = 1 + 2^{t-3} (t - 4).
\]

Proof. As we have just noted, the additive structure of \( D \) is isomorphic to \( Q_t \). This tells us that \( \gamma(Q_t) \leq \gamma(D) \). However, to get an imbedding of \( D \), we may simply add handles to an imbedding of \( Q_t \). That is, we may add handles for each multiplicative edge. Of course, we need not add a handle for the loop at zero, nor do we need to add a handle for the \( t \) digons that consist of one multiplicative and one additive edge (see Corollary 3.2). We note that this is actually \( t \), not \( 2t \), since we replaced each additive digon with a single edge. This tells us that \( \gamma(D) \leq \gamma(Q_t) + 2^t - t - 1 \). So we have that

\[
\gamma(Q_t) \leq \gamma(D) \leq \gamma(Q_t) + 2^t - t - 1,
\]

or rather,

\[
1 + 2^{t-3} (t - 4) \leq \gamma(D) \leq 2^{t-3} (t+4) - t.
\]
This implies

$$1 \leq \frac{\gamma(D)}{1 + 2^{r-3}(t-4)} \leq 1 + \frac{2^r - r - 1}{1 + 2^{r-3}(t-4)}.$$ 

Since \( \frac{2^r - r - 1}{2^{r-3}(t-4) + 1} \to 0 \) as \( t \to \infty \), we have that \( \gamma(D) = 1 + 2^r(t - 4) \), which is equal to \( \gamma(Q_4) \). □

Now we direct our attention to the case where \( p \) is an odd prime.

We shall derive an asymptotic result for the finite field of order \( p^r \). We know that, for \( p \geq 5 \),

$$1 + \left( \frac{p-2}{4} \right)^p \leq \gamma(C_p)^p \leq \left( \frac{p-2}{4} \right)^p + \frac{p^p}{4} - \frac{p^{p-2}}{2} + \frac{p^{p-2} - 1}{2} + \frac{p^2}{4} + \frac{p}{4} + 1$$

as shown in [11]. We shall use this to prove the following result.

**Theorem 5.2** Let \( p \) be an odd prime and let \( q = p^r \). Let \( D = C(F_q, g) \). Then,

$$\gamma(D) = \frac{p^{p+1}}{4}.$$

**Proof** The subgraph of \( D \) containing all of its additive edges forms a graph that is isomorphic to \( (C_p)^p \), the cartesian product of \( p \) cycles of length \( p \). This tells us that \( \gamma(C_p)^p \leq \gamma(D) \). We may find an upper bound for the genus of \( D \) by taking an imbedding of \( (C_p)^p \) and adding handles for the multiplicative edges. It is not necessary to add a handle for the loop at
zero, nor do we need to add a handle for the $2p$ digons which consist of one multiplicative and one additive edge (see Theorem 3.1). This tells us that $\gamma(D) \leq \gamma(C_p)^p + p^p - 2p - 1$. Together we have $\gamma(C_p)^p \leq \gamma(D) \leq \gamma(C_p)^p + p^p - 2p - 1$. So our genus bounds for $(C_p)^p$ from above tell us

\begin{equation}
1 + \frac{p - 2}{4} p^p \leq \gamma(D)
\end{equation}

and

\begin{equation}
\gamma(D) \leq \left(\frac{p - 2}{4}\right) p^p + \frac{p^p}{4} - \frac{p^{p-1}}{2} + \frac{p^{p-2}}{2} - 1 - \frac{p^2}{4} + \frac{p}{4} + 1 + p^p - 2p - 1.
\end{equation}

If we divide both sides of the inequality found in (5.1) by $\frac{p^{p+1}}{4}$, we have

\[
\frac{4}{p^{p+1}} + \frac{p - 2}{p} \leq \frac{\gamma(D)}{\frac{p^{p+1}}{4}}.
\]

Similarly, we may use (5.2) to see that

\[
\frac{\gamma(D)}{\frac{p^{p+1}}{4}} \leq \frac{p - 2}{p} + \frac{1}{p} - \frac{2}{p^p} \frac{1}{p} + 2 \left(p^{p-2} - 1\right) - \frac{1}{p^{p-1}} + \frac{1}{p^2} + \frac{4}{p} - \frac{8}{p^p}.
\]

Then as $p \to \infty$, we have that
This tells us that as \( p \to \infty \), \( \gamma(D) = 
abla f \). □

**Corollary 5.3** \( \gamma(\mathbb{F}_{p^r}) = \frac{p^r-1}{4} \).

### 5.2 The Maximum Genus of a Finite Field

As we have seen, determining the genus of a finite field is quite complex. However, finding the maximum genus of a finite field is relatively easy. Recall that the maximum genus of a graph is the maximum genus among all surfaces in which that graph can be 2-cell imbedded. As it turns out, the maximum genus of the graph \( C(\mathbb{F}_{q^r}, g) \) is independent of \( g \). Suppose \( g \) and \( h \) generate \( \mathbb{F}_{q^r}^\times \). Then \( \gamma_m(C(\mathbb{F}_{q^r}, g)) = \gamma_m(C(\mathbb{F}_{q^r}, h)) \). We will show this in the proof of Theorem 5.4.

**Theorem 5.4** Let \( p \) be a prime, let \( t \) be a positive integer and let \( q = p^t \). Suppose that \( g \) generates \( \mathbb{F}_{q^r}^\times \) and let \( D = C(\mathbb{F}_{q^r}, g) \). Then \( D \) is upper imbeddable and

\[
\gamma_m(D) = \left\lceil \frac{tp^t + 1}{2} \right\rceil.
\]
Proof Theorem 1.G tells us that in order to show that $D$ is upper imbeddable, it suffices to show that $D$ has a splitting tree. We note that the multiplicative edges in $D$ form a cycle of length $p'-1$. In fact, this cycle contains all the vertices except the zero vertex. Let $T$ be the tree formed by taking all but one multiplicative edge along with the edge from zero to one. Then it is clear that $T$ is a spanning tree. We have seen that the additive edges of $D$ form a cartesian product of $t$ $p$-cycles. Thus removing the additive edge from zero to one in this cartesian product leaves a connected graph. Thus, $D - E(T)$ is connected. This tells us that $T$ is in fact a splitting tree. Thus, Theorem 1.G implies that $D$ is upper imbeddable. Then by Theorem 1.F, we know that

$$\gamma_M(D) = \left\lceil \frac{tp' + 1}{2} \right\rceil.$$ 

We note that this splitting tree is independent of the multiplicative generator. Therefore the maximum genus is independent of the multiplicative generator as well. □

We define the maximum genus of a finite field $\mathbb{F}_q$ to be the maximum genus of $C(\mathbb{F}_q, g)$ for any multiplicative generator $g$. So as an immediate corollary to Theorem 5.4 we have the following result.

**Corollary 5.5** $\gamma_M(\mathbb{F}_q) = \left\lceil \frac{tp' + 1}{2} \right\rceil$. 
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5.3 Finite Number of Finite Fields of a Given Genus

In Chapters III and IV we saw that there is a finite number of finite fields that are planar and toroidal respectively. Let us define the function $f$ as $f(n) = |\{q \mid \gamma(F_q) = n\}|$. Then $f(0) = 6$ and $f(1) = 4$ by Theorems 3.13 and 4.5.

In Chapter I we noted the theorem by Maschke which shows that there is an infinite number of planar finite groups. There is an infinite number of toroidal finite groups as well [12]. However, for each $n \geq 2$, there are only finitely many groups of genus $n$ [15]. A natural question to ask is whether or not there is always a finite number of finite fields for a given genus. That is, is it true that $f(n) < \infty$ for all $n \geq 0$? The answer is yes and we prove this below.

**Theorem 5.6** For each $n \geq 0$, $f(n) < \infty$.

**Proof** By Theorem 3.7 we know that the finite field of order $p$ satisfies

$$\gamma(F_p) \geq \frac{p - 15}{10}.$$

So for a fixed genus $n$ we have only finitely many $p$ that satisfy the above inequality.

Now let us consider the finite fields of order $p^2$. We need not consider the cases $p = 2$ and 3 for we know that $f(0)$ and $f(1)$ are finite. So let $p \geq 5$. By using Theorem 3.8 we get the bound
\[ \gamma\left( \mathbb{F}_{p^t} \right) \geq \frac{2p^2 - 15}{10}. \]

Again, for a fixed genus \( n \) we have only finitely many \( p \) that satisfy the above inequality.

Next let us consider the finite field of order \( q = 2^t \), where \( t \geq 3 \). Then we know \( \gamma(\mathbb{F}_q) \geq \gamma(Q_t) = 1 + 2^{t-3}(t-4) \). Thus we have finitely many \( t \) which satisfy this inequality for a fixed genus \( n \).

Lastly we consider the finite fields of order \( q = p^t \) where \( p \geq 3 \) and \( t \geq 3 \). Theorem 3.8 gives us a bound for the genus if \( q = 2^t \) or \( 3^t \). We wish to include \( 3^t \) and so we modify the proof of Theorem 3.8 to get another bound. To do this we use the bounds for both \( r_1 \) and \( r_2 \); we will not use the bound for \( r_3 \). We note that this theorem excludes the case \( q = 3^t \) when we count the number of possible 3-sided regions. By simply using the bounds for \( r_1 \) and \( r_2 \) we may get a bound which would include the case \( q = 3^t \). So using \( r_1 = 1 \) and \( r_2 = 2t \) we get the bound

\[ \gamma\left( \mathbb{F}_{p^t} \right) \geq \frac{(t-2)(p^t - 2)}{6} \geq \frac{p^3 - 2}{6}. \]

For a fixed genus \( n \), we have finitely many \( p \) which satisfy the inequality \( \gamma\left( \mathbb{F}_{p^t} \right) \geq \frac{p^3 - 2}{6} \). Also for each such \( p \) we have finitely many \( t \) which satisfy the inequality \( \gamma\left( \mathbb{F}_{p^t} \right) \geq \frac{(t-2)(p^t - 2)}{6} \).
Therefore, for a fixed \( n \) we have finitely many \( p' \) which satisfy each of the above inequalities. This tells us that there are finitely many finite fields of a given genus. Thus, for each \( n \geq 0 \), \( f(n) < \infty \). \( \square \)
6.1 Conclusions and Open Problems

In Chapter II we calculated various parameters. We still do not know the chromatic number for most generalized Cayley graphs for finite fields. Corollary 2.4 tells us that the chromatic number for the graphs that model the prime order finite fields is either 3 or 4. It would be interesting to see how many prime order finite fields have chromatic number 3 and how many have chromatic number 4, if there are any at all. In Theorem 2.5 we found the edge chromatic number for a large class of finite fields; the edge chromatic number for the other finite fields is not yet known. Also in Chapter II we defined and found various automorphism groups. There are many such automorphism groups left to investigate. There is another automorphism group, not mentioned in Chapter II, that could be studied. This would be the automorphism group where we respect directions yet ignore colors.

In Chapter V we showed that \( f(n) \) is always finite. In fact, Theorems 3.13 and 4.5 have shown us \( f(0) = 6 \) and \( f(1) = 4 \). By using our genus bounds we can show that \( 1 \leq f(2) \leq 4 \). We know that the finite field
of orders 19 has genus 2. The other possibilities for those finite fields $F_q$ with $\gamma(F_q) = 2$ are $q = 23, 29$ and 31. As we mentioned in Chapter IV, it is possible to show that $\gamma(F_{16}) \neq 2$. So the finite fields of genus 2 have prime orders. There are various questions one could ask about the function $f$. First, does $f$ attain a maximum? If $f$ does attain a maximum, where does it occur? In particular, does $f$ attain a maximum at 0? Also, is there an $n$ such that $f(n) = 0$? That is, is there a number $n$ such that there are no finite fields of genus $n$? If there are $n$ such that $f(n) = 0$, how many are there? Are there an infinite or finite number of such $n$?

In Chapter V we found the maximum genus for each finite field and we also obtained some asymptotic results. These asymptotic results were for two classes of finite fields, namely, those of order $2^t$ and order $t'$. It would be interesting to find asymptotic results for other classes of finite fields, such as those of order $3^t$ and order $5'$.

Theorem 3.7 gave us bounds for the number of $i$-sided regions, $1 \leq i \leq 4$, for the prime order finite fields. In turn, this gave us a genus bound for those finite fields. Using this we were able to characterize the planar and toroidal finite fields. By counting the number of closed walks of length 5 in these graphs we could improve our genus bound. As we have just mentioned above the finite fields of order 29 and 31 might have genus 2. Perhaps the improved genus bound could show us that these finite fields do not have imbeddings on the double torus.
Throughout this dissertation we have been imbedding these graphs on orientable surfaces. We denote the nonorientable surface of genus $h$ by $N_h$ ($h \geq 1$). The nonorientable genus of a graph $G$, denoted by $\gamma(G)$, is defined to be the minimum $h$ such that $G$ can be imbedded in the nonorientable surface $N_h$. One may define the nonorientable genus of a finite field $F$ to be

$$\gamma(F) = \min \{\gamma(C(F, g))\}$$

where the minimum is taken over all $g$ that generate $F^*$. Thus we can ask which finite fields have nonorientable genus $h$ for $h \geq 1$? To help answer this question we can follow the strategy we used in the orientable case. That is, we may use Corollary 3.5 along with the nonorientable form of Euler's identity. This form tells us if $G$ is a connected graph of order $n$ and size $m$ that is 2-cell imbedded on $N_h$ with $r$ regions, then $n - m + r = 2 - h$.

We also have various questions if we modify how we define these generalized Cayley graphs. Recall we use one element to generate the multiplicative edges in our graphs. One can also examine the graphs where we use more than one element to generate the set of multiplicative edges, or use an element that does not necessarily give us a cycle of length $q - 1$. For example, we used the element 3 to generate the multiplicative edges for the finite field of order 7. Suppose we use the element 2 instead.
In this case the multiplicative edges would consist of a loop at 0 and two disjoint 3-cycles, as opposed to a loop and a single 6-cycle. We could then define the genus of a finite field to be $\gamma(F) = \min \{\gamma(C(F, A))\}$ where the minimum is taken over all $A$, where $0, 1 \in A$ such that $A$ is a set of elements that we use to model the multiplicative structure of the finite field. With this definition we could ask all the questions that we answered for our original definition of a generalized Cayley graph.
Appendix A

Rotational Imbedding Schemes for $F_8, F_{11}, F_{13}$ and $F_{17}$
A Rotation Scheme for an Imbedding of $C(\mathbb{F}_g, \alpha)$ on $S_1$.  

$p_0: (0, 0, 1, \alpha^2, \alpha)$
$p_1: (0, \alpha, \alpha + 1, \alpha^2 + 1, \alpha^2 + 1)$
$p_2: (0, \alpha^2, \alpha^2 + \alpha, \alpha + 1, 1)$
$p_{\alpha + 1}: (1, \alpha, \alpha^2, \alpha^2 + \alpha, \alpha^2 + \alpha + 1)$
$p_{\alpha^2}: (1, \alpha^2 + 1, \alpha^2 + \alpha, \alpha, \alpha + 1)$
$p_{\alpha^2 + 1}: (1, \alpha^2 + \alpha + 1, \alpha^2 + \alpha + 1, \alpha^2)$
$p_{\alpha^2 + \alpha}: (\alpha, \alpha^2, \alpha^2 + \alpha + 1, \alpha^2 + \alpha + 1, \alpha + 1)$
$p_{\alpha^2 + \alpha + 1}: (\alpha + 1, \alpha^2 + \alpha, \alpha^2 + \alpha + 1, \alpha^2 + \alpha + 1)$

A Rotation Scheme for an Imbedding of $C(\mathbb{F}_g, \alpha^2)$ on $S_1$.  

$p_0: (0, 0, 1, \alpha^2, \alpha)$
$p_1: (0, \alpha + 1, \alpha^2 + \alpha + 1, \alpha^2 + 1, \alpha^2)$
$p_2: (0, \alpha^2 + \alpha, \alpha + 1, \alpha^2 + \alpha + 1, \alpha^2 + 1)$
$p_{\alpha + 1}: (1, \alpha, \alpha^2 + \alpha + 1, \alpha^2 + \alpha + 1)$
$p_{\alpha^2}: (0, 1, \alpha^2 + 1, \alpha^2 + \alpha, \alpha^2 + \alpha)$
$p_{\alpha^2 + 1}: (1, \alpha^2 + \alpha + 1, \alpha^2, \alpha, \alpha^2)$
$p_{\alpha^2 + \alpha}: (\alpha, \alpha^2, \alpha^2 + 1, \alpha^2 + \alpha + 1, \alpha)$
$p_{\alpha^2 + \alpha + 1}: (1, \alpha + 1, \alpha^2 + \alpha + 1, \alpha^2 + \alpha + 1)$

A Rotation Scheme for an Imbedding of $C(\mathbb{F}_g, \alpha^3)$ on $S_1$.  

$p_0: (0, 0, 1, \alpha^2, \alpha)$
$p_1: (0, \alpha + 1, \alpha^2 + \alpha + 1, \alpha^2 + 1, \alpha^2)$
$p_2: (0, \alpha^2 + \alpha, \alpha^2 + \alpha, \alpha^2 + \alpha + 1, \alpha + 1)$
$p_{\alpha + 1}: (1, 1, \alpha, \alpha^2 + \alpha + 1, \alpha^2 + 1)$
$p_{\alpha^2}: (0, \alpha^2 + 1, \alpha^2 + 1, \alpha^2 + \alpha + 1, \alpha^2 + \alpha)$
$p_{\alpha^2 + 1}: (1, \alpha + 1, \alpha^2 + \alpha + 1, \alpha^2 + \alpha + 1, \alpha^2)$
$p_{\alpha^2 + \alpha}: (1, \alpha^2, \alpha^2 + \alpha + 1, \alpha, \alpha)$
$p_{\alpha^2 + \alpha + 1}: (\alpha + 1, \alpha, \alpha^2 + \alpha, \alpha^2 + \alpha + 1)$
A Rotation Scheme for an Imbedding of $C(\mathbb{F}_{11}, 2)$ on $S_1$.

$\rho_0: (0, 0, 1, 10)$
$\rho_1: (0, 6, 2, 2)$
$\rho_2: (1, 1, 3, 4)$
$\rho_3: (2, 6, 7, 4)$
$\rho_4: (2, 3, 8, 5)$
$\rho_5: (4, 8, 6, 10)$
$\rho_6: (1, 5, 7, 3)$
$\rho_7: (3, 6, 8, 9)$
$\rho_8: (4, 9, 7, 5)$
$\rho_9: (7, 8, 10, 10)$
$\rho_{10}: (0, 9, 9, 5)$

A Rotation Scheme for an Imbedding of $C(\mathbb{F}_{13}, 6)$ on $S_1$.

$\rho_0: (0, 0, 1, 12)$
$\rho_1: (0, 6, 11, 2)$
$\rho_2: (1, 3, 9, 12)$
$\rho_3: (2, 4, 5, 7)$
$\rho_4: (3, 11, 5, 5)$
$\rho_5: (3, 4, 4, 6)$
$\rho_6: (1, 7, 5, 10)$
$\rho_7: (3, 6, 12, 8)$
$\rho_8: (7, 10, 9, 9)$
$\rho_9: (2, 8, 8, 10)$
$\rho_{10}: (6, 9, 8, 11)$
$\rho_{11}: (1, 10, 12, 4)$
$\rho_{12}: (0, 2, 11, 7)$
A Rotation Scheme for an Imbedding of $C(F_7, 14)$ on $S_1$. 

$\rho_0$: (0, 0, 1, 16)  
$\rho_1$: (0, 14, 11, 2)  
$\rho_2$: (1, 11, 5, 3)  
$\rho_3$: (2, 4, 8, 16)  
$\rho_4$: (3, 5, 5, 10)  
$\rho_5$: (2, 6, 4, 4)  
$\rho_6$: (5, 15, 16, 7)  
$\rho_7$: (6, 8, 9, 13)  
$\rho_8$: (3, 10, 9, 7)  
$\rho_9$: (7, 8, 10, 14)  
$\rho_{10}$: (4, 11, 9, 8)  
$\rho_{11}$: (1, 10, 12, 2)  
$\rho_{12}$: (11, 13, 13, 15)  
$\rho_{13}$: (7, 14, 12, 12)  
$\rho_{14}$: (1, 15, 13, 9)  
$\rho_{15}$: (6, 12, 14, 16)  
$\rho_{16}$: (0, 3, 6, 15)
Appendix B

The Graphs $C(\mathbb{F}_{19}, g)$ and $C(\mathbb{F}_{23}, g)$
$C(F_{19}, 14)$
$C(F_{23}, 5)$
$C(\mathbb{F}_{23}, 7)$
$C(F_{23}, 11)$
$C(\mathbb{F}_{15}, 15)$
$C(\mathbb{F}_{23}, 17)$
Appendix C

Rotational Imbedding Schemes for $F_{19}$
A Rotation Scheme for an Imbedding of $C(F_{19}, 3)$ on $S_2$.

$p_0: (0, 0, 1, 18)$
$p_1: (0, 13, 3, 2)$
$p_2: (1, 3, 7, 6)$
$p_3: (1, 4, 9, 2)$
$p_4: (3, 14, 12, 5)$
$p_5: (4, 15, 6, 8)$
$p_6: (2, 7, 5, 18)$
$p_7: (2, 15, 8, 6)$
$p_8: (5, 7, 9, 9)$
$p_9: (3, 8, 8, 10)$
$p_{10}: (9, 11, 11, 16)$
$p_{11}: (10, 10, 14, 12)$
$p_{12}: (4, 11, 13, 17)$
$p_{13}: (1, 17, 12, 14)$
$p_{14}: (4, 13, 11, 15)$
$p_{15}: (5, 16, 14, 7)$
$p_{16}: (10, 15, 17, 18)$
$p_{17}: (12, 13, 18, 16)$
$p_{18}: (0, 6, 16, 17)$
A Rotation Scheme for an Imbedding of $C(\mathbb{F}_{19}, 2^1)$ on $S_2$.

\[ \rho_0: (0, 0, 1, 18) \]
\[ \rho_1: (0, 2, 2, 10) \]
\[ \rho_2: (1, 1, 4, 3) \]
\[ \rho_3: (2, 4, 6, 11) \]
\[ \rho_4: (2, 8, 5, 3) \]
\[ \rho_5: (4, 10, 12, 6) \]
\[ \rho_6: (3, 5, 12, 7) \]
\[ \rho_7: (6, 13, 14, 8) \]
\[ \rho_8: (4, 16, 7, 9) \]
\[ \rho_9: (8, 14, 18, 10) \]
\[ \rho_{10}: (1, 11, 5, 9) \]
\[ \rho_{11}: (3, 15, 12, 10) \]
\[ \rho_{12}: (5, 11, 13, 6) \]
\[ \rho_{13}: (7, 12, 16, 14) \]
\[ \rho_{14}: (7, 13, 15, 9) \]
\[ \rho_{15}: (11, 14, 16, 17) \]
\[ \rho_{16}: (8, 17, 15, 13) \]
\[ \rho_{17}: (15, 16, 18, 18) \]
\[ \rho_{18}: (0, 9, 17, 17) \]
A Rotation Scheme for an Imbedding of $C(F_{19}, 14)$ on $S_2$.

\[ \begin{align*}
\rho_0 &: (0, 0, 1, 18) \\
\rho_1 &: (0, 2, 14, 15) \\
\rho_2 &: (1, 3, 9, 11) \\
\rho_3 &: (2, 4, 4, 7) \\
\rho_4 &: (3, 3, 18, 5) \\
\rho_5 &: (4, 18, 13, 6) \\
\rho_6 &: (5, 14, 8, 7) \\
\rho_7 &: (3, 6, 8, 10) \\
\rho_8 &: (6, 9, 17, 7) \\
\rho_9 &: (2, 10, 8, 12) \\
\rho_{10} &: (7, 11, 17, 9) \\
\rho_{11} &: (2, 12, 13, 10) \\
\rho_{12} &: (9, 16, 13, 11) \\
\rho_{13} &: (5, 11, 12, 14) \\
\rho_{14} &: (1, 6, 13, 15) \\
\rho_{15} &: (1, 14, 16, 16) \\
\rho_{16} &: (12, 17, 15, 15) \\
\rho_{17} &: (8, 10, 18, 16) \\
\rho_{18} &: (0, 17, 5, 4)
\end{align*} \]
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