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This study described and evaluated a new procedure to assess item bias in a minimum-competency test (MCT). This procedure was thought to be capable of estimating the degree of bias contained in a given test item. This is in contrast to traditional item bias detection procedures which focus on the presence or absence of bias in an item. Furthermore, the procedure was thought to be capable of estimating item bias in such a way that the aggregate of item bias (AIB) could be obtained.

The chi-square was found to be the most practical of the item bias procedures and the AIB uses a member of this family. The AIB computes a phi correlation coefficient, squares this to obtain an estimate of the coefficient of determination which estimates the percentage of item
variance which is attributable to the demographic characteristic used to separate the subgroups. The coefficient of determination is multiplied by the variance of the item to obtain an estimate of bias in the item and each resulting number is aggregated across test items to obtain an estimate of total item bias in the test.

The AIB was compared to an adaptation of a traditional item bias detection procedure (SSTD) computed on the same data set. The SSTD was a simple directional count of biased items determined by the chi-square procedure. Seven estimates were obtained for both procedures on subgroups which were randomly constructed. An F-test was made on the ratio of the variances of the two procedures. The AIB was found to be the more stable of the two procedures. Subsequent analyses showed that the AIB and SSTD were consistent in their determination of the direction of bias (against Black students) and this was in agreement with population data showing Black students scoring one standard deviation below White students. A t-test of results within the two procedures across the two score points showed that it was allowable to combine these results in the analyses, i.e., scores one and two points below the score which defines a minimally competent student. The AIB was found to be a promising alternative to traditional bias detection procedures.
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CHAPTER I

STATEMENT OF THE PROBLEM

The use of criterion-referenced tests (CRTs) is gaining in popularity in American schools. CRTs are designed to assist in the making of dichotomous decisions about test takers: competent or incompetent, master or nonmaster, pass or fail, and so on. One of the uses of a CRT may be as a minimum-competency test (MCT); for example, a score on an MCT may be used as a requirement for graduation from a school system. Students who score below a specified level are considered "incompetent" and denied graduation. Students at or above the score are considered "competent" and allowed to graduate. This sort of decision is of such importance that extreme care must be taken to ensure that the test used is valid and reliable for that purpose.
Because CRTs and MCTs are used to make absolute rather than relative decisions on performance, the indices for reliability and validity should differ from traditional (norm-referenced) procedures. Rather than measuring test score stability, reliability indices for CRTs and MCTs focus on the stability of decisions made with the test (Swaminathan, Hambleton & Algina, 1974). Test score instabilities that do not effect decisions are not seen as a significant factor in the reliability of a CRT. (Note: the use of the word "effect" is deliberate and reflects the absolute decisions based on test scores.)

Validation of CRTs requires the consideration of a number of factors pertaining to the construction, administration and use of the tests. Among these is that the test must discriminate between students based upon the skills that the test is intended to measure and not discriminate between students based upon irrelevant factors such as demographic characteristics (e.g., race or gender). Any test which discriminates along one of these irrelevant dimensions is considered to be biased with respect to that dimension. Bias, then, is seen as a threat to validity in a test when it is used to measure the skills of students who vary along a dimension upon
which the test has been shown to be biased. In other words, interpretations of test scores in a biased instrument are ambiguous due to lack of specific knowledge of the interaction of competency and bias on test score. Such ambiguity is unacceptable in a test used to make decisions as important as graduation from high school.

Bias in tests has traditionally been investigated in two areas: test bias and item bias. Test bias has been defined as the measured differences among test scores of demographically diverse students of equal competency and is attributable to individual differences along the irrelevant demographic characteristic (Shephard, Camilli & Averill, 1980). Item bias has been defined as the measured difference on a specific item between equally competent students who vary demographically (Shephard et al., 1980). This study will focus on item bias and will do so with a perspective similar to that of Swaminathan et al. (1974) on reliability, in that bias which does not effect decision making will not be included in the estimated bias of an item on an MCT. This focus will later serve as a basis for the selection of a particular level of competence in the sample studied.
Item bias procedures have been useful in decision making relative to an individual item on a test. Procedures have been developed to identify specific items which are likely to contain item bias (e.g., Angoff & Ford, 1973; Green & Draper, 1972; Ironson & Subkoviak, 1979; Lord, 1980; Scheuneman, 1979; and Wright, 1977). These procedures can be used to determine which items on a test should be considered for alteration or exclusion. None of the procedures, however, is useful in determining the impact of item bias on the total test score or on decisions based upon that score. They are intended only as a means of flagging items which are likely to contain bias. None allows for the aggregation of bias across items to estimate the total item bias in the test or as a means of comparing tests on the basis of total item bias. Consequently, if conclusions concerning test bias are to be made on the basis of item information, procedures must be developed and tested.

Objective of the Study

The objective of this study is to present and evaluate a new procedure for the assessment of bias in items on minimum-competency tests. The presented
procedure is similar to other item bias procedures in that it uses a statistic from the chi-square family of non-parametric statistics. The procedure is different in that rather than attempting to determine whether or not bias is present in a given item, this procedure will attempt to estimate the degree of bias in the item. Furthermore, the bias estimates are thought to be capable of being aggregated across test items on a minimum-competency test in such a way that inferences can be made as to the aggregated item bias contained in the test.

The evaluation of the presented bias assessment procedure will compare the stability of obtained results to those obtained with a traditional bias procedure. Stability is a relative term. For a bias procedure to be of use, it must be stable. If the presented bias procedure is found to be more stable across applications than traditional bias detection techniques, it might be a more useful approach to the detection of biased items. Also, since the bias in the items is measured in such a way that it can be aggregated across all the items on the test, further use could be made of the procedure.
Traditional item bias detection procedures inspect some aspect of performance on an item and make a determination as to whether the item is biased. No inference can be made as to the degree of bias in the item. The only way to aggregate such information across items on a test is to count the number of biased items that were found on the test. Comparisons of tests based on amount of bias may not be directly determinable from the number of biased items on the test. This is because items may contain different degrees of bias, and this bias, when aggregated, may have greater or lesser total impact on the total test score.

In light of these factors, the objective of this study is to present and evaluate a new item bias detection procedure, one that generates bias estimates which can be aggregated across items in the test. A parallel application will be made of a traditional item bias detection procedure. The two procedures will be applied to a data set and their stabilities compared.
CHAPTER II

REVIEW OF THE LITERATURE

The objectives of this review of the literature are: to set the study in an historical perspective; to establish a framework for the study; to define terms used in the study; and to establish a conceptual background upon which the study can be evaluated.

Types of Tests

This review will cover three types of tests, norm-referenced, criterion-referenced and minimum-competency. Each of these refer more specifically to the way in which a score is used rather than some characteristic of the test itself. Examination of a test item would not yield information concerning the way in which the score from that item was used (Popham & Husek, 1969), yet the use of the score determines to a great degree the technical quality of the item.
Norm-Referenced Tests

Norm-referenced tests (NRTs) are tests developed to make relative judgements about test-taker performance in relation to some comparison group (Hambleton, Mills, Simon & Livingston, 1980). Because of this, items on an NRT are chosen (partially) on the basis of their ability to differentiate student performance. An item which does not produce variability in student performance will most likely be rejected (Berk, 1981). Relative decisions cannot be made based upon item performance with no difference between students. The item would be rejected irrespective of the educational significance of its content.

Norm-referenced tests can be designed to offer information specific to different comparison groups. A score from a test can be viewed with regard to all test takers and/or some subset of test takers (e.g., males, ten-year-olds or private school students). This information can be used to make inferences about different individual students and subgroups of students relative to other students and subgroups of students. Much of the testing which done in the public schools is of this type. A school district can compare the performance of the their students...
to other school districts with similar demographic characteristics. Additionally, because of the variability in the test scores, these tests are easily used in correlational or predictive studies of later behavior.

**Criterion-Referenced and Minimum-Competency Tests**

Criterion-referenced tests (CRTs) and minimum-competency tests (MCTs) will be discussed together. This is due to the similarity of these two testing strategies. Minimum-competency tests will be viewed as a subset of CRTs. At times literature from CRTs will be used to describe MCTs. In such cases the language will speak of CRTs to reflect the content of the source; however, the reader should be aware that the information is intended to support the understanding of MCTs.

Glaser (1963) was the first to mention a need for an alternative to norm-referenced testing. Norm-referenced tests (NRTs) were seen as limiting when making decisions on educational programming for students.

Norm-referenced tests are constructed, principally, to facilitate the comparison of individuals (or groups) with one another or with respect to a norm group in the content area measured by the test. Criterion-referenced tests...are constructed to permit the
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interpretation of individual (and group) test scores in relation to a set of clearly defined objectives and competencies (Hambleton et al., 1980, p. 3).

What has evolved over the eighteen years since Glaser's paper is a separate body of test development procedures whose objectives are considerably different from those of norm-referenced test development procedures. The objective of CRTs is to compare an individual's performance to some criterion: "For example, the dog owner who wants to keep his dog in the back yard...wants to find out how high the dog can jump so that he can build a fence high enough.... How the dog compares to other dogs is irrelevant" (Popham & Husek, 1969, p. 2). Since NRTs are intended to ascertain an individual's performance relative to others, applications of NRTs will differ from those of CRTs (Popham & Husek, 1969). Because of these different objectives, items chosen for inclusion on CRTs and MCTs do not consider variability of student performance. If the content of an item is thought to be important, it will likely be included in the test even if all students answer it correctly.
Citing a definition for criterion-referenced testing is not a clear task. Gray (1978) listed fifty-seven definitions for criterion-referenced testing obtained from the literature. Although the differences between these definitions are often minor, one distinction seems important. Some definers of criterion-referenced testing state that the word "criterion" in CRTs refers to the use of the test to make decisions (based on a criterion or cutoff score) with regard to the competence of the test taker (see Sanders & Murray, 1976). Other definers (e.g., Millman, 1974) focus on the criterion as a domain of content or behavior to which test scores can be referenced. Although it is the second use of criterion (domain of content) that has won favor among many professionals in the field of criterion-referenced testing, it is the first use of criterion (specific score) that is most relevant to this study. This domain of content differs from the use of domain in domain-referenced testing, in that domain-referenced testing results in a probabilistic estimate of the inferential power of the sample to the domain. The use of probabilistic estimates in most criterion-referenced tests is non-existent.
Since this study deals with an MCT, the view of a criterion as a cut-score is applicable. What is important to note is that a test is criterion-referenced due to its construction (referenced to a domain of content) and a test is an MCT due to its application (used in an absolute decision-making process). A test which was developed to be norm-referenced could be used as an MCT, although this practice might not be condoned by experts. Norm-referenced tests are used to make relative decisions about test takers, such as their performance compared to other students at a given grade level. Criterion-referenced test are used to make decisions based upon some set of skills -- the student is capable of accurately computing eighty percent of a set of division problems. Minimum-competency tests are used to make absolute decisions for students -- students with scores above 45 will be allowed to participate in advanced classes. Consequently, it seems unlikely that a school district would set, as a criterion, a score below which fifty percent of the students scored and yet not know the exact characteristics of the skill measured. For more on criterion-referenced testing and minimum-competency testing, see Hambleton et al. (1980) and Bunda and Sanders (1980).
The use of MCTs is becoming widespread in the United States. As of 1980, thirty-one of the fifty states had passed legislation involving the testing of students before graduation (Berk, 1980). This has been a continuing trend over the past decade. This increase was attributed to public pressures on education for accountability in student achievement, specifically in the granting of high school diplomas (Berk, 1980).

Introduction to Bias in Testing

Much of the current and prior work in item bias detection has focused on intelligence testing. A smaller, but still significant, body of work has focused on item bias in norm-referenced achievement testing (e.g., the Scholastic Aptitude Test). It has been found that the construction and content of an item can greatly impact the bias of an item. Items containing negatives in the stem (e.g., "Which of the following is not a vehicle?") have been shown to be biased against Black students (Linn & Harnish, 1979). In the 1950's an item which used a modern desk phone as an illustration was shown to be biased against rural students (Jensen, 1980). In the first
instance, an item which was intended to measure student understanding of the concept "vehicle" appeared also to measure the students' familiarity with the use of negatives. In the second instance, lack of familiarity with the type of telephone used in the illustration biased the item. In both instances students who may have had the skill that the item was intended to measure may have incorrectly answered the item due to irrelevant factors. This is clearly a form of bias in a test item.

All biased items are not able to be detected by the inspection of the item. Subtleties in the item composition may bias an item yet elude inspection for biased content. In such cases it is only after students have taken the test and their performance is inspected in some context that an item can be seen to be biased. The procedures developed to detect this bias form a framework for the current study. No study of item bias specific to CRTs or MCTs was found in the literature, nor was any mention made of differences in item bias detection procedures for CRTs or MCTs. Investigation into this area might help to expand knowledge of possible differences in item bias detection in these tests. Differences are seen between other procedures. A number of papers in the
literature suggest that different techniques should be applied to CRTs for reliability (Linn, 1980; Millman, 1974; Hambleton & Novick, 1973; and Swaminathan et al., 1974). An index of the reliability specific to CRTs has been developed; it is the kappa coefficient (Swaminathan et al., 1974). The kappa indicates the consistency of decision in the use of a test, not the consistency of score obtained as is done with norm-referenced reliability procedures.

If CRTs have alternative indices of reliability, it may be prudent to suggest alternative techniques for the assessment of bias in CRTs and MCTs. This study seeks to apply the perspective of consistency of decision (Millman, 1974) made to the study of bias in an MCT; bias that does not effect decision making is not to be included in the bias estimate for an MCT item. This study will concentrate on the methodologies of bias detection, not on the substance of item content.
Definition of Bias

Bias in testing is a complex concept to define. In part, the definition of bias will depend upon or affect the procedure used to assess bias (Shephard et al., 1980). Generally, bias is invalidity that differentially impacts one subgroup. The presence of bias, as with all types of validity, is dependent upon the way in which a test is used (Cronbach, 1971). Therefore, bias must be viewed within a specific context. A test may be biased in one application and unbiased in another application.

Bias in testing has been broadly divided into two types: test bias and item bias. The definitions as cited by Shephard et al. (1980) are relevant to the perspectives of this study:

A test is biased if equally able individuals, from different groups, do not have equal probabilities of success...an item is biased if two individuals with equal ability but from different groups do not have the same probability of success on the item. (pp. 2-3)

The authors continue:

This understanding [definition of item bias] is difficult to operationalize because simple inspection of group differences leaves us uncertain as to which are true differences
and which are evidence of bias. The process and reasoning followed in detecting bias is much like that used in construct validation. It is the pattern and entire network of relationships that support or disconfirm validity. Similarly, bias cannot be identified in an isolated test item. Test questions designed to measure the same construct must be studied together; bias is discovered when an item does not fit the pattern established by others in the set. Bias is a contextual property; it depends on the characteristics of the items comprising the test that are used to measure the "ability" in the definition of item bias. Thus, the "bias" assessed by these techniques is "anomaly in a context of other items".... (pp. 3-4)

This study will take a similar view of item bias, and when aggregated across items on the test, to test bias. By making certain assumptions, anomalies in item performance can be directly interpreted as bias, and assigned a value which can be aggregated to derive an estimate of bias in the test. However, unlike Shephard et al., within this study performance on a given item will be viewed independently from other item performance. The impact of item intercorrelations is excluded in this perspective, but the capability of estimating the degree of bias in an item may offset this exclusion.
Item Bias Techniques

More than an dozen techniques have been developed to detect bias in test items (Shephard et al., 1980). Of these techniques, six have received support in the literature:

1. Three-parameter item characteristic curve.
2. One-parameter item characteristic curve.
3. Transformed difficulty.
4. Item discrimination indices.
5. Chi-square using correct responses only.
6. Chi-square using correct and incorrect responses.

Each of these item bias detection procedures will be described below.

Three-Parameter Item Characteristic Curve (ICC-3)

The ICC-3 is the most sophisticated of the item bias detection procedures (Lord, 1977). It is also the most complex and costly both in computational time and required sample size (the ICC-3 requires 1,000 subjects and a test of at least 40 items). The theory in which performance and bias are described is called latent trait theory. The
ICC-3 gives a graphic display of the relationship of test taker ability and the probability of the test taker correctly answering the item. The three parameters that define the curve are the discriminating power of the test item, the overall difficulty of the item, and the probability of a student with a low skill level correctly answering the question by chance. Figure 1 is a sample of what a ICC-3 curve and tangent line might look like.

![Figure 1. ICC-3 Illustration](image-url)
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The discriminating power of the item is defined as the slope of the line tangent to the curve at the point of inflection. A steeply sloped tangent line indicates high discrimination power — a small difference in test-taker ability greatly changes the probability of correctly answering the question. A tangent line with a less steep slope indicates lower discriminating power; test takers with a wide range of ability have approximately the same probability of getting the item correct.

The difficulty of the item is expressed as the point of inflection of the ICC-3 curve. The point of inflection is the point on the ICC-3 curve where the second derivative of the curve changes from positive to negative. The higher the point of inflection is in the curve, the easier the item. The lower the point of inflection is, the more difficult the item.

The probability of a test taker with low skills correctly answering the test item is displayed in the height of the curve at the lower asymptote. If the lower asymptote of the curve is at .25, a student with low skills would have a one-in-four chance of correctly answering the question (such as might be the case in a
four-option multiple choice test).

Indices have been developed using the ICC-3 to investigate differences between any of these parameters, also with parameters grouped in different ways. One of the more popular methods has been to determine ICC-3 curves for two subpopulations and to measure the area between the two curves. The area between the two curves is said to express the bias in the item (Lord, 1977). One difficulty with this method is that it does not produce an estimate of the probability that the area measured might be due to chance differences between the curves. This lack of an informed process for determining whether differences in performance on an item are due to real biases or due to chance differences in performance limit inferences which can be made as to the true bias of the item. An index developed by Wingersky (1977) combined the slope (discrimination) and inflection point (difficulty) of the ICC-3 curve. This procedure assumes that chance levels for the two subpopulations are equal. This is an ICC-2 method. The result is an index which can be tested with the chi-square, a non-parametric statistic with a significance estimate.
One-Parameter Item Characteristic Curve (ICC-1)

The ICC-1 (Duvoric, 1975) is a simplification of the ICC-3. It is conceptually similar to the ICC-3, but is less complicated due to the use of only one of the parameters used in the ICC-3 method. The ICC-1 method assumes that there is no guessing on the test (all correct answers are due to test-taker knowledge of the item) and that all items are equally discriminating. This approach is somewhat similar to the simplifying assumptions made to develop the KR-21 reliability index by assuming equally difficult items in the KR-20 index.

The most often used index for the ICC-1 is the difference in probability estimates for the two subgroups. Wright, Mead and Draba (1976) developed a way to test the fit (accuracy) of the curve to the model. The measured probability of a person of a given ability (derived from the ICC-1 curve) is subtracted from that person's score on the item. For example, a person of a given ability (based on some criterion external to the item performance) might be estimated to have a 75% chance of answering a particular item correctly. If that person correctly answers the item, he/she is given a score of 1.0 on the
item. The probability of that person correctly answering the item (.75) is subtracted from the score (1.0) on the item. The result (.25) is called a residual. For a given subgroup on a given item, all of the residuals are squared and then summed. This sum of the squared residuals is then divided by the number of persons in the subgroup to obtain an estimate of the mean squared residuals. The same procedure is performed for another subgroup. The estimates for the mean squared residuals are compared. The presence of bias in the item is estimated from the observed difference between the values for the mean square residuals for the two subgroups. If a relatively high value is found for the mean square residual, the item is assumed to be biased. There are no objective measures for determining the significance of the observed difference in the mean square residuals. This is seen as a limitation of this item bias procedure.

The usefulness of the ICC-1 is limited by the validity of the simplifying assumptions. If the items on a test are equally discriminating and guessing factors are zero, then the ICC-1 will be equivalent to the ICC-3 with considerably less calculation. These assumptions are, however, difficult to meet in the field.
Chi-Square Using Correct Scores Only (Chi-Square+)

The chi-square+ procedure was developed by Scheuneman (1979) to measure item bias in a fashion similar to ICC-3 but in a less complex and demanding way. The chi-square is a non-parametric procedure that assesses bias by considering student performances with the expectation that students with the same or similar total test score should do equally well on a given test item irrespective of the demographic characteristics of the student.

In the chi-square+ procedure students are divided into balanced subgroups based upon total test score and a demographic characteristic, for example, race. These subgroupings usually result in five bands of students by test scores. The assumption underlying the chi-square+ is that students within each of the bands of test scores are of equivalent knowledge in the content area measured by the test and should perform equally well on each item on the test. A set of expected frequencies is determined for each band of students. This set of expectations is compared with the actual performances of the students. Any difference between the observed performance and the expected performance is squared and divided by the...
expected performance. The quantities are summed across all of the bands of the students. The sum of these quantities is distributed as a chi-square. The sum is compared to the distribution of chi-squares with the appropriate number of degrees of freedom and an estimate is obtained of the probability that the difference in student performance is due to chance. The degrees of freedom are calculated by multiplying the number of subgroups minus one by the number of score bands minus one.

The chi-square+ was found to be flawed in the way it responded to items with different difficulty levels (Camilli, 1979). The difficulty levels are referred to as p-values. These values are used in classical test theory to describe the proportion of test takers who correctly answer a given question. This differential performance of the chi-square+ was said to be caused by the lack of inclusion of incorrect student performance and an unequal balance of demographic subgroups.
Chi-Square Using Correct and Incorrect Responses (Chi-Square+,-)

Camilli (1979) devised a procedure where both correct and incorrect student responses are included in the chi-square calculation. For each of the bands used in Scheuneman's chi-square+, the chi-square+,- computes an individual value using both correct and incorrect scores. This is repeated over all of the bands previously included in the chi-square+. A value is computed for each of these bands of students. The sum of these values is compared with the same chi-square significance tables as the chi-square+ procedure. The advantage of this system over the chi-square+ is that it is not sensitive to differences in p-values. The disadvantage of this method is that it requires the computation of more than one chi-square (most likely five) for each item, although only one probability estimate is still found.

Item Discrimination Index (IDI)

The IDI uses the point-biserial correlation measured between an item and the total test score for different subgroups. Point-biserial correlations are often used in
test development to screen items. The point-biserial is the appropriate correlation between the performance of a student on an item with the student's total test scores. The idea is that any item that does not correlate with the total score is not a good item or is measuring a skill different from the skills measured by the test. This is the traditional index for item discrimination used in work which has its base in classical test theory rather than latent trait theory.

Classical test theory is a set of propositions originally developed by Thurstone which state that any observed score on a test is an indicator of the test taker's "true" standing on the ability which the test measures. However, observed scores carry with them a component of measurement error which is random. Under this rubric, test items are viewed as indicators of the ability of the individuals who have taken the test. Thus characteristics of items are designated statistics rather than parameters and are likely to change when the test is given to other groups of students.
Latent trait theory views item characteristics as a set of parameters which indicate test-taker standing on a given trait and will not change with a different groups of students. Thus, the point-biserial correlations in the IDI are interpreted similarly to the slope of the tangent line in the ICC-3. They are different in that the point-biserial correlation is expected to change across groups of students and the slope of the ICC-3 is not.

In applying the IDI to the measure of item bias, differences in point-biserials for two subgroups are compared. An item should have the same or similar point-biserial for different subgroups. Green and Draper (1972) stated that an item was biased if it were in the top half of the test items when ranked by IDI for one subgroup and the lower half for another subgroup. The degree of difference within the distribution is said to reflect the amount of bias in the item.

A major difficulty was noted in the IDI. Indications of bias might be generated by mean differences between the subgroups. Since the IDI is based on the point biserial correlation coefficient, and all correlation coefficients are sensitive to variance, two subgroups with large
p-value differences on an item might indicate bias due to differences in variance within the two subgroups (Shephard et al., 1980). Variance in group performance on an item decreases as the p-value for that subgroup on that item deviates from .50. In the perspective of latent trait theory, two subgroups with large mean differences might produce high point-biserial differences even if both subgroups had identical item characteristic curves, since the point-biserial is a statistic and not a parameter. The difference between correlation coefficients is due solely to the amount of variance available in the item for each subgroup.

**Transformed Item Difficulty (TID)**

The TID was developed by Angoff and Ford (1973). An item was considered biased if it is relatively more difficult for one subgroup than for others. The p-values for each item for each subgroup were transformed to standard scores (z's) based upon the standard deviation of the p-values on the entire test for each of the subgroups. Differences in z-values between the subgroups on a given item indicate the significance of bias. Because the TID does not take into account differences in subgroup means
for the total test, bias may be accentuated or masked due to real differences between the two subgroups (Lord, 1977). The TID is therefore most useful in studies where the subpopulations have similar group means on the test.

Comparisons of Item Bias Procedures

Four studies comparing item bias procedures were reviewed. One study, Rudner, Getson and Knight (1980), used simulations to generate biased items. The other three studies (Ironson & Subkoviak, 1979; Rudner & Convey, 1978; and Shephard et al., 1980) used actual student responses. Rudner et al. (1980) used a computer to simulate biased items in a data set. This simulation was based upon the ICC-3. Some of the items on a data set were constructed to reflect bias. Bias detection procedures were evaluated based upon agreement with the simulation. The percentage of agreement on biased and non-biased items was compared. The other studies were similar in their comparisons but they used data from actual student performance. Rather than comparing the outcome of the different procedures to known bias (bias that was constructed), these studies compared the agreement of the procedures to the outcome of the ICC-3.
calculations. The ICC-3 was the standard for comparison.

In general the findings of all four studies indicated the ICC-3 to be the method of choice. However, since the ICC-3 was the method used to generate the biased item in the study by Rudner et al. (1980), it was not surprising that it was found to be the best method. What was interesting, though, was that the ICC-3 was able to detect only 80% of the biased items. In the other three studies, those that used actual student test performance, the ICC-3 was the model used to check on the accuracy of the other methods. It is considered the most elegant of the bias detection methods, actually superior to item bias techniques which apply classical test theory statistics (Shephard et al., 1980).

All four of the studies found the chi-square procedures to be the best alternative to the ICC-3.

The three-parameter methods [ICC-3] are theoretically the most sound but cannot be used properly without samples of at least 1,000. Given that bias detection techniques are never to be used as hard and fast criteria for rejecting test items, it is safe to recommend that the Scheuneman chi-square [chi-square+] with the Camilli modification [chi-square+,-1] could be used as the best substitute for the ICC-3.... (Shephard et al., 1980, p. 75)

Two techniques -- item characteristic curve
with three parameters and chi-square with five intervals [Scheuneman, 1979] — produced fairly accurate results under all investigated conditions. (Rudner et al., 1980 p. 9)

Each of the other techniques was found to be lacking, either in its sensitivity to irrelevant factors or its insensitivity to relevant factors.

Summary

There are distinct differences between norm-referenced tests and criterion-referenced and minimum-competency tests. Because of these differences alternative indices of reliability are used. This is seen as support for the development of a different index for the estimation of bias in MCTs. If this index is intended to parallel the differences between reliability in NRTs and MCTs, it should focus on consistency of decision not on consistency of test score.

A number of different item bias detection procedures are available. The one most supported by the literature is the ICC-3 (Lord, 1977). However, the ICC-3 is very costly in computer time and requires a large sample size to obtain stable estimates. The best alternative to the
ICC-3 is the chi-square+,- (Camilli, 1981).
CHAPTER III

METHODOLOGY

This chapter details the logic behind the presented bias detection procedure, and describes that procedure and a study to investigate its stability.

Development of an Aggregable Bias Technique

The stated objective of the study is to present and evaluate a procedure to estimate item bias that can be aggregated across test items to obtain an estimate of the aggregated item bias (AIB). To accomplish this, a shift in focus from traditional item bias detection is necessary. No attempt is made in traditional item bias detection procedures to combine the results across items on a test to estimate the impact of item bias aggregated across all items in the test. This is due in part to the
focus of these procedures on the determination of the presence of bias through a probability estimate. This probability estimate is not directly interpretable as an estimate of the amount of bias in the item, but rather a statement of the certainty that the item is indeed biased. The item bias procedures of classical test theory, particularly the chi-square, are affected by the number of observations included in the calculations. The larger the number of observations included, the more sensitive the procedures are to small differences in the dependent measure (i.e., student performance on the item). Computed probability estimates can be low (significant) due to the strength of the relationship or due to the number of observations included in the calculations. Therefore, no attempt is made to infer the degree of the bias through these probability estimates.

If an estimate of the degree of bias in an item is desired, what is needed is a statistic that directly investigates the strength of the relationship between demographic characteristics (irrelevant dimensions) and item performance. This procedure would not consider bias as an all-or-none characteristic of an item but as a characteristic of an item which can vary by degree. Such
a statistic exists: it is the phi statistic and is derived from the chi-square, an often-used procedure for the detection of item bias (e.g., Scheuneman, 1979). Phi adjusts for the number of observations included in the chi-square and results in an estimate of the strength of the relationship between the independent variable (demographic characteristic) and dependent variable (test item performance). One procedure for computing phi is to take the square root of the computed chi-square and dividing it by the number of observations included in the computation of the chi-square.

Phi takes on the value of zero when no relationship exists between the variables (demographic characteristic and item performance) and departs from a value of zero when the variables are related. "The meaning of the phi coefficient in a correlational sense is quite clear; it is simply the Pearson product-moment coefficient of correlation for dichotomous data" (Glass & Stanley, 1970, p. 161). By squaring the computed phi coefficient, the coefficient of determination is obtained. The coefficient of determination is "the proportion of variance in the dependent variable that is predictable from the independent variable" (Hopkins & Glass, 1978, p. 160).
This is precisely the type of measure that is necessary for the line of reasoning pursued in this study.

Phi is not without its limitations and problems. Shephard et al. (1980) list two difficulties with the use of the chi-square (the family of non-parametric statistics of which phi is a member) in the assessment of item bias that affect the present study:

1. Due to differences in group means within the matched intervals, regression artifacts can still cause the appearance of bias (p. 120).

2. ...the procedure is confounded by unequal sizes for the two groups (p. 120).

A third difficulty pertains specifically to the calculations of phi:

3. When the distribution of the scores within the phi calculation are extremely disproportionate, the range of phi is restricted -- not +1 to -1 (Cureton, 1959).

The first two difficulties refer to previous applications of the chi-square to item bias (Scheuneman, 1979). The difficulty noted with regression artifacts can be avoided by computing the phi on groups of students with the same test score. The difficulty with sensitivity to unequal sample sizes can be avoided by balancing the
sample sizes, both of which will be discussed in the Subject Section below. The third difficulty, however, is inherent in the statistic. One attempt to adjust for this lack of +1 to -1 range was suggested by Cureton (1959). This adjustment involved the computation of the maximum value for phi (\( \phi_{\text{max}} \)) given the distribution of frequencies in the cells. The computed phi is divided by the value of \( \phi_{\text{max}} \) to obtain an adjusted phi which does have a range of +1 to -1. This procedure was criticized by Carroll (1961) when he demonstrated that the adjustment was unstable over the range of phi. There appears to be no acceptable procedure to avoid the difficulty of the restricted range of phi.

When the range of phi is restricted, the estimate of correlation between the independent and dependent variables will be underestimated. However, there is no reason to assume that this restriction will differentially prejudice the bias estimate towards one of the demographic subgroups. Consequently, the expectation is that a bias procedure which used the phi would (at worst) be an underestimate of bias. It would, however, reflect the true direction of the bias, if the sign of the phi were controlled. Although this is seen as a limitation to the
proposed procedure, the limitation is one of interpretability and not of substance.

Development of Procedure

Assumption of Equal Competence

Applying the phi coefficient to the present research question will involve two assumptions. The first assumption is that observed differences in performance of students separated by demographic characteristics are due to the differences in the characteristic (bias) and not due to real differences in competency. This assumption is supportable only if the students are equally competent in the skills measured by the test. Any item that has different p-values for equally competent students who differ by some demographic characteristic, is, by definition (Shephard et al., 1981), biased with respect to that demographic characteristic. Matching students by competence is a difficult task; however, in the case of MCTs where, by design of the test users, one score point separates competent from incompetent students, stringent demands can be placed upon the validity of the test, especially in the range of scores close to the cut-score.
Since decisions are made directly from test scores, students who score one score point below the cut-score can be assumed to be just short of acceptable competence. Any test not capable of making such fine discriminations of competence should not be used for that purpose. A test found to be in use for such a purpose can, by the fact of its use, be presumed capable of making fine discriminations of competence. Therefore, students achieving the same test score, if that score is close to the cut-score, can be considered equally competent. Any difference in p-values on an item, between these equally competent students, when separated by a demographic characteristic, can be attributed to bias with respect to that demographic characteristic. That is, the expected p-values for those two subgroups are assumed equal.

Given this assumption, a procedure to estimate the degree of bias in an item can be described. A phi is computed on the performance of two subgroups, and the resultant phi is squared and interpreted as the proportion of item variance which is attributable to bias with respect to the characteristic that was used to separate the two subgroups. This is the coefficient of determination, representing the degree of population
variance which is attributable to the independent variable (subgroup characteristic). By multiplying the coefficient of determination by the variance of the item performance, a value is obtained which reflects the degree of impact that the separation of the subgroups had on item performance. If these subgroups are assumed to be equally competent, this impact must reflect the bias in the item with respect to the characteristic used to separate the two subgroups. The variance of item performance is the proportion of students correctly answering the item \(p\) multiplied by the proportion of students incorrectly answering that item \(q\). The computational formula for this bias detection procedure would be:

\[
IB_j = \phi_{j}^2 \times (p_j \times q_j)
\]

Where "IB sub j" is the estimated bias for the jth item on a test; "phi squared sub j" is the coefficient of determination for the jth item for that separation of subgroups; "p sub j" is the proportion of all students in the study group who answered the item correctly; and "q sub j" is the proportion of students who responded incorrectly to the item. This is the first step in the process, the presentation of a bias detection procedure.
that estimates the degree of bias in an item. The next step is to define a procedure whereby the values for the item biases can be aggregated to derive an estimate for the aggregate of item bias. To do so involves another assumption.

Assumption of Direction of Bias

The second assumption deals with the determination of how the bias impacts the performance of the population. An item may be biased against the lower-performing subgroup (i.e., the difference in p-values for the two subgroups is due to the lowering of the performance of one of the subgroup); or the item may be biased in favor of the higher-performing subgroup (i.e., the difference in p-values is due to the raising of performance of one of the subgroups); or the two may be combined. There is no way of knowing (within the perspective of performance on a single item) which of these is the case. However, as stated above, this study is seeking to estimate that bias which effects decision making. For students grouped at a score of one below the cut-score, bias in favor of one subgroup (positive bias) would cause some individuals in the subgroup to get the item correct who would not have done so if the bias was not present. Adjusting for this
bias would lower the total score of some members of that subgroup. Since their scores are already below the cut-score, this adjustment would have no impact on decisions made with the test. It is only the type of bias which causes students to incorrectly answer a question they would have correctly answered had the bias not been present in the item (negative bias) that is of interest to this study. Consequently any bias in an item will be signed in such a way that it reflects a negative impact on student performance. If a given item is found to be biased against the lower-performing students, the bias will be signed positive. If another item is found to be biased against the higher-performing students it will be signed negative. If these two biases on different items are of equal value they will, when aggregated, offset each other. This approach will allow the obtained result for aggregated item bias to reflect the degree and direction of total item bias in the test. Thus, the sum of all of the IBs will be designated AIB.
Aggregating the Item Components

For the purposes of this study, any bias found in an item for subgroups matched at a total test score below the cut-score was assumed to be bias against the subgroup with the lower performance on that item. In other words, all bias was assumed to be negative bias. However, as noted above, restrictions in the range of phi will reduce the size of the computed item bias which will, to some degree, reduce the value of the aggregate of item bias. What would result is a worst-case estimate (attenuated by the restriction in the range of phi) for the bias in the test.

Given these two assumptions -- (a) students with equal test scores are equally competent and (b) item bias is against the subgroup with the lower item performance -- a study can be designed which compares the presented item bias procedure to a traditional approach to bias detection.
Overview of Experimental Study

The stated purpose of this study was to evaluate the stability of the presented bias detection procedure. For an item bias procedure to be useful it must be stable across applications to data sets that are considered equal in bias content. Stability is a relative term. To test the stability of the presented bias procedure (hereafter referred to as the AIB -- aggregate of item bias) it must be compared to some standard. This standard was represented by applying an adapted chi-square bias detection procedure (described below) to the same data set as the AIB and comparing the results. This adaptation of the chi-square represents the traditional approach to bias detection. One of the logical arguments for the usefulness of phi in the estimation of the AIB was its adjustment for the number of observations included in the calculations (N). Chi-square is noted for its sensitivity to differences in N. Therefore, the study compared the stability of the AIB and the adapted chi-square across different-sized data sets (i.e., different-sized subgroups of students), resulting in the critical comparison of stability when the size of the samples are systematically varied.
The determination of the sizes of these data sets was made within the perspective of a given data set. The data set used in this study was obtained from the Dallas Independent School District (DISD).

Following are descriptions of the instrument used to obtain students test performance data, the students used as subjects in this study, the process used to determine the sample sizes for the study, and the two bias detection procedures.

Instrumentation

The instrument used in this study was the 1980 administration of the Basic Objectives Assessment Test (BOAT), a minimum-competency test used as a graduation requirement in the Dallas Independent School District (DISD). The test contains 125 four-option multiple choice questions. Students in the school district must correctly answer at least 87 of the 125 test items on the BOAT to pass. Students who do not pass the test are not allowed to graduate from high school. In the event that a student does not pass the BOAT by the senior year in high school, they must take a remedial course which has as its final
examination, the BOAT. If a student fails to pass the BOAT, further opportunities are made available. Even after the student has left the school system, opportunities are made available to take the test and to be issued a diploma (given that all other requirements are met).

The BOAT was written by employees of the DISD. The test was written based upon a set of objectives that were developed by the DISD and evaluated by persons in the Dallas community. Once the objectives were determined, items were written and administered to students in the DISD. Student performance was reviewed and the items revised. The test was compiled and administered to one thousand randomly selected students. Performance from this sample was reviewed and the final test was approved by the DISD Board of Education as were the requirements indicated above.

Results from the first real administration of the BOAT were the data used in this study. The study was restricted to eighth-grade students because eighth-grade students of 1980 were the first class who were required to pass the test (at some time prior to twelfth grade) as a
graduation requirement. Students in higher grades were also given the test, but their graduation was not contingent on passing the BOAT. It was thought that only those students who were required to pass the test would be motivated to do well on the test. This lack of motivation in students in grades higher than eighth grade was thought to possibly impact student performance.

Items on the BOAT are divided into seven functional areas: consumerism (25 questions), community (30 questions), medical (15 questions), home (20 questions), employment (10 questions), government (15 questions), and information sources (10 questions).

Information about population performance and reliability indices computed on the BOAT and obtained from a DISD report (Arrasmith, 1979) are displayed in Table 1.
<table>
<thead>
<tr>
<th>Subpopulation</th>
<th>Means Score</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>White Students</td>
<td>93.75</td>
<td>21.67</td>
</tr>
<tr>
<td>Black Students</td>
<td>70.00</td>
<td>26.23</td>
</tr>
<tr>
<td>Black and White</td>
<td></td>
<td></td>
</tr>
<tr>
<td>combined</td>
<td>80.54</td>
<td>24.28</td>
</tr>
</tbody>
</table>

The mean scores of the Black and White students indicates a clear difference between the measured competencies of these subpopulations. An average Black students scored one standard deviation below an average White students. This difference may indicate the possibility of some bias in the test against Black students.
The indices of reliability on the test, indicate that the test is highly stable over administrations (test-retest) and internally consistent (KR-20) even though it covers a wide range of objectives. In fact the indicators are precisely the same numbers. Reliability is an important aspect of a test. If the measures of reliability were low, scores obtained on students taking the test would be suspect in that the true scores might vary greatly from the observed scores. The two reliability indicators (test-retest and KR-20) refer to the test score in the classical norm-referenced sense. The Kappa indicates the degree of consistency of decision based on the test score. This too is an indicator of test-retest reliability. If this index were low, the test would be unstable in its ability to make consistent judgement of competence. The high stability in decision making is relevant in this study since scores just below the cut-off will be used.

The correlations of the BOAT with the Iowa Tests of Basic Skills (ITBS) indicate that the BOAT correlates moderately with the ITBS reading and mathematics subtests. Such low correlations are not damaging to the validity of this application. The ITBS is a norm-referenced test of
academic skills; thus it should have relatively high variance. A minimum-competency test such as the BOAT is not constructed in a way which would maximize variance and should not correlate very highly. The higher correlation with the reading is likely a function of the reading intensive nature of the objectives which are measured by the BOAT.

Subjects

The subjects for this study were eighth-grade students in the DISD. Those included in this study were students whose computer files at the DISD contained total test score for the 1980 BOAT, item performance on the 1980 BOAT, and the race of the student indicating Black or White. A total of 19,849 eighth-grade students had complete computer files.

A review of the DISD records indicates the following numbers of eighth-grade students by race at total test scores of 85 and 86:
Formation of Subgroups

To investigate the stability of the AIB and chi-square procedures across different sizes of student subgroups, several factors must be taken into account. Computations of the chi-square and phi are unstable when too small a sample size is used. Also the computer program used to compute the values for the chi-squares and phis in this study (Nie, Hull, Jenkins, Steinbrenner & Bent, 1970) requires a minimum of thirty-one (31) subjects. The size of the subgroups must vary to allow for comparison of sensitivity of the bias techniques to subgroup sizes and a sufficient number of subgroups must be formed to allow for comparison of the stability of the bias techniques. Also there is a limited number of students available from the population who have test scores within a given range.
Since the design of the procedure requires that the subgroups be of sufficient size and the number of students at each score point is limited, it was necessary to include within separate analyses students with scores other than one below the cut-score (86). Using students with scores more than two from the cut-score might have threatened the assumption that the study was run with students just short of acceptable competence and, hence, of equal ability. Therefore, only those students with total scores of 86 or 85 on the BOAT were included in the study. However, to preserve the contention that the students are of equal ability, the study analyzed the data in such a way that students at different score points were not included in the same analysis.

Since the racial subgroups must be balanced, the number of students at each total score is limited. There are 91 White students with a total score of 86; therefore, there can only be 91 Black students with total scores of 86 included in the study. For the same reason, only 95 Black students with a total score of 85 can be included. Thus, the study used a total sample of 372 students: 91 Black students and 91 White students with
test scores of 86, and 95 Black students and 95 White students with test scores of 85. At both score points the Black students were randomly selected for inclusion in the study. Given these restrictions and this pool of students, seven subgroup were constructed:

For students with a total score of 86:
Four subgroups of 32 students (16 Black and 16 White)
One subgroup of 54 students (27 Black and 27 White)

For students with a total score of 85:
One subgroup of 54 students (27 Black and 27 White)
One subgroup of 136 students (68 Black and 68 White)

This formation of subgroup pairs was chosen to allow for a reasonable number of comparisons across subgroups that varied in size to a reasonable degree. More subgroups could have been formed but the variation in subgroup size would have decreased. Fewer subgroups could have been formed to allow for greater variation of subgroup size but fewer estimates would have been generated for the bias techniques. The comparison of the stability of the bias techniques is enhanced with a greater number of estimates.
Description of the AIB

For each item on the BOAT, a phi was computed correlating the demographic characteristic with item performance. The computed phi was squared and then multiplied by the variance for that item. The result of that computation was the estimated bias in that item (IB) and considered to be biased against that demographic subgroup with the lower performance on that item. The assignment of bias to the proper demographic subgroup was accomplished by signing (positive/negative) the obtained IB for each item. If the White subgroup was the lower-performing subgroup on that item, the IB was signed negative. If the Black subgroup was the lower-performing subgroup on that item, the IB was signed positive. The estimate for the AIB was obtained by summing the IBs for all items on the BOAT. The obtained AIB estimate is thought to reflect both the direction and degree of bias contained in the items in the test. If the estimate of the AIB was positive, the test was considered biased against Black students. If the estimate of the AIB was negative, the test was considered biased against White students. If the estimate for the AIB was zero, the test was considered unbiased with respect to the race of the
student.

Description of the Adapted Chi-Square

The chi-square item bias procedure used in this study is similar to the procedure used by Scheuneman (1979), with modifications to avoid the criticisms of Camilli (1980) and Shephard et al. (1980). These modifications were: computation of the chi-square on subgroups of students matched by test score (rather than subgroups of students from a range of test scores), balancing of the number of students in each demographic subgroup (rather than use racial subgroups of unequal size), and the inclusion of incorrect responses in the chi-square (rather than using only correct responses). For each item on the BOAT a chi-square was computed using the same two-by-two frequency display used for the phi calculations in the AIB. The probability estimate (significance) of the calculated chi-square was determined. An item was considered biased if the probability estimate was less than or equal to .05 (Shephard et al., 1980). As with the AIB procedure, the assignment of bias was based on the performance of the subgroups on the item in question. If, on an item determined to be biased (chi-square probability
equal to or less than .05), the White subgroup was the lower-performing subgroup, the item was considered biased against that subgroup and the item was assigned a value of negative one (-1) to indicate that bias. If, on that item, the Black subgroup was the lower-performing subgroup, the item was assigned a value of positive one (+1) to indicate that the bias in the item is against that subgroup. For items not found to be biased (significance of more than .05 derived from the chi-square), the item was assigned a value of zero (0) indicating no bias. By adding together all of the bias values for the items (+1, 0 or -1) an estimate was obtained for the aggregate of item bias in the test based on the chi-square procedure. If the sum of these values was positive, the test was considered biased against Black students. If the sum of these values was negative, the test was considered biased against White students. If the sum of these values was zero, the test was considered unbiased (neutral) with respect to the race of the student.

This procedure is referred to as the SSTD (sum of signed trichotomous determinations). This name reflects the difference between it and the AIB procedure. The SSTD reacts discretely (there are no values other than whole
numbers) in a trichotomous fashion (+1, 0 or -1) and is subject to a determination of the presence of bias (the significance level of the chi-square is investigated to make this determination). This process involves dichotomous decisions (biased/not biased) but responds in a trichotomous fashion due to the direction of bias (positive, negative or zero) when the item has been determined to be biased. The results from the inspections of the individual items are referred to as TDS.

Comparison of Procedures

The results of the study were the estimates for the AIB and the SSTD for each of the seven subgroups (five at a total score of 86 and two at a total score of 85). The expected values of the AIBs are equal for each of the five subgroups of students with test scores of 86. If the assumption holds that students with test scores of 86 and 85 are of equivalent competence, then the expected values for the AIB on the two subgroups at a total score of 85 are equal to the AIBs for students at 86. The same is true for the SSTD — the obtained values for the SSTDs are expected to be equal for all subgroups of students at each
of the score points and perhaps across score points.

To compare the stability of the AIB and the SSTD, the variances of the results of the two procedures on the seven subgroups were calculated. These variances are thought to reflect the stability of the two indices of bias — the lower the variance, the more stable the index.

As previously stated, the range for the IBs is less than +1 to -1. This restriction in range will also restrict the variances of the AIB. In order to properly compare the stability of the two procedures, a modification of their ranges will be necessary. The range of IB and AIB are not equal to those of the TD and SSTD. This is due to the restriction of the range of phi by the distribution of scores within the two-by-two matrix of student performance. When the p-value for the item differs from .50, the range of phi will not be +1 to -1 (Cureton, 1959). Also, since the value of phi is squared and then multiplied by the variance of the item to obtain the estimate of IB, the size of the item variance will also restrict the value of IB. In the current study, the score chosen for analysis is 86 items correct out of 125 items on the test. This results in an average p-value of
Given that the average or expected p-value for each of the items on the test is .688, the largest expected value for phi is .7214. This value is obtained by assigning one subgroup a p-value of .688 and the other subgroup a p-value of .000. This is the most extreme difference that is likely to occur on any item on the BOAT for these students. When the phi is computed for such an item, the result is .7214. The variance of an item with a p-value of .688 is .2215 (.688 x .322). If these values are placed into the computational formula for IB, the result is .1153. Since the range of the TDs is +1 to -1, one could expect that the variance for the SSTDs will be larger than the variance for the AIBs. The expectation for the size of this difference in variances at the item component level may be modified by considering the IB as the TD multiplied by .1153. That is, the TD can be one while the IB can be expected to be only .1153. Consequently the variance of a variable composed of IBs is multiplied by .1153 to the second power. Hence the AIB is expected to have a much smaller variance. This difference can be modified by taking the inverse of .1153 to the second power or 75.352.
This means that in order to adequately investigate the difference in variance between these two measures, the value of the variance for the AIBs should be multiplied by 75.352. Although this has the appearance of the adjustments in phi that were described by Cureton (1959) in the calculation of phi-max, this adjustment is only one of size of variance and is done to accommodate the expected values of the variances of the two indices, and does not affect the interpretation of the results of the individual item analyses. It is important to note that for this analysis the covariances of the items are ignored, and the items are considered to be independent. The impact of the covariance of items on the aggregate of item bias is not known. The investigation of the impact of this covariance is beyond the scope of this study. In light of these factors the hypothesis statement for this study is:

HO: variance of SSTD = variance of AIB x 75.352

Since the SSTD represents a currently accepted procedure for the investigation of bias, the AIB must be proven more stable than the SSTD to recommend it as a bias investigation technique. To test these two bias techniques for stability, an F statistic will be
calculated for the ratio of the variances of the two bias detection techniques (Li, 1964):

\[
F = \frac{\text{variance of SSTD}}{\text{variance of AIB} \times 75.352}
\]

The variance of the SSTD is made the numerator of the ratio to reflect the null hypothesis; in the absence of evidence to support AIB over SSTD, the SSTD will be preferred. Given the ratio of the variances, the only way that a significant F can be obtained is for the variance of AIB to be significantly smaller than the variance of the SSTD. This would indicate the AIB as the more stable of the two procedures.
Summary

A procedure (AIB) was described which computes a correlation coefficient (phi) for students divided by race to item performance. The coefficient is squared and multiplied by the item variance to obtain a value which is thought to reflect the degree of bias in the item. These values are signed and then aggregated across all items on a minimum-competency test to obtain an estimate for the bias in the test. Another procedure (SSTD) was described which was an adaptation of the chi-square item bias detection procedure. A study was described that compared the stability of the AIB to that of the SSTD with the F statistic.
CHAPTER IV
RESULTS OF THE STUDY

The results of this study are described in three sections. The first section attempts to answer the primary question of this study -- is the AIB a more stable procedure than the SSTD when compared across data sets which vary by numbers of subjects? Subsequent sections investigate other aspects of the data and investigate certain assumptions made. These subsequent analyses hinge upon the results of the comparison of the stabilities of the two bias detection procedures.

Results of the Primary Analysis

Each of the subgroups upon which the SSTDs and AIBs were computed contained a balanced number of Black and White students, each with the same total score on the
test. The number of students in these subgroups was varied to test the sensitivity of the item bias procedures to differences in subgroup size, a condition known to disrupt the chi-square statistic used in the computation of the SSTD. The results of the calculations of the SSTDs and AIBs are displayed in Table 2.

### Table 2

**Results of SSTD and AIB Calculations**

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Score</td>
<td>86</td>
<td>86</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>n of Subgroup</td>
<td>54</td>
<td>134</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>54</td>
</tr>
<tr>
<td>n of Biased Items</td>
<td>6</td>
<td>16</td>
<td>12</td>
<td>9</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>SSTD</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>AIB*</td>
<td>.028</td>
<td>.011</td>
<td>.053</td>
<td>-.002</td>
<td>.000</td>
<td>.008</td>
<td>.004</td>
</tr>
</tbody>
</table>

*AIB rounded to three decimal places; accuracy to five decimal places retained in all calculations.*
Since the subgroups were randomly assigned, any bias in the test would be expected to be consistent across subgroups. Therefore, the expectation was for there to be equal estimates for bias within each of these subgroups. Any difference between SSTDs computed across the seven subgroups would be seen as a sign of instability in the procedure. The same is true for noted differences between estimates for AIBs across the seven subgroups. This instability has been expressed as the variances of the two item bias procedures. The greater the variance, the greater the assumed instability of the procedure. Analyzing the ratio of the variances of the two procedures, with the F statistic, will provide an estimate of whether the two variances are equal. The test of the hypothesis of equality was made using an alpha of .05 for the comparison. Due to restrictions of the range of the phi computed for each IB in the AIB, the expected values of the AIB is less than the expected values for the SSTD. To adjust for this difference in range, the value of the variance of the AIB was multiplied by 75.35. The result is displayed in Table 3.
<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Variance of SSTD</td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>1.6190476</td>
<td></td>
</tr>
<tr>
<td>Variance of AIB x 75.352</td>
<td>0.0003853 x 75.352</td>
</tr>
<tr>
<td>1.6190476</td>
<td></td>
</tr>
<tr>
<td>Degrees of Freedom</td>
<td>6 and 6</td>
</tr>
<tr>
<td>55.76577 = F</td>
<td></td>
</tr>
<tr>
<td>Probability = less than .0001</td>
<td></td>
</tr>
</tbody>
</table>

The value obtained for $F$ (55.76577 with 6 and 6 degrees of freedom) is likely to occur only once in ten thousand calculations when there is in fact no difference between these two variances (i.e., when the null hypothesis is true). Such a low probability leads to the rejection of the notion that the variances of the indices are equal. This result supports the contention that the AIB is the more stable of these two item bias procedures. Note that the variance of the AIB, even when moderated, is substantially less than the variance of the SSTD.
Since these results support the possibility that the AIB is a useful procedure of bias detection, additional study is warranted. Within the limitations of this study, certain aspects of the results can be inspected to determine further the efficacy of the AIB procedure.

Secondary Analysis

The primary analysis in this study was the computation of SSTDs and AIBs on the seven student subgroups and the subsequent computation of the ratio of the variances of the two item bias procedures. These seven subgroups were at two total score points: students in subgroups one and two had total test scores of 86, students in subgroups three through seven had total test scores of 85. The results computed on the test performance of these seven subgroups were combined in the overall comparison of the two item bias procedures. The combination of the results at these two score points was based on the assumption that students at the two score points were equivalent in their performance on the test and should therefore be equivalently sensitive to bias in the test. Also the sizes of the groups were varied to test whether the AIB would be as sensitive to the number
of subjects used in the calculation as the chi-square procedure.

As a check to see if the results at these two total score points were equivalent, a secondary study was run. A test of equivalence would be a mean comparison of AIB estimated at a score of 85 to AIB estimated at a score of 86, and a comparison of SSTD at 86 to SSTD at 85. This comparison is within procedure, not across procedures, as in the primary analysis. In this secondary study, the same sample of students was randomly assigned to fourteen subgroups, seven at each total score point. Each of these fourteen subgroups contained twelve Black and twelve White students.

Thus the factor of different groups sizes would not be present in the calculations of AIB and SSTD on these groups. Within each of these subgroups all students had identical total scores on the BOAT: subgroups one through seven contained only those students with scores of 86, subgroups eight through fourteen contained only those students with scores of 85. SSTDs and AIBs were computed for each of these fourteen subgroups, the results of these analyses are shown in Table 4.
### Table 4
Result of SSTD and AIB for Subgroups with Balanced N's

<table>
<thead>
<tr>
<th></th>
<th>Subgroup 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td><strong>Test Score</strong></td>
<td>86</td>
</tr>
<tr>
<td><strong>n of Subgroup</strong></td>
<td>24</td>
</tr>
<tr>
<td><strong>n of Biased Items</strong></td>
<td>5</td>
</tr>
<tr>
<td><strong>SSTD</strong></td>
<td>-1</td>
</tr>
<tr>
<td><strong>AIB</strong></td>
<td>0.007</td>
</tr>
</tbody>
</table>

*AIB rounded to three decimal places; accuracy to five decimal places retained in all calculations.*
To determine if the results at the two score points (85 and 86) are equivalent in measured bias, a t-test was run on the SSTDs and AIBs computed for the groups at the two score points. If the results of the t-test indicated that there was a significant difference between the SSTDs at 85 and the SSTDs at 86, or between the AIBs at 85 and the AIBs at 86, their combination in the primary analysis might not be suggested. The results of the t-tests are displayed in Table 5.

Table 5

| Group  | Size | Mean  | Variance | t Value | Degrees of Freedom | Probab. of
|--------|------|-------|----------|---------|--------------------|-----------
| SSTD 85 | 7    | 1.14  | 5.476    |         |                    |           |
| SSTD 86 | 7    | -0.42 | 4.619    | 1.309   | 13                 | 0.215     |
| AIB 85  | 7    | 0.05  | 0.004    |         |                    |           |
| AIB 86  | 7    | -0.01 | 0.006    | 1.676   | 13                 | 0.120     |

Using an alpha of .05 the null hypothesis of no difference cannot be rejected. Thus, these t-tests would support the notion that the results at the two total scores are equivalent or at least not significantly different, and
that their combination in the primary analysis was reasonable, in that neither procedure produced different results across the two score points.

Testable Assumptions

The data obtained in the study can be inspected under certain assumptions. By inspecting the outcomes of analyses performed under these assumptions, information can be obtained which may be useful in the evaluation of the AIB and the methodology used in this study. The findings of these inspections can be compared to the expected outcomes and used to investigate the efficacy of the AIB and SSTD procedures.

The first assumption deals with the signs (+, -) of the bias estimates. The sign of the bias estimates indicates the direction of the bias — a positive bias estimate indicates that the test was biased against Black students; a negative bias estimate indicates that the test was biased against White students; a zero bias estimate indicates that the test was neutral with respect to these two subpopulations. Since the subjects were randomly assigned to the subgroups, any bias in the test
should be consistent across subgroups. Although some variation due to sample fluctuations can be expected across subgroups, the direction of the bias should remain consistent. In reviewing the results of the computations of SSTD and AIB (see Table 2) it can be seen that only one of the fourteen bias estimates (AIB for group number 4 in Table 2) indicated that the direction of the bias was negative, two indicated that the test was neutral (AIB for group number 5 and SSTD for group number 7 in Table 2). The remaining eleven bias estimates indicated the direction of the bias as positive. This overall consistency in direction of bias supports both the SSTD and the AIB as reliable bias estimates. The results from the secondary study (see Table 4) show four negative estimates for the AIB and six negative estimates for the SSTD. This decrease in agreement with the population data may be due to the small sample sizes used in the secondary study.

The second assumption concerns the number of biased items found in the test. This number of bias items is derived from the chi-square analyses from the SSTD calculations. If an item was found to exceed the .05 level on the chi-square analysis, it was considered to be
biased. The number of biased items found for each of the subgroups is displayed in Table 2. Since the chi-square is more sensitive to item bias when more subjects are included in the calculations, the expectation would be for the number of biased items detected to increase with the number of subjects in the subgroups. (The chi-squares on the larger groups are able to detect amounts of bias that are undetectable in analyses with smaller subgroups.) The results are inconclusive; the greatest number of biased items was found in the subgroup containing the greatest number of students (sixteen biased items in subgroup two in Table 2). However, the average number of biased items for the subgroups with 54 students (5.0 items) was lower than the average number of biased items for subgroups containing 34 students (7.75 items). These results indicate the possibility that smaller subgroup sizes may be somewhat unstable in estimated bias due to random fluctuation in the sampled students. This is supported by the secondary study (see table 4) where the sample size was consistently 24, the range of biased items was from 3 to 11, and the mode was 5.
The third assumption deals with population data. If a test is biased against one racial subgroup, lower mean scores can be expected for that racial subgroup when compared to other racial subgroups. It is unlikely that a test which shows racial subgroup A to be superior to racial subgroup B is in fact biased against racial subgroup A. In the perspective of this study, if Black students were indicated to be superior, overall, to White students on the BOAT, it would be difficult to explain were the test shown to be biased against Blacks.

Total test scores for the two racial subgroups were inspected. For the entire population of students taking the BOAT (approximately 20,000 students) the median scores for these two subpopulations are displayed in Table 6.

TABLE 6
Median Scores of White and Black Students on the BOAT

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Median score of all White students</td>
<td>100</td>
</tr>
<tr>
<td>Median score of all Black students</td>
<td>75</td>
</tr>
</tbody>
</table>
From these results and the mean for each group given in Table 1 it would seem likely that the BOAT was either biased against Black students or unbiased and reflecting true differences in competence between the two subpopulations. Estimates indicating that the BOAT was biased against White students would be suspect.

The mean of the SSTDs for the seven primary groups was computed, as was the mean for the AIBs. A positive mean would indicate that the measure (either SSTD or AIB) showed the test to be biased against Black students. A mean of zero would indicate that the test was unbiased. A negative mean would indicate that the test was biased against White students. It is only this last result (negative mean) that would contradict the information obtained from the population scores. The mean of the two item bias measures (based on the primary analysis only) were:

Mean of SSTD ---- +1.51714

Mean of AIB ------ +0.0287

These results are consistent with the differences observed between the total test scores of the two racial subgroups,
indicating that the B.O.A.T. may be biased to some degree against Black students. These results add to the validity of both of these procedures.

The last assumption to be investigated deals with the correlation of the two item bias measures. If the AIB is in fact more stable than the SSTD across data sets of different sizes, the AIB should correlate better with the SSTD across data sets that do not vary in size. When data sets are the same size, fluctuations in the SSTD due to the differences in size should not be present. Within the perspective of this study, the SSTD would be expected to correlate higher with the AIB in the secondary analysis than in the primary analysis. In the secondary analysis, the subgroups were all of the same size (see Table 4). In the primary analysis, the sizes of the subgroups varied from 32 to 154 (see Table 2). For each of the analyses (primary and secondary) the correlation between the SSTD and AIB was calculated. The following results were obtained:

Correlation for the primary analysis --- 0.3451 (5 df)

Correlation for the secondary analysis -- 0.9072 (12 df)
Glass and Stanley (1970) list the critical values for correlation coefficients as .811 for coefficients with five degrees of freedom and .707 for twelve degrees of freedom (alpha of .05 for both values). The value obtained for the secondary analysis indicates significance. The value obtained for the primary study does not indicate significant correlation. These results support the hypothesis and lend further credence to the use of the AIB.

Summary

When the AIB and SSTD procedures are applied across a number of subgroups that vary in the number of subjects, the AIB appears to the more stable of the two measures. Both the AIB and SSTD procedures yield results which are consistent with population data. The comparison of results across the two score points indicates that it is reasonable to combine these data in the comparisons of the two item bias procedures. When the two procedures are applied to data sets that do not vary in the number of subjects, the differences between the two procedures diminish.
CHAPTER V

DISCUSSION

This chapter is comprised of three sections: the first section discusses the results of the study; the second section discusses the limitations of the study; and the third section suggests area for further research.

Discussion of Results

Within the perspective of the study, the results are quite supportive. With the exception of the number of biased items as a function of subgroup size, the SSTD and AIB performed as expected. If the experimental procedure is conceptually sound, the size of the obtained F leads to a clear decision to reject the null hypothesis: The AIB is the more stable of the two procedures. The results of the secondary study support the assumption of equivalence of the data at the two total scores (85 and 86).
The stability of both procedures (SSTD and AIB) over the subgroups furthers the support for the approach to bias in MCTs used in this study. The results, when compared to population data, suggest that the item bias procedures may give information useful in assessing test bias. Having a procedure for estimating test bias which requires no external criterion offers the possibility of considerably decreasing the effort and expense in validating the lack of bias in a minimum-competency test. In addition to the expense and effort, test bias procedures involving comparisons of test scores to some external criterion are limited by the reliability of the external criterion and the validity of its application. This can be seen in the low validity coefficients between the BOAT and the ITBS. Had test bias in the BOAT been assessed in reference to ITBS scores, more than sixty percent of the test score variance in the BOAT would remain unaccounted for in the ITBS scores (the coefficient of determination for the ITBS reading scores is .36 and for the mathematics score it is .2116).
Limitations of the Study

The description of the limits of the study is not a critique of the study. To describe the limits is to define the boundaries of the study. One study in an area not otherwise investigated can offer little other than direction for further research. Prior to further research, little can be said of the usefulness of the AIB procedure outside of the setting to which it was applied in this study.

The study used the 1980 administration of the Basic Objectives Assessment Test (BOAT), a minimum-competency test developed and used as a graduation requirement by the Dallas Independent School District. The subjects were limited to those Black and White eighth-grade students with test scores of 85 and 86 on the BOAT. The impact of changing any of these factors is not known. Prior to further investigation the AIB should be viewed as an experimental procedure.

Applications of the AIB should consider certain other limitations. The demanding assumption of equal competence detailed in the Methodology Chapter can only apply to minimum-competency tests. The AIB can therefore only be reasonably applied to minimum-competency tests. Test bias
is not limited to the aggregate of item biases. Factors other than independent item bias can cause a test to be biased. The impact of the covariance of the item biases on the aggregate of item biases is not known. Additionally, environmental factors such as the quality of instructions for test taking, the quality and range of sample questions, time constraints, and other factors may differentially impact the performance of one subpopulation. Also, the phi is limited in the estimation of bias in test items with p-values that differ from .5. This suggests that the AIB may be most useful on minimum-competency tests with cut-scores close to fifty percent of the total number of items on the test.

Interpretations of the results of the AIB is limited by the lack of a complete understanding of what the procedure measures and the impact of item covariances. Prior to further study no attempt can be made as to the interpretation of the results of the AIB procedure.
Suggestions for Further Research

For the AIB to be of any use to the field of education, further investigation will be required. The best validations are obtained through systematic replications and applications to other situations. Several extensions of the current study can be suggested.

One of the most important areas for further study is the adjustment factor used to modify the two variances prior to the computation of the F of the ratio of the variances. The use of the factor of 75.35 was based on an analysis of the components in the two procedures. A more direct method of determining the two variances can be described. Students from the sampled population could be randomly assigned to subgroups. These subgroups would not be expected to differ in composition (e.g., race). Since no difference is expected between such randomly assigned groups, any variance in bias estimates computed can be considered random variation in the measure and viewed as "noise" in the indices. The ratio of the variances for the SSTD and AIB computed for these subgroups directly reflect the differences in the ranges for these two measures. If this obtained ratio differs from 75.35, then that adjustment
Another study that would be of use in the investigation of the AIB would be the application of the AIB procedure to a data set known to contain bias. This data set could be one that has been found to be biased in previous investigation, or one in which the bias was induced in the data set by simulation. Particularly useful results could be gathered if the degree of bias was manipulated, since the AIB considers degrees of bias.

Investigation of the impact of item covariance on the AIB would also be useful. This investigation would most likely be best done with data sets where item bias and item covariances are simulated. Such an investigation might lead to an understanding of what the AIB measures and how it may be properly interpreted.

The AIB is not limited to the investigation of bias at test scores below the cut-score. By reversing the sign (+, -, or 0) assignment of bias to the subgroups, the AIB can be used to investigate positive bias for those students above the cut-score. This would be useful in the investigation of the impact of test bias in the passing of students who might
not have passed the test had the bias not been contained in the items. By combining the results of AIB calculations above and below the cut-score, a band of unsurety, much like the standard error band in norm-referenced testing, can be determined where interpretation of test scores might be impacted by the aggregated item biases. This would be useful in validating criteria for passing the test.

In any event, the results of this study are clearly supportive of the AIB. It appears that it may be possible to estimate some component of test bias in minimum-competency tests through the assessment of component item biases. The usefulness of such a procedure in the validation of minimum-competency tests may make the AIB an attractive possibility.
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